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Université de Lille I
Laboratoire de Mathématiques
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0. INTRODUCTION

The aim of this project is to provide a complete – and as self-contained as possible – proof
of the so-called ”almost purity” theorem, originally proved by Faltings in [34]. In a second
stage, we plan to apply almost purity to establish general comparison theorems between the
étale and the de Rham cohomologies of a scheme defined over the field of fractions of a rank
one valuation ringK+ of mixed characteristic.

In our formulation, the theorem states that a certain pair(X,Z), consisting of an affineK+-
schemeX and a closed subsetZ ⊂ X is almost pure(see definition 8.2.25), in analogy with
the notion that is found in [44].

The proof follows the general strategy pioneered by Faltings, but our theorem is stronger than
his, since we allow non-discrete valuation ringsK+. The price to pay for this extra generality
is that one has to extend to this non-noetherian context a certain number of standard tools
and results from commutative algebra and algebraic geometry. Especially, chapter 5 gives a
rather thorough treatment of local cohomology, for rings and schemes that are not necessarily
noetherian.

The complete proof is found in chapter 9. The case whereR := OX(X) has Krull dimension
one had already been dealt with in our previous work [36]. Almost purity in dimension two
is theorem 9.1.31. Theorem 9.2.16 takes care of the case of a smoothK+-scheme of Krull
dimension strictly greater than three; the main features ofthis case are the use of the Frobenius
endomorphism of the ringR/pR, and a notion of normalized length for arbitraryR-modules.

In truth, one does not really need to consider separately thecase of dimension> 3, since the
argument given in section 9.4 works uniformly for every dimension≥ 3. However, the case of
dimension> 3 is considerably easier, and at the same time illuminates themore difficult case
of dimension3. For the latter, one constructs a ringA(R)+ with a surjection onto thep-adic
completionR∧ ofR, and an endomorphismσR that lifts the Frobenius endomorphism ofR/pR.
This construction was originally found by Fontaine, who exploited it in caseR is the ring of
integers of a local field of characteristic zero.
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1. CATEGORIES

1.1. Basic category theory.The purpose of this section is to fix some notation that shall be
used throughout this work, and to collect, for ease of reference, a few well known generalities
on categories and functors, which are frequently used. Our main reference on general nonsense
is the treatise [10], and another good reference is the more recent [51]. For homological algebra,
we mostly refer to [75].

Sooner or later, any honest discussion of categories and topoi gets tangled up with some
foundational issues revolving around the manipulation of large sets. For this reason, to be
able to move on solid ground, it is essential to select from the outset a definite set-theoretical
framework (among the several currently available), and stick to it unwaveringly.

Thus,throughout this work we will accept the so-called Zermelo-Fraenkel system of axioms
for set theory. (In this version of set theory, everything is a set, and there is no primitive notion
of class, in contrast to other axiomatisations.)

Additionally, following [3, Exp.I,§0], we shall assume that, for every setS, there exists a
universeV such thatS ∈ V. (For the notion of universe, the reader may also see [10,§1.1].)

Throughout this section, we fix some universeU. A setS is U-small (resp. essentiallyU-
small), if S ∈ U (resp. ifS has the cardinality of aU-small set). If the context is not ambiguous,
we shall just write small, instead ofU-small.

1.1.1. Recall that acategoryC is the datum of a setOb(C ) of objectsand, for everyA,B ∈
Ob(C ), a set ofmorphismsfromA toB, denoted :

HomC (A,B).

This datum must fulfill a list of standard axioms, which we omit. For anyA ∈ Ob(C ), we write
1A for the identity morphism ofA. We also often use the notation :

EndC (A) := HomC (A,A).

Likewise,AutC (A) ⊂ EndC (A) is the group of automorphisms of the objectA. Furthermore,
we denote byMorph(C ) the set of all morphisms inC .

The category of all small sets shall be denotedU-Set or just Set, if there is no need to
emphasize the chosen universe.

We say that the categoryC is small, if bothOb(C ) andMorph(C ) are small sets. Somewhat
weaker is the condition thatC has smallHom-sets, i.e. HomC (A,B) ∈ U for everyA,B ∈
Ob(C ). The collection of all small categories, together with the functors between them, forms
a categoryU-Cat. Unless we have to deal with more than one universe, we shall usually omit
the prefixU, and write justCat. If A andB are any two categories, we denote by

Fun(A ,B)

the set of all functorsA → B. If A is small andB has smallHom-sets, thenFun(A ,B) ∈ U;
especially,Cat is a category with smallHom-sets. Moreover, there is a natural fully faithful
imbedding :

Set→ Cat.

Indeed, to any setS one may assign itsdiscrete categoryalso denotedS, i.e. the unique category
such thatOb(S) = S andMorph(S) = {1s | s ∈ S}. If S andS ′ are two discrete categories,
the datum of a functorS → S ′ is clearly the same as a map of setsOb(S)→ Ob(S ′).

1.1.2. Theopposite categoryC o is the category withOb(C o) = Ob(C ), and such that :

HomC o(A,B) := HomC (B,A) for everyA,B ∈ Ob(C ).

Given an objectA of C , sometimes we denote, for emphasis, byAo the same object, viewed
as an element ofOb(C o); likewise, given a morphismf : A → B in C , we writef o for the
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corresponding morphismBo → Ao in C o. Furthermore, any functorF : A → B induces a
functorF o : A o → Bo, in the obvious way.

1.1.3. A morphismf : A→ B in C is said to be amonomorphismif the induced map :

HomC (X, f) : HomC (X,A)→ HomC (X,B) : g 7→ f ◦ g

is injective, for everyX ∈ Ob(C ). Dually, we say thatf is anepimorphismif f o is a monomor-
phism inC o. Obviously, an isomorphism is both a monomorphism and an epimorphism. The
converse does not necessarily hold, in an arbitrary category.

Two monomorphismsf : A → B and f ′ : A′ → B are equivalent, if there exists an
isomorphismh : A → A′ such thatf = f ′ ◦ h. A subobjectof B is defined as an equivalence
class of monomorphismsA→ B. Dually, aquotientof B is a subobject ofBo in C o.

One says thatC is well-poweredif, for everyA ∈ Ob(C ), the set :

Sub(A)

of all subobjects ofA is essentially small. Dually,C is co-well-powered, if C o is well-powered.

Definition 1.1.4. Let F : A → B be a functor.

(i) We say thatF is faithful (resp. full, resp. fully faithful), if it induces injective (resp.
surjective, resp. bijective) maps :

HomA (A,A′)→ HomB(FA, FA
′) : f 7→ Ff

for everyA,A′ ∈ Ob(A ).
(ii) We say thatF reflects monomorphisms(resp. reflects epimorphisms, resp. is conser-

vative) if the following holds. For every morphismf : A→ A′ in A , if the morphism
Ff of B is a monomorphism (resp. epimorphism, resp. isomorphism),then the same
holds forf .

(iii) We say thatF is essentially surjectiveif every object ofB is isomorphic to an object
of the formFA, for someA ∈ Ob(A ).

(iv) We say thatF is anequivalence, if it is fully faithful and essentially surjective.

1.1.5. LetA , B be two categories,F,G : A → B two functors. Anatural transformation

(1.1.6) α : F ⇒ G

fromF to G is a family of morphisms(αA : FA → GA | A ∈ Ob(A )) such that, for every
morphismf : A→ B in A , the diagram :

FA
αA //

Ff
��

GA

Gf
��

FB
αB // GB

commutes. IfαA is an isomorphism for everyA ∈ A , we say thatα is anatural isomorphism
of functors. For instance, the rule that assigns to any object A the identity morphism1FA :
FA → FA, defines a natural isomorphism1F : F ⇒ F . A natural transformation (1.1.6) is
also indicated by a diagram of the type :

A
F ))

G

55
�� ��
�� α B.



6 OFER GABBER AND LORENZO RAMERO

1.1.7. The natural transformations between functorsA → B can be composed; namely, ifα :
F ⇒ G andβ : G⇒ H are two such transformations, we obtain a new natural transformation

β ◦ α : F ⇒ H by the rule : A 7→ βA ◦ αA for everyA ∈ Ob(A ).

With this composition,Fun(A ,B) is the set of objects of a category which we shall denote

Fun(A ,B).

There is also a second composition law for natural transformations : ifC is another category,
H,K : B → C two functors, andβ : H ⇒ K a natural transformation, we get a natural
transformation

β ∗ α : H ◦ F ⇒ K ◦G : A 7→ βGA ◦H(αA) = K(αA) ◦ βFA for everyA ∈ Ob(A )

called theGodement productof α andβ ([10, Prop.1.3.4]). Especially, ifH : B → C (resp.
H : C → A ) is any functor, we writeH ∗ α (resp.α ∗H) instead of1H ∗ α (resp.α ∗ 1H).

These two composition laws are related as follows. Suppose that A , B andC are three
categories,F1, G1, H1 : A → B andF2, G2, H2 : B → C are six functors, and we have four
natural transformations

αi : Fi ⇒ Gi βi : Gi ⇒ Hi (i = 1, 2).

Then we have the identity :

(β2 ∗ β1) ◦ (α2 ∗ α1) = (β2 ◦ α2) ∗ (β1 ◦ α1).

The proof is left as an exercise for the reader (see [10, Prop.1.3.5]).

1.1.8. LetA andB be two categories,F : A → B a functor. Recall that a functorG : B →
A is said to beleft adjoint toF if there exist bijections

ϑA,B : HomA (GB,A)
∼→ HomB(B,FA) for everyA ∈ Ob(A ) andB ∈ Ob(B)

and these bijections are natural in bothA andB. Then one says thatF is right adjoint to G,
and that(G,F ) is anadjoint pair of functors.

Especially, to any objectB of B (resp.A of A ), the adjoint pair(G,F ) assigns a morphism
ϑGB,B(1GB) : B → FGB (resp.ϑ−1

A,FA(1A) : GFA→ A), whence a natural transformation

(1.1.9) η : 1B ⇒ F ◦G (resp.ε : G ◦ F ⇒ 1A )

called theunit (resp.counit) of the adjunction. These transformations are related by the trian-
gular identitiesexpressed by the commutative diagrams :

F
η∗F +3

1F FF
FF

FF
FF

F

FF
FF

FF
FF

F FGF

F∗ε
��

G
G∗η +3

1G FF
FF

FF
FF

F

FF
FF

FF
FF

F GFG

ε∗G
��

F G.

Conversely, the existence of natural transformationsε and η as in (1.1.9), which satisfy the
above triangular identities, implies thatG is left adjoint toF ([10, Th.3.1.5] or [51, Prop.1.5.4]).

Remark 1.1.10.Let (G,F ) be an adjoint pair as in (1.1.8), with unitη and counitε.
(i) Suppose that(H2, H1) is another adjoint pair, withH1 : B → C ,H2 : C → B (for some

categoryC ), and letηH (resp.εH) be a unit (resp. a counit) for this second adjoint pair. Then
clearly(G ◦H2, H1 ◦ F ) is an adjoint pair, and the transformation

ε̃ := ε ◦ (G ∗ εH ∗ F ) (resp. η̃ := (H1 ∗ η ∗H2) ◦ ηH )

is a counit (resp. a unit) for this adjunction. We say thatη̃ andε̃ are theunit and counit induced
by (η, ε) and(ηH , εH) .
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(ii) Suppose that(G′, F ′) is another adjoint pair, withF ′ : A → B, G′ : B → A , and
let η′ (resp. ε′) be a unit (resp. a counit) for this second adjoint pair. Suppose moreover that
τ : F ⇒ F ′ is a natural transformation. Then we obtain an adjoint transformationτ † : G′ ⇒ G,
by the composition :

G′B
G′(ηB)−−−−→ G′FGB

G′(τGB)−−−−−→ G′F ′GB
ε′GB−−−→ GB.

Conversely, from suchτ † we can recoverτ , hence the ruleτ 7→ τ † establishes a natural bijection
from the set of natural transformationsF ⇒ F ′, to the set of natural transformationsG′ ⇒ G.
Notice that this correspondence depends not only on(G,F ) and(G′, F ′), but also on(η, ε) and
(η′, ε′).

(iii) Moreover, using the triangular identities of (1.1.8), it is easily seen that the diagram :

G′ ◦ F G′∗τ +3

τ†∗F
��

G′ ◦ F ′

ε′

��
G ◦ F ε +3 1A .

commutes.
(iv) Furthermore, suppose(G′′, F ′′) is another adjoint pair withF ′′ : A → B, G′′ : B →

A andη′′, ε′′ are given units and counit for this pair. Let alsoω : F ′ ⇒ F ′′ be a natural
transformation; then we may use(η′, ε′) and(η′′, ε′′) to defineω†, and we have :

(ω ◦ τ)† = τ † ◦ ω†

provided(η, ε) and(η′′, ε′′) are used to define the left-hand side.
(v) Lastly, let(H1, H2) and the unit and counitηH , εH be as in (i), and suppose moreover that

we have another adjoint pair(H ′
1, H

′
2) whereH ′

1 : B → C andH ′
2 : C → B, with respective

unit η′H and counitε′H , and furthermore we are given a natural transformationν : H1 ⇒ H ′
1.

Then we get as in (ii) the natural transformationν† : H ′
2 ⇒ H2, and we have the identity

(ν ∗ τ)† = τ † ∗ ν†

provided the left hand-side is defined via(η̃, ε̃) and via the unit and counit for the adjoint pair
(H ′

2 ◦G′, H ′
1 ◦ F ′) induced by(η′, ε′) and(η′H , ε

′
H).

(vi) Especially, if we use(η, ε) and(η̃, ε̃) to define(H2 ∗ τ)†, we have :

(H2 ∗ τ)† = τ † ∗H1

(all these assertions are exercises for the reader : see also[41, §I.6]).

Proposition 1.1.11.LetF : A → B be a functor.

(i) The following conditions are equivalent :
(a) F is fully faithful and has a fully faithful left adjoint.
(b) F is an equivalence.

(ii) Suppose thatF admits a left adjointG : B → A , and letη : 1B ⇒ F ◦ G and
ε : G ◦ F ⇒ 1A be a unit and respectively counit for the adjoint pair(G,F ). Then :
(a) F (resp. G) is faithful if and only ifεX (resp. ηY ) is an epimorphism for every

X ∈ Ob(A ) (resp. a monomorphism for everyY ∈ Ob(B)).
(b) F (resp.G) is fully faithful if and only ifε (resp.η) is an isomorphism of functors.

(iii) Suppose thatF admits both a left adjointG : B → A and a right adjointH : B →
A . ThenG is fully faithful if and only ifH is fully faithful.

Proof. These assertions are [10, Prop.3.4.1, 3.4.2, 3.4.3]; see also [51, Prop.1.5.6]. �
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1.1.12. A standard construction associates to any objectX ∈ Ob(C ) a category :

C/X

as follows. The objects ofC/X are all the pairs(A,ϕ) whereA ∈ Ob(C ) andϕ : A→ X is any
morphism ofC . For anyϕ : A→ X, andψ : B → X, the morphismsHomC/X((A,ϕ), (B,ψ))
are all the commutative diagrams :

A //

ϕ   @
@@

@@
@@

B

ψ~~~~
~~

~~
~~

X

of morphisms ofC , with composition of morphisms induced by the composition law ofC . An
object (resp. a morphism) ofC/X is also called anX-object (resp. anX-morphism) of C .
Dually, one defines

X/C := (C o/Xo)o

i.e. the objects ofX/C are the pairs(A,ϕ) with A ∈ Ob(C ) andϕ : X → A any morphism of
C . We have an obvious faithfulsourcefunctor :

(1.1.13) C/X → C (A,ϕ) 7→ A

and likewise one obtains atarget functorX/C → C . Moreover, any morphismf : X → Y in
C induces functors :

(1.1.14)
f∗ : C/X → C/Y : (A, g : A→ X) 7→ (A, f∗g := f ◦ g : A→ Y )

f ∗ : Y/C → X/C : (B, h : Y → B) 7→ (B, f ∗h := h ◦ f : X → B).

Furthermore, given a functorF : C → B, anyX ∈ Ob(C ) induces functors :

(1.1.15)
F|X : C/X → B/FX : (A, g) 7→ (FA, Fg)

X|F : X/C → FX/B : (B, h) 7→ (FB, Fh).

1.1.16. The categoriesC /X andX/C are special cases of the following more general con-
struction. LetF : A → B be any functor. For anyB ∈ Ob(B), we defineFA /B as the
category whose objects are all the pairs(A, f), whereA ∈ Ob(A ) andf : FA → B is a
morphism inB. The morphismsg : (A, f) → (A′, f ′) are the morphismsg : A → A′ in A
such thatf ′ ◦ Fg = f . There are well-defined functors :

F/B : FA /B → B/B : (A, f) 7→ (FA, f) and ιB : FA /B → A : (A, f) 7→ A.

Dually, we define :

B/FA := (F oA o/Bo)o

and likewise one has natural functors :

B/F : B/FA → B/B and ιB : B/FA → A .

Obviously, the categoryC/X (resp.X/C ) is the same as1C C /X (resp.X/1C C ).
Any morphismg : B′ → B induces functors :

g/FA : B/FA → B′/FA : (A, f) 7→ (A, f ◦ g)
FA /g : FA /B′ → FA /B : (A, f) 7→ (A, g ◦ f).
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1.1.17. LetC be a category; the categories of the formC/X andX/C can be faithfully embed-
ded in a single categoryMorph(C ). The objects ofMorph(C ) are all the data(A,B, ϕ), where
A,B ∈ Ob(C ) andϕ : A→ B is any morphism ofC . If f : A→ B andf ′ : A′ → B′ are two
such morphisms, the setHomMorph(C )((A,B, f), (A

′, B′, f ′)) consists of all the commutative
diagrams of morphisms ofC :

(1.1.18)
A

f //

g

��

B

g′

��
A′

f ′ // B′

with composition of morphisms induced by the composition law of C , in the obvious way.
There are two naturalsourceandtarget functors :

C
s←− Morph(C )

t−→ C

such thats(A → B) := A, t(A → B) := B for any objectA → B of Morph(C ), and
s(1.1.18) = g, t(1.1.18) = g′. Especially, the functor (1.1.13) is the restriction ofs to the
subcategoryC/X.

1.1.19. LetC be a category; a very important construction associated toC is the category

C ∧
U := Fun(C o,U-Set)

whose objects are called theU-presheaveson C . The morphisms inC ∧
U are the natural trans-

formations of functors. We usually drop the subscriptU, unless we have to deal with more than
one universe. Let us just remark that, ifU′ is another universe, andU ⊂ U′, the natural inclusion
of categories :

C ∧
U → C ∧

U′

is fully faithful. If C has smallHom-sets (see (1.1.1)), there is a natural functor

h : C → C ∧

(theYoneda embedding) which assigns to anyX ∈ Ob(C ) the functor

hX : C o → Set Y 7→ HomC (Y,X) for everyY ∈ Ob(C )

and to any morphismf : X → X ′ in C , the natural transformationhf : hX ⇒ hX′ such that

hf,Y (g) := f ◦ g for everyY ∈ Ob(C ) and everyg ∈ HomC (Y,X).

Proposition 1.1.20(Yoneda’s lemma). With the notation of(1.1.19), we have :

(i) The functorh is fully faithful.
(ii) Moreover, for everyF ∈ Ob(C ∧), and everyX ∈ Ob(C ), there is a natural bijection

F (X)
∼→ HomC∧(hX , F )

functorial in bothX andF .

Proof. Clearly it suffices to check (ii). However, the sought bijection is obtained explicitly as
follows. To a givena ∈ F (X), we assign the natural transformationτa : hX ⇒ F such that

τa,Y (f) := Ff(a) for everyY ∈ Ob(C ) and everyf ∈ hX(Y ).

Conversely, to a given natural transformationτ : hX ⇒ F we assignτX(1X) ∈ F (X). As an
exercise, the reader can check that these rules establish mutually inverse bijections. The functo-
riality in F is immediate, and the functoriality in the argumentX amounts to the commutativity
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of the diagram

HomC∧(hX′ , F )
∼ //

Hom
C∧(hϕ,F )

��

F (X ′)

F (ϕ)
��

HomC∧(hX , F )
∼ // F (X)

for every morphismϕ : X → X ′ in C : the verification shall also be left to the reader. �

An objectF of C ∧ is a representable presheaf, if it is isomorphic tohX , for someX ∈
Ob(C ). Then, we also say thatF is representable inC .

1.1.21. We wish to explain some standard constructions of presheaves that are in constant use
throughout this work. Namely, letI be a small category,C a category with smallHom-sets,
andX any object ofC . We denote bycX : I → C theconstant functorassociated toX :

cX(i) := X for everyi ∈ Ob(I) cX(ϕ) := 1X for everyϕ ∈ Morph(I).

Any morphismf : X ′ → X induces a natural transformation

cf : cX′ ⇒ cX by the rule : (cf)i := f for everyi ∈ I.
Definition 1.1.22. With the notation of (1.1.21), letF : I → C be any functor.

(i) The limit of F is the presheaf onC denoted

lim
I
F : C o → Set

and defined as follows. For anyX ∈ Ob(C ), the setlimI F (X) consists of all the
natural transformationscX ⇒ F ; and any morphismf : X ′ → X induces the map

lim
I
F (f) : lim

I
F (X)→ lim

I
F (X ′) τ 7→ τ ◦ cf for everyτ : cX ⇒ F.

(ii) Dually, thecolimit of F is the presheaf onC o

colim
I

F := lim
Io
F o.

(iii) We say thatC is complete(resp.cocomplete) if, for every small categoryI and every
functorF : I → C , the limit (resp. the colimit) ofF is representable inC (resp. in
C o).

Remark 1.1.23. (i) In the situation of (1.1.21), letF, F ′ : I → C be two functors, and
g : F ⇒ F ′ a natural transformation; we deduce a morphism of presheaves onC

lim
I
g : lim

I
F → lim

I
F ′ τ 7→ g ◦ τ for everyX ∈ Ob(C ) and everyτ : cX ⇒ F.

(ii) Likewise, g induces a morphism of presheaves onC o

colim
I

g : colim
I

F ′ → colim
I

F τ o 7→ τ o ◦ go for everyX ∈ Ob(C ) andτ : cX ⇒ F .

(iii) With the notation of (ii), suppose that the colimits ofF andF ′ are representable by
objectsCo

F , respectivelyCo
F ′ of C o. Then the colimit ofg corresponds to a morphismCo

F ′ → Co
F

in C o, i.e. a morphismCF → CF ′ in C .
(iv) If ϕ : I ′ → I andH : C → C ′ are any two functors, we obtain a natural transformation

lim
ϕ
H : lim

I
F ⇒ (lim

I′
H ◦ F ◦ ϕ) ◦Ho

by ruling thatlimϕH(X)(τ) := H ∗ τ ∗ ϕ for everyX ∈ Ob(C ) and everyτ : cX ⇒ F . The
reader may spell out the corresponding assertion for colimits.
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(v) Let I a small category,F : C → C ′ andH : I → C two functors, and suppose the limit
of H is representable by an objectL of C , so there exists an isomorphism of presheaves

hL
∼→ lim

I
H

under which, the image of1L ∈ hL(L) corresponds to a natural transformationτ : cL ⇒ H
from the constant functorcL : I → C , toH. There follows a natural transformation

F ∗ τ : cFL ⇒ F ◦H
of functorsI → C ′. In this situation, we say thatF commutes with the limit ofH, if F ∗ τ
induces an isomorphism of functors (defined as in (i))

lim
I
F ∗ τ : hFL

∼→ lim
I
cL

∼→ lim
I
F ◦H

in which caseFL represents the limit ofF ◦ H. Likewise, we say thatF commutes with the
colimit ofH, if the dual condition holds,i.e. if F o commutes with the limit ofHo.

Example 1.1.24.(i) For i = 1, 2, let fi : A → Bi be two morphisms in a categoryC with
smallHom-sets; thepush-outor coproductof f1 andf2 is the colimit of the functorF : I → C ,
defined as follows. The setOb(I) consists of three objectss, t1, t2 andMorph(I) consists of
two morphismsϕi : s→ ti for i = 1, 2 (in addition to the identity morphisms of the objects of
I); the functor is given by the rule :Fs := A, Fti := Bi andFϕi := fi (for i = 1, 2).

If C ∈ Ob(C ) represents the coproduct off1 andf2, we have two morphismsf ′
i : Bi → C

(i = 1, 2) such thatf ′
1 ◦ f1 = f ′

2 ◦ f2; in this case, we say that the commutative diagram :

A
f1 //

f2
��

B1

f ′1
��

B2

f ′2 // C

iscocartesian. Dually one defines thefibre productor pull-backof two morphismsgi : Ai → B.
If D ∈ Ob(C ) represents this fibre product, we have morphismsg′i : D → Ai such that
g1 ◦ g′1 = g2 ◦ g′2, and we say that the diagram :

D
g′1 //

g′2
��

A1

g1

��
A2

g2 // B

is cartesian. The coproduct off1 andf2 is usually called the coproduct ofB1 andB2 over
A, denotedB1 ∐(f1,f2) B2, or simplyB1 ∐A B2, unless the notation gives rise to ambiguities.
Likewise one writesA1 ×(g1,g2) A2, or justA1 ×B A2 for the fibre product ofg1 andg2.

(ii) As a special case, ifB := B1 = B2, the coproductB∐AB is also called thecoequalizer
of f1 andf2, and is sometimes denotedCoequal(f1, f2). Likewise, ifA := A1 = A2, the fibre
productA×B A is also called theequalizerof g1 andg2, sometimes denotedEqual(g1, g2).

(iii) Furthermore, letf : A→ B be any morphism inC ; notice that the identity morphisms
of A andB induce natural morphisms of presheaves

πf : Coequal(f, f)→ B ιf : A→ Equal(f, f).

and it is easily seen thatf is a monomorphism (resp. an epimorphism) if and only ifιf (resp.
πf ) is an isomorphism inC ∧ (here we abuse notation, by writingA andB instead of the corre-
sponding presheaveshA andhB).

(iv) Let I ∈ U be any small set, andB := (Bi | i ∈ I) any family of objects ofC . We
may regardI as a discrete category (see (1.1.1)), and then the rulei 7→ Bi yields a functor
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I → C , whose limit (resp. colimit) is called theproduct(resp.coproduct) of the familyB, and
is denoted

∏
i∈I Bi (resp.

∐
i∈I Bi).

(v) In the situation of (1.1.21), letf : F ⇒ cX be a natural transformation, andg : Y → X
any morphism inC . Suppose that all fibre products are representable inC , and consider the
functor

F ×X Y : I → C i 7→ F (i)×(fi,g) Y

(which means that for everyi ∈ Ob(I) we pick an object ofC representing the above fibre
product, and to a morphismϕ : i→ j in I, we attach the morphismF (ϕ)×X 1Y , with obvious
notation.) The projections induce a commutative diagram

F ×X Y +3

��

F

f

��
cY

cg +3 cX .

Suppose moreover that the colimit ofF is representable by an objectCo of C o, and for every
X ∈ Ob(C ), and everyf , g as above, the colimit ofF ×X Y is representable by an objectCo

Y

of C o. By remark 1.1.23(iii) we deduce a natural morphism inC :

(1.1.25) CY → C ×X Y.
We say that the colimit ofF is universalif the resulting morphism (1.1.25) is an isomorphism
for everyX ∈ C and everyf andg as above. In this case, clearlyC×X Y represents the colimit
of F ×X Y .

(vi) Let f : X → Y be a morphism inC , and suppose that, for every other morphism
Y ′ → Y , the fibre productX ×Y Y ′ is representable inC . In this case, we say thatf is a
universal monomorphism(resp. auniversal epimorphism) if f ×X Y : X ×Y Y ′ → Y ′ is a
monomorphism (resp. an epimorphism) for every morphismY ′ → Y in C .

(vii) Suppose that all fibre products are representable inC ; in this case, notice that, in view
of (iii), the morphismf is a universal epimorphism if and only iff is an epimorphism and the
coequalizer off andf is a universal colimit.

(viii) Suppose thatC is complete and well-powered (see (1.1.3)). Then, for everymorphism
f : X → Y we may define theimageof f , which is a monomorphism :

Im(f)→ Y

defined as the smallest of the familyF of subobjectsY ′ → Y such thatf factors through a
(necessarily unique) morphismX → Y ′. Indeed choose, for every equivalence classc ∈ F ,
a representing monomorphismYc → Y , and letI be the full subcategory ofC/Y such that
Ob(I) = {Yc → Y | c ∈ F}; thenI is a small category, and the image off is more precisely
the limit of the inclusion functorι : I → C/Y (which is representable, sinceC is complete).

As an exercise, the reader can show that the resulting morphismX → Im(f) is an epimor-
phism.

Example 1.1.26.Let C be a category, andX ∈ Ob(C ).
(i) We say thatX is aninitial (resp.final) object ofC if HomC (X, Y ) (resp.HomC (Y,X))

consists of exactly one element, for everyY ∈ Ob(C ).
(ii) It is easily seen that an initial objectX of C represents theempty coproductin C , i.e. the

coproduct of an empty family of objects ofC , as in example 1.1.24(iv). Dually, a final object
represents theempty productin C .

(iii) We say thatX is disconnected, if there existA,B ∈ Ob(C ), neither of which is an initial
object ofC , and such thatX represents the coproductA ∐ B. We say thatX is connected, if
X is not disconnected.
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Example 1.1.27.(i) The categorySet is complete and cocomplete, and all colimits inSet are
universal. Hence, all epimorphisms ofSet are universal, in view of example 1.1.24(vii).

(ii) Also the categoryCat is complete and cocomplete. For instance, for any pair of functors

A
F−−→ C

G←−− B

the fibre product (in the categoryCat) of F andG is the category :

A ×(F,G) B

whose set of objects isOb(A )×Ob(C ) Ob(B); the morphisms(A,B)→ (A′, B′) are the pairs
(f, g) wheref : A → A′ (resp. g : B → B′) is a morphism inA (resp. inB), such that
Ff = Gg. If the notation is not ambiguous, we may also denote this category byA ×C B.
In caseB is a subcategory ofC andG is the natural inclusion functor, we also writeF−1B
instead ofA ×C B. See [10, Prop.5.1.7] for a proof of the cocompleteness ofCat.

1.1.28. LetI, C be two small categories,F : I → C a functor, andG any presheaf onC . We
deduce a functor

HomC∧(G, h ◦ F ) : I → Set i 7→ HomC ∧(G, hF (i)) for everyi ∈ I
and by inspecting the definitions, we find a natural isomorphism :

(1.1.29) lim
I

HomC∧(G, h ◦ F ) ∼→ HomC∧(G, lim
I
F )

(more precisely, the limit on the left is represented by the set on the right). Likewise, we have a
natural isomorphism :

(1.1.30) lim
Io

HomC∧(h ◦ F,G) ∼→ HomC∧(colim
I

F,G).

1.1.31. Suppose thatF : A → B is right adjoint to a functorG : B → A . Then it is easily
seen thatF commutes with all representable limits ofA , in the sense of remark 1.1.23(v). Du-
ally,G commutes with all representable colimits ofB. It is also easy to check thatF transforms
monomorphisms into monomorphisms, andG transforms epimorphisms into epimorphisms.

Conversely, we have the following :

Theorem 1.1.32.Let A be a complete category,F : A → B a functor, and suppose thatA
andB have smallHom-sets (see(1.1.1)). The following conditions are equivalent :

(a) F admits a left adjoint.
(b) F commutes with all the limits ofA , and every objectB of B admits asolution set,

i.e. an essentially small subsetSB ⊂ Ob(A ) such that, for everyA ∈ Ob(A ), every
morphismf : B → FA admits a factorization of the formf = Fh◦ g, whereh : A′ →
A is a morphism inA withA′ ∈ SB, andg : B → FA′ is a morphism inB.

Proof. This is [10, Th.3.3.3]. Basically, one would like to construct a left adjointG explicitly
as follows. For anyB ∈ Ob(B) and any morphismf : B′ → B, set :

GB := lim
B/FA

ιB Gf := lim
f/FA

1A .

(notation of (1.1.16)). The problem with this is that the categoriesB/FA andf/FA are not
necessarily small, so the above limits do not always exist. The idea is to replace the category
B/FA by its full subcategoryEB, whose objects are all the morphismsB → FAwithA ∈ SB;
then it is easily seen that this is isomorphic to a small category, and the limit overEB of the
restriction ofιB yields the sought adjoint : seeloc.cit. for the details. �

Of course, the “dual” of theorem 1.1.32 yields a criterion for the existence of right adjoints.
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1.1.33. The notion ofKan extensionof a given functor yields another frequently used method
to produce (left or right) adjoints, which applies to the following situation. Letf : A → B be
a functor, andC a third category. Then we deduce a natural functor

f ∗ : Fun(B,C )→ Fun(A ,C ) : G 7→ G ◦ f (α : G⇒ G′) 7→ α ∗ f.
Proposition 1.1.34.In the situation of(1.1.33), suppose thatA is small,B andC have small
Hom-sets, andC is cocomplete (resp. complete). Thenf ∗ admits a left (resp. right) adjoint.

Proof. Indeed, ifC is cocomplete, a left adjointf! : Fun(A ,C )→ Fun(B,C ) to f ∗ is given
explicitly as follows. For a given functorF : A → C , definef!F by the rule :

B 7→ colim
fA /B

F ◦ ιB ϕ 7→ (colim
fA /ϕ

1C : colim
fA /B

F ◦ ιB → colim
fA /B′

F ◦ ιB′)

for everyB ∈ Ob(B) and every morphismϕ : B → B′ in B (notation of (1.1.16)). This makes
sense, since – under the current assumptions – the categoriesfA /B andfA /ϕ are small.

The construction of a right adjoint, in caseC is complete, is dual to the foregoing, by virtue
of the isomorphism of categories :

Fun(D ,C )
∼→ Fun(Do,C o)o for every categoryD .

See [10, Th.3.7.2] or [51, Th.2.3.3] for the detailed verifications. �

1.1.35. As an application, suppose thatB is a small category, andC a category with small
Hom-sets; any functorf : B → C induces a functor

f ∗
U : C ∧

U → B∧
U F 7→ F ◦ f o

and it is easily seen thatf ∗
U commutes with all limits and all colimits. From proposition1.1.34

we obtain both a left and a right adjoint forf ∗
U, denoted respectively :

fU! : B∧
U → C ∧

U and fU∗ : B∧
U → C ∧

U .

As usual, we drop the subscriptU, unless the omission may cause ambiguities.
Notice that the diagram of functors :

(1.1.36)
B

hB //

f

��

B∧

f!
��

C
hC // C ∧

(whose horizontal arrows are the Yoneda imbeddings) isessentially commutative, i.e. the two
compositionsf! ◦ hB andhC ◦ f are isomorphic functors. Indeed – by of proposition 1.1.20(ii)
– for everyB ∈ Ob(B), the objectsf!hB andhfB both represent the functor

C ∧ → Set : F 7→ F (fB).

Definition 1.1.37. Let C be a category.

(i) We say thatC is finite if both Ob(C ) andMorph(C ) are finite sets.
(ii) We say thatC is path-connected, if Ob(C ) 6= ∅ and every two objectsX, Y can be

connected by a finite sequence of morphisms inC , of arbitrary length :

X → Z1 ← Z2 → · · · ← Zn → Y

(iii) We say thatC is directed, if for everyX, Y ∈ Ob(C ) there existZ ∈ Ob(C ) and
morphismsX → Z, Y → Z in C . We say thatC is codirected, if C o is directed.

(iv) We say thatC is locally directed(resp. locally codirected) if, for everyX ∈ Ob(C ),
the categoryX/C is directed (resp. codirected).
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(v) We say thatC is pseudo-filteredif it is locally directed, and the following holds. For
anyX, Y ∈ Ob(C ), and any two morphismsf, g : X → Y , there existsZ ∈ Ob(C )
and a morphismh : Y → Z such thath ◦ f = h ◦ g.

(vi) We say thatC is filtered, if it is pseudo-filtered and path-connected (in which case,C
is also directed). We say thatC is cofilteredif C o is filtered (in which case,C is also
codirected).

(vii) A limit limC F is path-connected(resp. codirected, resp. locally codirected, resp.
cofiltered, resp. finite), if C is path-connected (resp. codirected, resp. locally codi-
rected, resp. cofiltered, resp. finite). Dually, one definespath-connected, directed,
locally directed, filteredandfinitecolimits.

(viii) We say that a functorF : A → B is left exact, if F commutes with all finite limits,
in the sense of remark 1.1.23(v). Dually,F is right exactif it commutes with all finite
colimits. Finally,F is exactif it is both left and right exact.

Remark 1.1.38.(i) Notice that, ifI is a filtered category, andi is any object ofI, the category
i/I is again filtered; dually, ifI is cofiltered, the categoryI/i is again cofiltered. Furthermore,
let F : I → A be any functor; there follow functorsF ◦ t : i/I → A andF ◦ s : I/i → A
(notation of (1.1.17)), and we have natural identifications:

colim
I

F
∼→ colim

i/I
F ◦ t lim

I
F

∼→ lim
I/i

F ◦ s.

(ii) Let C be a small category. There is a natural decomposition inCat :

C
∼→
∐

i∈I

Ci

where eachCi is a path-connected category, andI is a small set. This decomposition induces
natural isomorphisms inA ∧ :

colim
C

F
∼→
∐

i∈I

colim
Ci

F ◦ ei lim
C
F

∼→
∏

i∈I

lim
Ci
F ◦ ei

for any functorF : C → A , whereei : Ci → C is the natural inclusion functor, for everyi ∈ I.
The details shall be left to the reader. These simple observations often simplify the calculation
of limits and colimits.

(iii) Let C be a complete category (more generally, a category in which all fibre products
are representable), andF : C → B a left exact functor. If follows formally from example
1.1.24(iii) thatF transforms monomorphisms into monomorphisms. IfF is also conservative,
then a morphismϕ : X → Y in C is a monomorphism if and only if the same holds forFϕ.

(iv) Dually, if F is right exact, and all coproducts are representable inC , example 1.1.24(iii)
implies thatF transforms epimorphism into epimorphisms, and ifF is also conservative, then
a morphismϕ : X → Y in T is an epimorphism if and only if the same holds forFϕ.

(v) In the situation of (1.1.33), suppose that the categoryfA /B is finite for everyB ∈
Ob(B); then, by inspecting the proof of proposition 1.1.34, we seethatf ∗ admits a left adjoint,
provided all finite colimits ofC are representable andC has smallHom-sets. Likewise, we can
weaken the condition for the existence of the right adjoint :for the latter, it suffices that all finite
limits of C are representable andC has smallHom-sets.

1.2. Tensor categories and abelian categories.In this section we assemble some basic defi-
nitions and results that pertain to abelian categories and other related classes of categories with
extra structure.

Definition 1.2.1. A tensor categoryis a datumC := (C ,⊗,Φ,Ψ) consisting of a categoryC ,
a functor

⊗ : C × C → C : (X, Y ) 7→ X ⊗ Y
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and natural isomorphisms :

ΦX,Y,Z : X ⊗ (Y ⊗ Z) ∼→ (X ⊗ Y )⊗ Z ΨX,Y : X ⊗ Y ∼→ Y ⊗X
for everyX, Y, Z ∈ Ob(C ), called respectively theassociativityandcommutativity constraints
of C , that satisfy the following axioms.

(a) Coherence axiom: the diagram

X ⊗ (Y ⊗ (Z ⊗ T ))
ΦX,Y,Z⊗T //

X⊗ΦY,Z,T
��

(X ⊗ Y )⊗ (Z ⊗ T )
ΦX⊗Y,Z,T // ((X ⊗ Y )⊗ Z)⊗ T

X ⊗ ((Y ⊗ Z)⊗ T )
ΦX,Y⊗Z,T // (X ⊗ (Y ⊗ Z))⊗ T

ΦX,Y,Z⊗T

OO

commutes, for everyX, Y, Z, T ∈ Ob(C ).
(b) Compatibility axiom: the diagram

X ⊗ (Y ⊗ Z)
ΦX,Y,Z //

X⊗ΨY,Z
��

(X ⊗ Y )⊗ Z
ΨX⊗Y,Z // Z ⊗ (X ⊗ Y )

ΦZ,X,Y
��

X ⊗ (Z ⊗ Y )
ΦX,Z,Y // (X ⊗ Z)⊗ Y

ΨX,Z⊗Y // (Z ⊗X)⊗ Y
commutes, for everyX, Y, Z ∈ Ob(C ).

(c) Commutation axiom: we haveΨY,X ◦ΨX,Y = 1X⊗Y for everyX, Y ∈ Ob(C )

(d) Unit axiom: there exists an objectU ∈ Ob(C ) and an isomorphismu : U
∼→ U ⊗ U

such that the functor

(1.2.2) C → C : X 7→ U ⊗X
is an equivalence. One says that(U, u) is aunit objectof C .

Lemma 1.2.3.LetC := (C ,⊗,Φ,Ψ) be any tensor category. The diagram

X ⊗ (Y ⊗ Z)
ΦX,Y,z //

X⊗ΨY,Z
��

(X ⊗ Y )⊗ Z
ΨX,Y ⊗Z

// (Y ⊗X)⊗ Z

X ⊗ (Z ⊗ Y )
ΦX,Z,Y // (X ⊗ Z)⊗ Y

ΨX⊗Z,Y // Y ⊗ (X ⊗ Z)

ΦY,X,Z

OO

commutes, for everyX, Y, Z ∈ Ob(C ).

Proof. To ease notation, we shall omit the tensor symbol⊗ between objects, and we shall drop
the subscript fromΦ andΨ when we display a diagram. It suffices to consider the diagram

Y (XZ)
Φ //

Y⊗Ψ
��

(Y X)Z

Ψ
��

Y (ZX)
Φ // (Y Z)X

Ψ⊗X // (ZY )X Z(Y X)
Φoo

(XZ)Y
Ψ⊗Y //

Ψ

BB������������������
(ZX)Y

Ψ

OO

Z(XY )

Z⊗Ψ

OO

Φoo (XY )Z
Ψoo

Ψ⊗Z

\\999999999999999999

X(ZY )

Φ

OO

X(Y Z)
X⊗Ψoo

Φ

OO

whose two triangular subdiagrams commute by naturality ofΨ, and whose three rectangular
subdiagrams commute by compatibility. �
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Definition 1.2.4. Let C := (C ,⊗,Φ,Ψ) andC ′ := (C ′,⊗′,Φ′,Ψ′) be two tensor categories.
A tensor functorC → C ′ is a pair(F, c) consisting of a functorF : C → C ′ and a natural
isomorphism

cX,Y : FX ⊗ FY ∼→ F (X ⊗ Y ) for all X, Y ∈ Ob(C )

such that the following holds.

(a) For every objectsX, Y, Z of C , the diagram

FX ⊗ (FY ⊗ FZ) FX⊗cY Z //

Φ′
FX,FY,FZ

��

FX ⊗ F (Y ⊗ Z)
cX,Y⊗Z // F (X ⊗ (Y ⊗ Z))

F (ΦX,Y,Z)

��
(FX ⊗ FY )⊗ FZ

cX,Y ⊗FZ
// F (X ⊗ Y )⊗ FZ

cX⊗Y,Z // F ((X ⊗ Y )⊗ Z)
commutes.

(b) For all objectsX, Y of C , the diagram

FX ⊗ FY
cX,Y //

ΨFX,FY )

��

F (X ⊗ Y )
F (ΨX,Y )

��

FY ⊗ FX
cY,X // F (Y ⊗X)

commutes.
(c) If (U, u) is a unit object ofC , then(FU, c−1

U,U ◦ Fu) is a unit object ofC ′.

Remark 1.2.5. (i) Lemma 1.2.3 illustrates a general principle valid in every tensor categorC :
namely, say thatX1, . . . , Xn is a sequence ofdistinctobjects ofC , andX ′ andX ′′ are obtained
from these two sequences by taking tensor products several times, and in any order, in which
case we say thatX ′ andX ′′ have no repetitions. Now, there will be usually various ways to
combine the associativity and commutativity constraints,in order to exhibit some isomorphism
X ′ ∼→ X ′′. However, the resulting isomorphism shall be independent of the way in which it is
expressed as such a combination. This follows from a theoremof Mac Lane. To formalize this
result, one could observe that, for any setΣ, there exists a universal tensor categoryTΣ “gener-
ated byΣ”, i.e. such that – for any other tensor categoryC – any mappingΣ→ Ob(C ) extends
uniquely, up to isomorphism, to a tensor functorTΣ → C . Then Mac Lane’s theorem says that,
for every setΣ, and every objectX ∈ Ob(TΣ) that has no repetitions, the groupAutTΣ(X)
is trivial. Instead of relying on such a general result, we shall makead hocverifications, as in
the proof of lemma 1.2.3 and of the forthcoming proposition 1.2.6. However, in view of this
principle, in the following we shall often omit a detailed description of the isomorphism that
we choose to connect two given objects that are thus related :the reader will be able in any
case to produce one isomorphism, and the principle says thatthese choices cannot be source of
ambiguities.

(ii) Let D be any category, andC a tensor category. Then notice thatFun(D ,C ) inherits
from C a natural tensor category structure : we leave to the reader the task of spelling out the
details. Moreover notice that, if(F, c) : C 1 → C 2 and(F ′, c′) : C 2 → C 3 are any two tensor
functors between tensor categories, then the composition

(F ′ ◦ F, (F ′ ∗ c) ◦ (c′ ∗ (F × F ))) : C 1 → C 3

is again a tensor functor.

Proposition 1.2.6.Let(U, u) be a unit object of a tensor categoryC . Then there exists a unique
natural isomorphism

uX : X
∼→ U ⊗X for everyX ∈ Ob(C )
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such thatuU = u, and such that the diagrams

X ⊗ Y
uX⊗Y //

uX⊗Y ))SSSSSSSSSSSSSSS
U ⊗ (X ⊗ Y )

ΦU,X,Y
��

X ⊗ Y uX⊗Y //

X⊗uY
��

(U ⊗X)⊗ Y
ΨU,X⊗Y

��
(U ⊗X)⊗ Y X ⊗ (U ⊗ Y )

ΦX,U,Y // (X ⊗ U)⊗ Y

commute for everyX, Y ∈ Ob(C ).

Proof. Since (1.2.2) is an equivalence, there exists a unique isomorphismuX fitting into the
commutative diagram

UX
u⊗X //

U⊗uX ((PPPPPPPPPPPPP (UU)X

U(UX).

Φ

OO

With this definition, the naturality of the rule :X 7→ uX is clear. In order to check the commu-
tativity of the first diagram, it suffices to show that

(1.2.7) (U ⊗ ΦU,X,Y ) ◦ (U ⊗ uXY ) = U ⊗ (uX ⊗ Y ).
However, setΘ := (ΦU,U,X ⊗ Y ) ◦ ΦU,UX,Y ; we have :

Θ ◦ (U ⊗ (uX ⊗ Y )) = (ΦU,U,X ⊗ Y ) ◦ ((U ⊗ uX)⊗ Y ) ◦ ΦU,X,Y
= ((u⊗X)⊗ Y ) ◦ ΦU,X,Y
= ΦUU,X,Y ◦ (u⊗ (XY ))

= ΦUU,X,Y ◦ ΦU,U,XY ◦ (U ⊗ uXY )
= Θ ◦ (U ⊗ ΦU,X,Y ) ◦ (U ⊗ uXY )

where the first and third identities hold by naturality ofΦ, the second and fourth by the definition
of uX and respectivelyuX⊗Y , and the fifth by coherence. SinceΘ is an isomorphism, we get
(1.2.7). Next, in light of the foregoing, the second diagramcommutes if and only if the diagram

(1.2.8)

XY
uXY //

X⊗uY ''PPPPPPPPPPPPP U(XY )
Φ // (UX)Y

Ψ⊗Y
��

X(UY )
Φ // (XU)Y

commutes, and it suffices to check thatU ⊗ (1.2.8) commutes. To this aim, we consider the
diagram

U(XY )
U⊗(X⊗uY )

//

u⊗(XY )

��

U⊗uXY

''OOOOOOOOOOO
U(X(UY ))

U⊗Φ // U((XU)Y )

U⊗(Ψ⊗Y )
��

U(U(XY ))
U⊗Φ //

Φ

wwooooooooooo
U((UX)Y )

Φ
��

(UU)(XY )
Φ // ((UU)X)Y (U(UX))Y.

Φ⊗Yoo

whose lower subdiagram commutes by the coherence axiom for(U, U,X, Y ), whose upper
subdiagram is equivalent to (1.2.8), sinceΨ−1

U,X = ΨX,U , and whose triangular subdiagram
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commutes by definition ofuXY . Hence, we are reduced to showing that the outer rectangular
subdiagram of the above diagram commutes. However, we have acommutative diagram :

U(X(UY ))

Φ
��

U(XY )
U⊗(X⊗uY )
oo

u⊗(XY )
//

Φ
��

(UU)(XY )

Φ
��

(UX)(UY )

Ψ⊗(UY )
��

(UX)Y
(UX)⊗uYoo

(u⊗X)⊗Y
//

Ψ⊗Y
��

((UU)X)Y

Ψ⊗Y
��

(XU)(UY ) (XU)Y
(X⊗u)⊗Y

//
(XU)⊗uYoo (X(UU))Y

X(UY )
X⊗(U⊗uY )

uullllllllllllll
X⊗(u⊗Y )

))RRRRRRRRRRRRRR

Φ

OO

X(U(UY ))
X⊗Φ //

Φ

OO

X((UU)Y )

Φ

OO

so we are further reduced to checking the commutativity of the diagram :

U(X(UY ))
U⊗Φ //

Φ

wwooooooooooo
U((XU)Y )

U⊗(Ψ⊗Y )
// U((UX)Y )

Φ

''OOOOOOOOOOO

(UX)(UY )

Ψ⊗(UY )
��

U((UY )X)

U⊗Ψ

OO

Φ
��

U(U(Y X))
U⊗Φoo

U⊗(U⊗Ψ)
//

Φ
��

U(U(XY ))

U⊗Φ

OO

Φ
��

(U(UX))Y

Φ⊗Y
��

(XU)(UY ) (U(UY ))X

Ψ
�� Φ⊗X ''OOOOOOOOOOOO

(UU)(Y X)
(UU)⊗Ψ

//

Φ
��

(UU)(XY )
Φ // ((UU)X)Y

Ψ⊗Ywwooooooooooo

X(U(UY ))

Φ

ggOOOOOOOOOOO

X⊗Φ ''OOOOOOOOOOOO
((UU)Y )X

Ψ
��

(X(UU))Y

X((UU)Y ).

Φ

55kkkkkkkkkkkkkkk

However, the leftmost and the lower triangular subdiagramscommute by compatibility, and the
upper rightmost subdiagram commutes by coherence. The lower leftmost subdiagram com-
mutes by naturality ofΨ, and the central square sudiagram commutes by naturality ofΦ. The
remaining central subdiagram commutes by coherence, and the top rectangular subdiagram is
of the formU ⊗D, whereD is a diagram that commutes by virtue of lemma 1.2.3.

The uniqueness ofuX is clear by inspecting the second diagram, withY = U . �

Remark 1.2.9. (i) Keep the notation of proposition 1.2.6. As a consequenceof the naturality
of uX, we get a commutative diagram

X
uX //

uX

��

U ⊗X
u⊗uX
��

U ⊗X
uU⊗X // U ⊗ (U ⊗X)

for every objectX of C . In other words :

uU⊗X = U ⊗ uX for everyX ∈ Ob(C ).
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(ii) Let X = Y = U in the second diagram of proposition 1.2.6; we obtain a commutative
diagram

U ⊗ U u⊗U //

U⊗u
��

(U ⊗ U)⊗ U
ΨU,U⊗U

��
U ⊗ (U ⊗ U)

ΦU,U,U // (U ⊗ U)⊗ U
Sinceu = uU , we may combine with (i), to deduce thatΨU,U ⊗ U = 1(U⊗U)⊗U = 1U⊗U ⊗ U .
By naturality ofΨ, it follows thatU ⊗ΨU,U = U ⊗ 1U⊗U , and since (1.2.2) is an equivalence,
we conclude that

ΨU,U = 1U⊗U .

Example 1.2.10.Let C be any category with smallHom-sets, in which finite products are
representable. For every pair(X, Y ) of objects ofC , pick an objectX ⊗ Y representing their
product, and fix also two projectionspX,Y : X ⊗ Y → X, qX,Y : X ⊗ Y → Y inducing an
isomorphism of functors

hX⊗Y
∼→ hX×hY : ϕ 7→ (pX,Y ◦ϕ, qX,Y ◦ϕ) for everyZ ∈ Ob(C ) andϕ ∈ hX×Y (Z)

(notation of (1.1.19)). If(X ′, Y ′) is another such pair, and(g, h) : (X, Y ) → (X ′, Y ′) any
morphism inC × C , then there exists a unique morphismf : X ⊗ Y → X ′ ⊗ Y ′ such that

(pX′,Y ′ ◦ f, qX′,Y ′ ◦ f) = (g ◦ pX,Y , h ◦ pX,Y )
and we setg ⊗ h := f . These rules define a functor⊗ : C × C → C . For every three objects
X, Y, Z there is a natural isomorphismX⊗(Y ⊗Z) ∼→ (X⊗Y )⊗Z that yields an associativity
constraint for⊗; namely, we let

ΦX,Y,Z := (pX,Y⊗Z ⊗ (pY,Z ⊗ qX,Y⊗Z))⊗ (qY,Z ◦ qX,Y⊗Z).

Likewise, we get a commutativity constraint by setting

ΨX,Y := qX,Y ⊗ pX,Y for everyX, Y ∈ Ob(C ).

The verifications of the axioms of definition 1.2.1 are lengthy but straightforward, and shall
be left to the reader. IfU is any final object ofC (example 1.1.26(i)), then there exists a
unique morphismu : U → U ⊗ U which is easily seen to be an isomorphism, and the pair
(U, u) yields a unit for⊗. In this way, any category with finite products and smallHom-sets is
naturally endowed with a structure of tensor category. Notice that, for this tensor structure on
C (and indeed, for most of the tensor categories that are foundin applications), the existence of
functorial isomorphismsuX fulfilling the conditions of proposition 1.2.6, is self-evident.

Definition 1.2.11. Let (C ,⊗,Φ,Ψ) be a tensor category,X ∈ Ob(C ) any object, and suppose
that the functor

−⊗X : C → C Y 7→ Y ⊗X
admits a right adjoint :

Hom(X,−) : C → C Y 7→Hom(X, Y ).

Then, we callHom(X,−) the internalHom functorfor the objectX.

Remark 1.2.12. (i) As usual, the internalHom functor is determined up to unique isomor-
phism, if it exists. The counit of adjunction is a morphism ofC

evX,Y : Hom(X, Y )⊗X → Y

called theevaluation morphism.
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(ii) Suppose that every object ofC admits an internalHom functor; then we say briefly that
C admits an internalHom functor, and clearly we get a functor

C o × C → C : (X, Y ) 7→Hom(X, Y ) for everyX, Y ∈ Ob(C ).

Moreover, for everyX, Y, Z ∈ Ob(C ) the composition

(Hom(X, Y )⊗Hom(Y, Z))⊗X ∼ // (Hom(X, Y )⊗X)⊗Hom(Y, Z)

evX,Y⊗Hom(Y,Z)

��

Z
evY,Z←−−−−Hom(Y, Z)⊗ Y Y ⊗Hom(Y, Z)

∼oo

corresponds, by adjunction, to a uniquecomposition morphism

Hom(X, Y )⊗Hom(Y, Z)→Hom(X,Z).

(iii) In the situation of (ii), notice that the functorC → C given by the rule :Z 7→
Hom(X,Hom(Y, Z)), for everyZ ∈ Ob(C ), is right adjoint to the functor given by the
rule : Z 7→ (Z ⊗X)⊗ Y ∼→ T ⊗ (X ⊗ Y ). There follows a natural isomorphism

Hom(X,Hom(Y, Z))
∼→Hom(X ⊗ Y, Z) for everyX, Y, Z ∈ Ob(C ).

(iv) Moreover, for any unit(U, u) of C , we get natural bijections :

HomC (U,Hom(X, Y ))
∼→ HomC (U ⊗X, Y )

∼→ HomC (X, Y ) for everyX, Y ∈ Ob(C ).

Also, for every objectY of C , denote byuY : Y
∼→ U⊗Y the isomorphism given by proposition

1.2.6; for everyX ∈ Ob(X), it induces natural bijections

HomC (Y,Hom(U,X))
∼→ HomC (Y ⊗ U,X)

HomC (uY ◦ΨU,Y ,X)−−−−−−−−−−−−→ HomC (Y,X)

which correspond, via the Yoneda embedding, to a natural isomorphism

Hom(U,X)
∼→ X for everyX ∈ Ob(C ).

(v) LetX, Y, Z be any three objects ofC ; the natural transformation

HomC (W ⊗X, Y )→ HomC (W ⊗ (X ⊗ Z), Y ⊗ Z) ϕ 7→ (ϕ⊗ Z) ◦ ΦW,X,Z
corresponds, via the Yoneda imbedding, to a unique morphism

tX,Y,Z : Hom(X, Y )→Hom(X ⊗ Z, Y ⊗ Z).
The reader can check thattX,Y,Z also corresponds, by adjunction, to the morphism

(evX,Y ⊗ Z) ◦ ΦHom(X,Y ),X,Z : Hom(X, Y )⊗ (X ⊗ Z)→ Y ⊗ Z.
(vi) In the situation of remark 1.2.5(ii), suppose thatC admits an internalHom functor; then

it is easily seen that the resulting tensor categoryFun(D ,C ) inherits as well an internalHom
functor, in the obvious way.

The formalism of tensor categories provides the language todeal uniformly with the notions
of algebras and their modules that occur in various concretesettings.

Definition 1.2.13. Let (C ,⊗,Φ,Ψ) be a tensor category,A andB any two objects ofC .

(i) A leftA-module(resp. aright B-module) is a datum(X, µX), consisting of an object
X of C , and a morphism inC :

µX : A⊗X → X (resp.µX : X ⊗ B → X)

called thescalar multiplicationof X.
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(ii) A morphism of leftA-modules(X, µX)→ (X ′, µX′) is a morphismf : X → X ′ in C
which makes commute the diagram :

A⊗X µX //

1A⊗f
��

X

f

��
A⊗X ′

µX′ // X ′.

One defines likewise morphisms of rightB-modules.
(iii) An (A,B)-bimoduleis a datum(X, µlX , µ

r
X) such that(X, µlX) is a leftA-module,

(X, µrX) is a rightB-module, and the scalar multiplications commute,i.e. the diagram

A⊗ (X ⊗ B)
1A⊗µ

r
X //

ΦA,X,B
��

A⊗X
µlX
��

(A⊗X)⊗ B
µlX⊗1B // X ⊗B

µrX // X

commutes. Of course, a morphism of(A,B)-bimodules must be compatible with both
left and right multiplication.

We denote byA-Modl (resp.B-Modr, resp. (A,B)-Mod) the category of leftA-modules
(resp. rightB-modules, resp.(A,B)-bimodules). For any two leftA-modules (resp. right
B-modules, resp.(A,B)-bimodules)X andX ′, we shall write

HomAl(X,X
′) ( resp.HomBr(X,X

′) ) ( resp.Hom(A,B)(X,X
′) )

for the set of morphisms of leftA-modules (resp. of rightB-modules, resp. of(A,B)-
bimodules)X → X ′.

1.2.14. In the situation of definition 1.2.13, notice that

HomBr(X,X
′) = Equal( HomC (X,X

′)
α //

β
// HomC (X ⊗ B,X ′) )

whereα (resp.β) is given by the rule :

f 7→ f ◦ µX ( resp.f 7→ µX′ ◦ (f ⊗B) ) for everyf ∈ HomC (X,X
′)

and similarly for leftA-modules. Now, suppose that all equalizers inC are representable, and
thatC admits an internalHom functor; then we may define

HomBr(X,X
′) := Equal( Hom(X,X ′)

α //

β
// Hom(X ⊗ B,X ′) )

whereα := Hom(µX , X
′) and β := Hom(X ⊗ B, µX′) ◦ tX,X′,B (notation of remark

1.2.12(v)). Then, it is easily seen that the bijections of remark 1.2.12(iv) induce natural identi-
fications

HomC (U,HomBr(X,X
′))

∼→ HomBr(X,X
′) for everyX,X ′ ∈ Ob(Br-Mod).

Likewise we may represent inC the set of morphisms between two leftA-modules, and two
(A,B)-modules (details left to the reader).
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1.2.15. LetC be a tensor category as in (1.2.14) andA,B,C any three objects ofC ; suppose
that(X, µlX , µ

r
X) is an(A,B)-bimodule, and(X ′, µlX′, µrX′) a (C,B)-bimodule. Then we claim

thatH := HomBr((X, µ
r
X), (X

′, µrX′)) is naturally a(C,A)-bimodule. For this, we have to
exhibit natural morphisms

C ⊗H
µl−−→H

µr←−−H ⊗A
fulfilling the condition of definition 1.2.13(iii). However, by adjunction, the datum ofµl is the
same as that of a morphismC → Hom(H ,H ), and since the functorHom(X,−) is left
exact, the latter is the same as a morphism

C → Equal( Hom(H ,Hom(X,X ′))
Hom(H ,α)

//

Hom(H ,β)
// Hom(H ,Hom(X ⊗B,X ′))

which in turn – by remark 1.2.12(iii) – corresponds to a morphism

C → Equal( Hom(H ⊗X,X ′)
Hom(H ⊗α,X′)

//

Hom(H ⊗β,X′)
// Hom(H ⊗ (X ⊗B), X ′)

and again, the latter is the same as an element of

Equal( HomC (C ⊗ (H ⊗X), X ′)
HomC (C⊗(H ⊗α),X′)

//

HomC (C⊗(H ⊗β),X′)
// HomC (C ⊗ (H ⊗ (X ⊗ B)), X ′).

By unwinding the definition, it is easily seen that the composition

µl : C ⊗ (H ⊗X)
evX,X′−−−−−→ C ⊗X ′

µl
X′−−−→ X ′

lies in the above equalizer, and it provides a leftC-module structure forH . Likewise,µr shall
be the morphism corresponding to the composition

µr : (H ⊗X)⊗ A ∼→H ⊗ (A⊗X)
H ⊗µlX−−−−−→H ⊗X

evX,X′−−−−−→ X ′.

Then, the condition that(H , µl, µr) is a bimodule, comes down to the commutativity of the
diagram

C ⊗ ((H ⊗X)⊗ A) 1C⊗µr //

C⊗ΦH ,X,A

��

C ⊗X ′

µl
X′

��
C ⊗ (H ⊗ (X ⊗ A))

C⊗(H ⊗(µlX◦ΨX,A)) // C ⊗ (H ⊗X)
µl // X ′

which is immediate (details left to the reader). We have thusobtained a bifunctor :

(1.2.16) HomBr(−,−) : (A,B)-Modo × (C,B)-Mod→ (C,A)-Mod.

Likewise, we may define a bifunctor :

HomAl(−,−) : (A,B)-Modo × (A,C)-Mod→ (B,C)-Mod.

1.2.17. Keep the situation of (1.2.15), and suppose moreover that all coequalizers inC are
representable. Fix an(A,B)-bimodule(X, µlX , µ

r
X); the functor

(C,B)-Mod→ (C,A)-Mod : X ′ 7→HomBr(X,X
′)

admits a left adjoint, thetensor product

(C,A)-Mod→ (C,B)-Mod : (X ′, µlX′ , µlX′) 7→ (X ′, µlX′, µrX′)⊗A (X, µlX , µ
r
X)



24 OFER GABBER AND LORENZO RAMERO

given by the coequalizer (inC ) of the morphisms :

X ′ ⊗ (A⊗X)
1X′⊗µlX //

(µr
X′⊗1X)◦ΦX′,A,X

// X ′ ⊗X

with scalar multiplications induced byµrX andµlX′. Likewise, we have a functor :

(A,C)-Mod→ (B,C)-Mod : (X ′, µlX′, µlX′) 7→ (X, µlX , µ
r
X)⊗A (X ′, µlX′ , µlX′)

which admits a similar description, and is left adjoint to the functorX ′ 7→ HomAl(X,X
′)

(verifications left to the reader).

1.2.18. Let(U, u) be unit object forC . Notice that, for any objectA of C , the rule(Y, µY ) 7→
(Y, u−1

Y , µY ) (whereuY : Y → U ⊗ Y is the natural isomorphism supplied by proposition
1.2.6), induces a faithful functorA-Modr → (U,A)-Mod. LettingC := U in (1.2.17), we see
that any(A,B)-bimoduleX also determines a functor :

A-Modr → B-Modr : Y 7→ Y ⊗A X
and likewise for leftA-modules.

Example 1.2.19.If C = Set is the category of sets (regarded as a tensor category as in example
1.2.21), then a leftA-module is just a setX ′ with a left actionof A, i.e. a map of sets

A×X ′ → X ′ : (a, x) 7→ a · x.
An (A,A)-bimoduleX is a set with both left and right actions ofA, such that(a · x) · a′ =
a · (x · a′) for every a, a′ ∈ A and everyx ∈ X. With this notation, the tensor product
X ′ ⊗A X is the quotient(X ′ × X)/∼, where∼ is the smallest equivalence relation such that
(x′a, x) ∼ (x′, ax) for everyx ∈ X, x′ ∈ X ′ anda ∈ A.

Definition 1.2.20. Let C := (C ,⊗,Φ,Ψ) be a tensor category, and(U, u) a unit forC .

(i) A C -semigroupis a datum(M,µM) consisting of an objectM of C and a morphism
µM :M⊗M →M , themultiplication lawofM , such that(M,µM , µM) is a(M,M)-
bimodule. A morphism ofC -semigroups is a morphismϕ : M → M ′ in C , such
that

µM ′ ◦ (ϕ⊗ ϕ) = ϕ ◦ µM .
(ii) A C -monoid is a datumM := (M,µM , 1M), where(M,µM) is a semigroup, and

1M : U → M is a morphism inC , called theunit of M , such that

µM ◦ (1M ⊗ 1M) ◦ uM = 1M = µM ◦ (1M ⊗ 1M) ◦ uM
whereuM : M

∼→ U ⊗M is the natural isomorphism provided by proposition 1.2.6.
We say thatM is commutative, if

µM = µM ◦ΨM,M .

A morphism of monoidsM → M ′ is a morphism of semigroupsϕ : M → M ′ such
thatϕ ◦ 1M = 1M ′.

Example 1.2.21.(i) Let C be any category with smallHom-sets, in which finite products
are representable, endowC with the tensor category structure described in example 1.2.10,
and pick a final object1C of C . Then, aC -monoid is a datumM := (M,µM , 1M), where
µM : M ×M → M and1M : 1C → M are morphisms ofC , and the axioms forµM and1M
can be rephrased as requiring that, for every objectX of C , the setM(X) := HomC (X,M),
endowed with the composition law :

M(X)×M(X)
∼→ HomC (X,M ×M)

HomC (X,µM )−−−−−−−−−→ M(X) (m,m′) 7→ m ·m′
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is a (usual) monoid, with unitIm 1M(X) ∈ M(X). Of course,M is commutative, if and only
if m ·m′ = m′ ·m for all objectsX of C and everym,m′ ∈M(X).

(ii) In the situation of (i), aC -monoid shall also be called simply aC -monoid. The category
of C -monoids admits an initial object which is also a final object, namely1C := (1C , µ1, 11),
whereµ1 is the (unique) morphism1C ×1C → 1C . (Most of the above can be repeated with the
theory of semigroups replaced by any ”algebraic theory” in the sense of [11, Def.3.3.1] :e.g. in
this way one can defineC -groups,C -rings, and so on.)

1.2.22. LetC andU be as in definition 1.2.20, andM := (M,µM , 1M) a C -monoid; of
course, we are especially interested in theM-modules which are compatible with the unit and
multiplication law ofM . Hence we define aleft M -moduleas a leftM-module(S, µS) such
that the following diagrams commute :

U ⊗ S
1M⊗1S

��

U ⊗ S M ⊗ (M ⊗ S) 1M⊗µS //

ΦM,M,S
��

M ⊗ S
µS

��
M ⊗ S µS // S

uS

OO

(M ⊗M)⊗ S µM⊗1S // M ⊗ S µS // S

whereuS is the isomorphism given by proposition 1.2.6. Likewise we define rightM-modules,
and(M,N)-bimodules, ifN is a secondC -monoid; especially,(M,M)-bimodules shall also
be called simplyM-bimodules.

A morphism of leftM -modules(S, µS) → (S ′, µS′) is just a morphism of leftM-modules,
and likewise for right modules and bimodules. For instance,M is aM -bimodule in a natural
way, and anidealofM is a sub-M-bimoduleI ofM . We denote byM-Modl (resp.M-Modr,
resp.M -Mod) the category of left (resp. right, resp. bi-)M-modules; more generally, ifN is
a secondC -monoid, we have the category(M,N)-Mod of the corresponding bimodules.

Example 1.2.23.TakeC := Set, regarded as a tensor category, as in example 1.2.10. Then a
C -monoid is just a usual monoidM , and a leftM-module is a datum(S, µS) consisting of a set
S and ascalar multiplicationM × S → S : (m, s) 7→ m · s such that

1 · s = s and x · (y · s) = (x · y) · s for everyx, y ∈M and everys ∈ S.
A morphismϕ : (S, µS)→ (T, µT ) of M-modules is then a map of setsS → T such that

x · ϕ(s) = ϕ(x · s) for everyx ∈M and everys ∈ S
Likewise, an ideal ofM is a subsetI ⊂ M such thata ·x, x ·a ∈ I whenevera ∈ I andx ∈ M .

Remark 1.2.24.Let C be a complete and cocomplete category, whose colimits are universal
(see example 1.1.24(v)), andM aC -monoid (see example 1.2.21(ii)).

(i) The categoriesM -Modl, M -Modr and (M,N)-Mod are complete and cocomplete,
and the forgetful functorM-Modl → C (resp. the same for right modules and bimodules)
commutes with all limits and colimits.

(ii) Notice also that the forgetful functorM -Modl → C is conservative. Together with (i)
and remark 1.1.38(iii,iv), this implies that a morphism of leftM-modules is a monomorphism
(resp. an epimorphism) if and only if the same holds for the underlying morphism inC (and
likewise for right modules and bimodules).

(iii) For each of these categories, the initial object is just the initial object∅C of C , endowed
with the trivial scalar multiplication. Likewise, the finalobject is the final object1C of C , with
scalar multiplication given by the unique morphismM × 1C → 1C . Moreover, the forgetful
functorM -Modl → C admits a left adjoint, that assigns to anyΣ ∈ Ob(C ) thefreeM -module
M (Σ) generated byΣ; as an object ofC , the latter is justM × Σ, and the scalar multiplication
is derived from the composition law ofM , in the obvious way.
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For instance, for anyn ∈ N, and any left (or right or bi-)M -moduleS, we denote as usual
by S⊕n the coproduct ofn copies ofS.

Remark 1.2.25.Let C be a tensor category,M ,N , P ,Q four C -monoids.
(i) Let S be a(M,N)-bimodule,S ′ a (P ,N)-bimodule andS ′′ a (P,M)-bimodule. Then

it is easily seen that the(P,M)-bimodule (resp. the(P,N)-bimodule)HomNr(S, S
′) (resp.

S ′′ ⊗M S) is actually a(P ,M)-bimodule (resp. a(P ,N)-bimodule) and the adjunction of
(1.2.17) restricts to an adjunction between the corresponding categories of bimodules : the
details shall be left to the reader.

(ii) We have as well the analogue of the usual associativity constraints. Namely, for ev-
ery (M,N)-bimoduleS, every(N,P )-bimoduleS ′ and every(P,Q)-bimoduleS ′′, there is a
natural isomorphism

(S ⊗N S ′)⊗P S ′′ ∼→ S ⊗N (S ′ ⊗P S ′′) in (M,Q)-Mod

and natural isomorphismsM ⊗M S
∼→ S

∼→ S ⊗N N in (M,N)-Mod.
(iii) Also, if M is commutative, every left (or right)M -module is naturally a(M,M)-

bimodule, and we have a commutative constraint

S ⊗M S ′ ∼→ S ′ ⊗M S for all left (or right)M -modules.

And taking into account (ii), it is easily seen that(M -Modl,⊗M) is a tensor category.

1.2.26. Letϕ :M 1 →M 2 be a morphism ofC -monoids; we have the(M 1,M2)-bimodule :

M1,2 := (M2, µM2 ◦ (ϕ⊗ 1M2), µM2).

LettingX :=M1,2 in (1.2.18), we obtain abase change functorfor right modules :

M 1-Modr →M 2-Modr : X 7→ X ⊗M1 M2 := X ⊗M1 M1,2.

The base change is left adjoint to therestrictions of scalarsassociated toϕ, i.e. the functor :

M2-Modr → M1-Modl : (X, µX) 7→ (X, µX)(ϕ) := (X, µX ◦ (1X ⊗ ϕ))
(verifications left to the reader). The same can be repeated,as usual, for left modules; for
bimodules, one must take the tensor product on both sides :X 7→M2 ⊗M1 X ⊗M1 M2.

Example 1.2.27.TakeC = Set, and letM be any monoid,Σ any set, andM (Σ) the free
M-module generated byΣ. From the isomorphism

M (Σ) ⊗M {1} ∼→ {1}(Σ) = Σ

we see that the cardinality ofΣ is an invariant, called therankof the freeM-moduleM (Σ), and
which we denoterkMM (Σ).

Definition 1.2.28. (i) A non-empty categoryA is additive, if the following holds :

(a) For everyA,B ∈ Ob(A ), the setHomA (A,B) is small and carries an abelian group
structure (especially, it is not empty).

(b) For everyA,B,C ∈ Ob(A ), the composition law

HomA (A,B)× HomA (B,C)→ HomA (A,C)

is a bilinear pairing.

(ii) A functor F : A → B between additive categories isadditive if it induces group
homomorphisms

HomA (X, Y )→ HomB(FX, FY ) ϕ 7→ Fϕ

for everyX, Y ∈ Ob(A ).
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Remark 1.2.29.Let A be any additive category.
(i) If A ∈ Ob(A ) is any object, denote by0A the neutral element of the abelian group

EndA (A). Suppose that the equalizer of the pair of morphisms1A, 0A : A→ A is representable
by an object0 of A (see example 1.1.24(ii)). Then, the datum of a morphismB → 0 is the
same as that of a morphismϕ : B → A that factors through0A. By the bilinearity of the
Hom-pairing, the latter condition holds if and only ifϕ is the neutral element ofHomA (B,A).
We conclude that0 is a final object inA . Dually, if the coequalizer of the pair(1A, 0A) is
representable by some object0′ of A , then0′ is initial in A . Moreover, ifA admits a final
object0, then it is easily seen that the unique morphismA→ 0 is also the coequalizer of the pair
(1A, 0A), so0 is also an initial object. Conversely, ifA admits an initial object, then this object
is also final inA , and for any two objectsA,B of A , the neutral element0A,B of HomA (A,B)
is the unique morphism that factors through0. We say that0 is azero objectfor A .

(ii) Suppose thatA admits a zero object0, and moreover that the productA1 × A2 is
representable inA for givenA1, A2 ∈ Ob(A ). Denote bypi : A1 × A2 → Ai (i = 1, 2) the
projections; then, there are unique morphismsei : Ai → A1 ×A2 (i = 1, 2) such that

(1.2.30) pi ◦ ei = 1Ai for i = 1, 2 and pi ◦ ej = 0Aj ,Ai for i 6= j.

Notice that

(1.2.31) e1 ◦ p1 + e2 ◦ p2 = 1A1×A1 .

Indeed, we have

pi ◦ (e1 ◦ p1 + e2 ◦ p2) = (pi ◦ e1 ◦ p1) + (pi ◦ e2 ◦ p2) = pi i = 1, 2

by bilinearity of theHom pairing, and1A1×A2 is the unique endomorphismϕ of A1 × A2 such
thatpi ◦ ϕ = pi for i = 1, 2. It follows thatA1 × A2 also represents the coproductA1 ∐ A2.
Indeed, say thatfi : Ai → B, for i = 1, 2, are two morphisms to another objectB of A , and
setf := f1 ◦ p1 + f2 ◦ p2 : A1 × A2 → B; it is easily seen thatf ◦ ei = fi for i = 1, 2, and by
virtue of (1.2.31), the morphismf is the unique one that satisfies these identities. Conversely,
if the coproduct ofA1 andA2 is representable, a similar argument shows that alsoA1 × A2 is
representable. We say thatA1 ×A2 is abiproductof A1 andA2, and denote it byA1 ⊕ A2.

(iii) Notice that the morphisms(pi, ei | i = 1, 2) with the identities (1.2.30) and (1.2.31)
characterizeA1 ⊕ A2 up to unique isomorphism. Namely, say thatB is another object ofA ,
for which exist morphismsp′i : B → Ai ande′i : Ai → B (i = 1, 2) such thatp′i ◦ e′i = 1Ai for
i = 1, 2, andp′i ◦ e′j = 0AjAi for i 6= j, and moreovere′1 ◦ p′1 + e′2 ◦ p′2 = 1B. Then the pair
(e′1, e

′
2) (resp.(p′1, p

′
2)) induces a morphisme′ : A1 ⊕A2 → B (resp.p′ : B → A1 ⊕A2) with

pj ◦ p′ ◦ e′ ◦ ei = p′j ◦ e′i = pj ◦ ei for i, j = 1, 2

which – by virtue of the universal properties of the biproduct – implies thatp′ ◦ e′ = 1A1⊕A2.
Likewise, we may compute

e′ ◦ p′ = (e′ ◦ e1 ◦ p1 + e′ ◦ e2 ◦ p2) ◦ (e1 ◦ p1 ◦ p′ + e2 ◦ p2 ◦ p′)
= e′ ◦ e1 ◦ p1 ◦ p′ + e′ ◦ e2 ◦ p2 ◦ p′

= e′1 ◦ p′1 + e′2 ◦ p′2 = 1B

whence the contention.
(iv) Suppose thatB1 andB2 are any other two objects ofA such thatB1 ⊕ B2 is also

representable; given two morphismsf1 : A1 → B1 andf2 : A2 → B2, we denote byf1 ⊕ f2 :
A1 ⊕ A2 → B1 ⊕ B2 the unique morphism such that

pB,i ◦ (f1 ⊕ f2) ◦ eA,i = fi for i = 1, 2, and pB,i ◦ (f1 ⊕ f2) ◦ eA,j = 0Aj ,Bi for i 6= j.
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Notice that

(1.2.32) f1 ⊕ f2 = (f1 ⊕ 0A2,B2) + (0A1,B1 ⊕ f2)
(where the sum is taken in the abelian groupHomA (A1⊕A2, B1⊕B2)); indeed, by bilinearity
of theHom pairing, it is easily seen that the right-hand side of (1.2.32) also satisfies the same
identities above that definef1 ⊕ f2.

(v) If f : A → B is any morphism ofA , then we define thekernel(resp.cokernel) of f as
the equalizer (resp. coequalizer)

Ker f := Equal(f, 0A,B) Coker f := Coequal(f, 0A,B).

Suppose thatKer f andCoker f are representable inA for every suchf , and denote by

ιf : Ker f → A πf : B → Coker f

the natural morphisms. Notice thatιf is a monomorphism, andπf an epimorphism. Notice also
thatf factors uniquely as a composition

(1.2.33) A
πιf−−−→ Coker ιf

βf−−→ Ker πf
ιπf−−→ B.

(vi) Suppose thatA admits a zero object0, and letf : A → B be any morphism; by
definitionKer f is the presheaf such that

Ker f(C) = {g : B → C | g ◦ f = g ◦ 0A,B = 0A,C}.
If f is a monomorphism, the identityg ◦ f = 0A,C = 0B,C ◦ f implies thatg = 0B,C , soKer f
is represented by0. Dually, if f is an epimorphism, thenCoker f is represented by0.

Remark 1.2.34. Let A , B be any two additive categories that admit a zero object, andF :
A → B a functor.

(i) If F is additive, remark 1.2.29(iii) immediately implies thatF transforms representable
biproducts into representable biproducts. The latter assertion still holds in caseF is not nec-
essarily additive, but is either left or right exact. Indeed, suppose thatF is left exact, let
A1 ⊕ A2 be any biproduct, and letpi, ei be the morphisms described in remark 1.2.29(ii); by
left exactness,F (A1 ⊕ FA2) represents the product ofFA1 andFA2, and any isomorphism
FA1 ⊕ FA2

∼→ F (A1 ⊕ FA2) identifiesFp1 andFp2 with the natural projections. Moreover,
F transforms the final object ofA into the final object ofB (see example 1.1.26(ii)); then, by
inspecting the argument in remark 1.2.29(ii), it is easily seen thatF identifies as wellFei with
the natural injectionsFAi → FA1 ⊕ FA2, for i = 1, 2, so the assertion follows from remark
1.2.29(iii). A similar argument works in caseF is right exact.

(ii) Suppose moreover, that all biproducts ofA are representable. Then we claim that the
abelian group structure onHomA (A,B) is determined by the categoryA , i.e. if B is any other
additive category, andF : A → B is any equivalence of categories, thenF induces group
isomorphisms (and not just bijections) onHom sets. Indeed, letA andB be any two objects of
A , and denote by∆A : A→ A⊕ A (resp.µB : B ⊕ B → B) the unique morphism such that
pi ◦∆A = 1A (resp.µB ◦ ei = 1B) for i = 1, 2. Then we have

f1 + f2 = µB ◦ (f1 ⊕ f2) ◦∆A for everyf1, f2 : A→ B

wheref1+f2 denotes the sum in the abelian groupHomA (A,B). Indeed, since clearly0A1,B1⊕
0A2,B2 = 0A1⊕A2,B1⊕B2 , identity (1.2.32) reduces to checking thatf1 = µB ◦ (f1⊕0A2,B2)◦∆A

(and likewise forf2), which follows easily from (1.2.31) : details left to the reader.
(iii) Combining (i) and (ii) we see that, if all biproducts ofA are representable, andF is

either left or right exact, thenF is additive. More generally, we see that forF to be additive, it
suffices thatF sends the zero object ofA to the zero object ofB, andF commutes with the
biproducts of the formA⊕ A, for everyA ∈ Ob(A ).
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Definition 1.2.35.An abelian categoryis an additive categoryA such that the following holds:

(a) All the kernels and cokernels ofA are representable (especially,A admits an initial
and final object0).

(b) For every morphismf of A , the morphismβf of (1.2.33) is an isomorphism.
(c) The product of any finite family of objects ofA is representable inA (see example

1.1.24(iv)).

Remark 1.2.36.Let A be any additive category.
(i) For any other additive categoryB, let us denote byAdd(B,A ) the full subcategory of

Fun(B,A ) whose objects are the additive functors. Notice that, ifC is a small category, then
Fun(C ,A ) is an additive category; indeed, ifτ, σ : F ⇒ G are two natural transformations
between functorsF,G : C → A , then we obtain a natural transformationτ + σ from F to
G, by the rule : (τ + σ)X := τX + σX for everyX ∈ Ob(C ) (where the sum denotes the
addition law ofHomA (FX,GX)). Clearly, this rule yields an abelian group structure, andthe
composition of natural transformation defines a bilinear pairing (τ, τ ′) 7→ τ ◦ τ ′ on the resulting
groups of natural transformations (verification left to thereader).

(ii) Especially, ifB is a small additive category, then alsoAdd(B,A ) is an additive cate-
gory. Moreover, ifA is an abelian category, thenFun(C ,A ) is an abelian category, for every
small categoryC : details left to the reader.

(iii) By definition, for everyA,B ∈ Ob(A ), the sethA(B) carries an abelian group structure,
such that the presheafhA factors through an additive functorh†A : A o → Z-Mod from A o to
the category of abelian groups, and the forgetful functorZ-Mod → Set. Hence, the Yoneda
imbedding factors through a fully faithfulgroup-valued Yoneda imbedding

h† : A → Add(A o,Z-Mod).

In view of (ii), we conclude that every small additive category is a full subcategory of an abelian
category. Moreover, Yoneda’s lemma extendsverbatimto the group-valued case : namely, by
inspecting the proof of proposition 1.1.20, we see that, foreveryA ∈ Ob(A ) and everyadditive
functorF : A o → Z-Mod there are natural isomorphisms of abelian groups

(1.2.37) F (A)
∼→ HomAdd(A o,Z-Mod)(hA, F ).

(iv) Suppose thatf : A → B is any functor between small additive categories; then the
arguments of (1.1.35) extendverbatimto the present situation : namely, the induced functor

f ∗ : Fun(Bo,Z-Mod)→ Fun(A o,Z-Mod)

admits both left and right adjoints, denoted respectivelyf! andf∗, and we have :

Proposition 1.2.38.In the situation of remark1.2.36(iv), suppose thatf is additive. Then :

(i) Bothf ∗, f! andf∗ are additive functors, and restrict to functors

Add(Bo,Z-Mod)
f∗ //

Add(A o,Z-Mod).
f! f∗

oo

(ii) The resulting diagram of functors

A
h† //

f

��

Add(A o,Z-Mod)

f!
��

B
h† // Add(Bo,Z-Mod)

is essentially commutative.
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Proof. (i): Since every left (resp. right) adjoint functor is right(resp. left) exact, remark
1.2.34(iii) says thatf ∗, f∗ andf! are additive. Next, a simple inspection shows thatf ∗ trans-
forms additive functors into additive functors. Let nowF : A o → Z-Mod be an additive
functor,B ∈ Ob(B) any object, and setG := f!F ; from the proof of proposition 1.1.34, we
see that

GB = colim
ψ:B→fA

FA

where the colimit ranges over the small categoryfA o/B of all pairs(A,ψ) consisting of an
objectA of A , and a morphismψ : B → fA in B. Denote by0A and0B the zero objects of
A andB; we wish to show thatG is additive, and according to remark 1.2.34(iii), it suffices to
check thatG(0B) = 0, and that the natural morphismG(B ⊕ B)→ GB ⊕GB (deduced from
the projectionspi : B ⊕B → B) is an isomorphism, for everyB ∈ Ob(B).

However, notice that the functorι0B
: fA o/0B → A o is an isomorphism of categories

(notation of (1.1.16)); whence a natural isomorphism

G(0B)
∼→ colim

A o
F

∼→ F (0A ) = 0

where the last identity holds, sinceF is additive. Next, for anyB1, B2 ∈ Ob(B) consider the
functor

Φ : (fA o/B1)×(fA o/B2)→ fA o/B1⊕B2 ((A1, ψ1), (A2, ψ2)) 7→ (A1⊕A2, ψ1⊕ψ2).

Claim 1.2.39. For any categoryC , and any functorH : fA o/B1 ⊕ B2 → C , the functorΦ
induces an isomorphism

colim
(fA o/B1)×(fA o/B2)

H ◦ Φ ∼→ colim
fA o/(B1⊕B2)

H.

Proof of the claim.LetX be any object ofC , andτ : H ◦Φ⇒ H ◦ cX a natural transformation,
wherecX : fA o/B1 ⊕ B2 → C is the constant functor with valueX; sinceΦ is faithful, it
suffices to check thatτ extends uniquely to a natural transformationτ ′ : H ⇒ cX .

However, let(A,ψ : B1 ⊕ B2 → fA) be any object offA o/B1 ⊕ B2, and denote by
ψi : Bi → fA (for i = 1, 2) the composition ofψ with the natural monomorphismei : Bi →
B1 ⊕ B2. Sincef is additive, the morphismµA : A⊕ A→ A defines a morphism

µ◦
A : (A,ψ)→ (A⊕A,ψ1 ⊕ ψ2) in fA o/B1 ⊕B2

and we may set
τ ′(A,ψ) := τ(A⊕A,ψ1⊕ψ2) ◦H(µoA).

Suppose thatβo : (A,ψ) → (A′, ψ′) is any morphism infA o/B1 ⊕ B2; there follows a
commutative diagram inB

B
ψ′
1⊕ψ

′
2 //

ψ1⊕ψ2 ((QQQQQQQQQQQQQQQ fA′ ⊕ fA′
µfA′

//

fβ⊕fβ

��

fA′

fβ

��
fA⊕ fA

µfA // fA

which allows to compute

τ ′(A′,ψ′) ◦H(βo) = τ(A′⊕A′,ψ′
1⊕ψ

′
2)
◦H(µoA′) ◦H(βo)

= τ(A′⊕A′,ψ′
1⊕ψ

′
2)
◦H(βo ⊕ βo) ◦H(µoA)

= τ(A⊕A,ψ1⊕ψ2) ◦H(µoA) = τ ′(A,ψ)

soτ ′ is indeed a natural transformation, and clearly it is the unique one extendingτ . ♦
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In light of claim 1.2.39, we are reduced to checking that the natural morphism

colim
(fA o/B1)×(fA o/B2)

F ◦ ιB1⊕B2 ◦ Φ→ GB1 ⊕GB2

is an isomorphism, for anyB1, B2 ∈ Ob(B). The latter assertion follows easily by inspecting
the definitions, sinceF is additive. Lastly, a similar argument shows thatf∗F is additive,
whenever the same holds forF : the reader can spell out the proof as an exercise.

(ii): One may argue as in (1.1.35) : in view of (1.2.37), we seethat, for every objectA of A ,
bothh†fA andf!h

†
A represent the same functor : details left to the reader. �

Definition 1.2.40. An abelian tensor categoryis a tensor category(C ,⊗,Φ,Ψ) such thatC is
an abelian category, and the functor⊗ induces bilinear pairings

HomC (A,B)× HomC (A
′, B′)→ HomC (A⊗ A′, B ⊗ B′) : (f, g) 7→ f ⊗ g

for everyA,A′, B, B′ ∈ Ob(C ).

Remark 1.2.41.Let (A ,⊗,Φ,Ψ) be a tensor category, such thatA is abelian. IfA admits an
internalHom functor, then the functor−⊗A is right exact, and the functorHom(A,−) is left
exact for everyA ∈ Ob(A ), so both are additive, by virtue of remark 1.2.34(iii). Especially,
A is an abelian tensor category, in this case.

Lemma 1.2.42.LetA be any abelian category, anΣ ⊂ Ob(A ) a small subset. We have :

(i) There exists a small full abelian subcategoryB of A such thatΣ ⊂ Ob(B).
(ii) If A is small, there exists a complete and cocomplete abelian tensor category(C ,⊗)

with internalHom functor, and a fully faithful additive functorA → C .

Proof. (i): Let B0 be the full subcategory ofA such thatOb(B0) = Σ; clearlyB0 is small.
Next, for any subcategoryD of A , denote byD ′ a subcategory ofA obtained as follows. For
every morphismϕ of D , we pick objects inA representing the kernel and cokernel ofϕ, and
for any two objects ofD , we pick an object inA representing their product; letΣ′ ⊂ Ob(A )
be the resulting subset. ThenD ′ is the full subcategory ofA such thatOb(D ′) = Ob(D)∪Σ′.
It is easily seen thatD ′ is small, whenever the same holds forD . Then we set inductively
Bi+1 := B′

i for everyi ∈ N. The full subcategoryB of A with Ob(B) =
⋃
i∈N Ob(Bi) is

still small, and it is abelian, by construction.
(ii): We let C := Fun(A ,Z-Mod). ThenC is an abelian category, by virtue of remark

1.2.36(ii), and sinceZ-Mod is complete and cocomplete, the same holds forC ; moreover, the
standard tensor product of abelian groups defines a tensor category structure with internalHom
functor onZ-Mod, and the latter is inherited byC (remarks 1.2.5(ii) and 1.2.12(vi)). It is clear
that these two structures amount to an abelian tensor category, and the group-valued Yoneda
imbedding is the sought fully faithful functor. �

1.2.43. LetA be a small abelian category, andh† : A → A † := Fun(A o,Z-Mod) the
fully faithful group-valued Yoneda imbedding. For every abelian groupG, denote byGA :
A o → Z-Mod the constant functor with valueG : so,GA (A) := A for everyA ∈ Ob(A ),
andGA (ϕ) := 1A for every morphismϕ in A . SinceA † is an abelian tensor category (see the
proof of lemma 1.2.42(ii)), we may form the tensor product

G⊗Z A := GA ⊗ h†A for everyA ∈ Ob(A ).

We claim that, ifG is finitely generated,G ⊗Z A lies in the essential image ofh†. Indeed, this
is clear ifG is free of finite rank, since in that caseG ⊗Z A is a finite direct sum of copies of
A; in the general case, we may writeG as a cokernel of a mapL1 → L2 of free abelian groups
of finite rank, and since the functor− ⊗ h†A is right exact, we see thatG ⊗Z A is the cokernel
of a morphism ofA , so it is represented by an object ofA . Moreover, ifϕ : G → H is any
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morphism of abelian groups, we have an obvious induced morphismϕA : GA → HA , whence
a morphismϕ⊗Z A := ϕA ⊗ h†A.

Thus, after replacingG⊗Z A by an isomorphic object, we obtain a well defined functor

(1.2.44) Z-Modfg ×A → A (G,A) 7→ G⊗Z A

whereZ-Modfg is the full subcategory ofZ-Mod whose objects are the finitely generated
abelian groups. This functor is not unique, but any two such functors are naturally isomorphic.

Remark 1.2.45.Keep the notation of (1.2.43); we have :
(i) From the construction, it is clear that (1.2.44) is abiadditivefunctor,i.e., for every abelian

groupG, and everyA ∈ Ob(A ), the restrictionsG⊗− and−⊗A of (1.2.44) are additive.
(ii) Suppose thatA is cocomplete; since the tensor product is right exact, it follows easily

that (1.2.44) extends to the whole ofZ-Mod : details left to the reader.
(iii) On the other hand, using Zorn’s lemma, (1.2.44) can be defined even in caseA is not

small : again, we leave the details to the reader.

1.3. 2-categories. In dealing with categories, the notion of equivalence is much more central
than the notion of isomorphism. On the other hand, equivalence of categories is usually not
preserved by the standard categorical operations discussed thus far. For instance, consider the
following :

Example 1.3.1.Let C be the category withOb(C ) = {a, b}, and whose only morphisms are
1a, 1b andu : a → b, v : b → a. Then necessarilyu ◦ v = 1b andv ◦ u = 1a. Let Ca (resp.
Cb) be the unique subcategory ofC with Ob(Ca) = {a} (resp.Ob(Cb) = {b}). Clearly both
inclusion functorsCa → C ← Cb are equivalences. However,Ca ×C Cb is the empty category;
especially, this fibre product is not equivalent toC = C ×C C .

It is therefore natural to seek a new framework for the manipulation of categories and functors
“up to equivalences”, and thus more consonant with the very spirit of category theory. Precisely
such a framework is provided by the theory of2-categories, which we proceed to present.

1.3.2. The categoryCat, together with the category structure on the setsFun(−,−) (as in
(1.1.7)), provides the first example of a2-category. The latter is the datum of :

• A setOb(A ), whose elements are called theobjects ofA .
• For everyA,B ∈ Ob(A ), a categoryA (A,B). The objects ofA (A,B) are called
1-cellsor arrows, and are designated by the usual arrow notationf : A → B. Given
f, g ∈ Ob(A (A,B)), we shall writef ⇒ g to denote a morphism fromf to g in
A (A,B). Such morphisms are called2-cells. The composition of2-cellsα : f ⇒ g
andβ : g ⇒ h shall be denoted byβ ⊙ α : f ⇒ h.
• For everyA,B,C ∈ Ob(A ), acomposition bifunctor:

cABC : A (A,B)×A (B,C)→ A (A,C).

Given1-cellsA
f−→ B

g−→ C, we writeg ◦ f := cABC(f, g).
Given two2-cellsα : f ⇒ g andβ : h ⇒ k, respectively inA (A,B) andA (B,C),
we use the notation

β ∗ α := cABC(α, β) : h ◦ f ⇒ k ◦ g.
Also, if h is any1-cell of A (B,C), we usually writeh ∗α instead of1h ∗α. Likewise,
we setβ ∗ f := β ∗ 1f , for every1-cell f in A (A,B).
• For every elementA ∈ Ob(A ), aunit functor:

uA : 1→ A (A,A)
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where1 := (∗, 1∗) is the terminal element ofCat. HenceuA is the datum of an object:

1A ∈ Ob(A (A,A))

and its identity endomorphism, which we shall denote byiA : 1A → 1A.

The bifunctorscABC are required to satisfy anassociativity axiom, which says that the diagram:

A (A,B)×A (B,C)×A (C,D)
1×cBCD //

cABC×1

��

A (A,B)×A (B,D)

cABD
��

A (A,C)×A (C,D)
cACD // A (A,D)

commutes for everyA,B,C,D ∈ Ob(A ). Likewise, the functoruA is required to satisfy aunit
axiom; namely, the diagram :

1×A (A,B)

uA×1A (A,B)

��

A (A,B)
∼oo ∼ // A (A,B)× 1

1A (A,B)×uB
��

A (A,A)×A (A,B)
cAAB // A (A,B) A (A,B)×A (B,B)

cABBoo

commutes for everyA,B ∈ Ob(A ).

1.3.3. In a2-categoryA , it makes sense to speak ofadjoint pair of 1-cells, or of theKan
extension of a1-cell : see [10, Def.7.1.2, 7.1.3] for the definitions. In the same vein, we say that
a 1-cell f : A → B of A is anequivalenceif there exists a1-cell g : B → A and invertible
2-cellsg ◦ f ⇒ 1A andf ◦ g ⇒ 1B.

Definition 1.3.4. ([10, Def.7.5.1]) LetA andB be two2-categories. Apseudo-functorF :
A → B is the datum of :

• For everyA ∈ Ob(A ), an objectFA ∈ Ob(B).
• For everyA,B ∈ Ob(A ), a functor :

FAB : A (A,B)→ B(FA, FB).

We shall often omit the subscript, and write onlyFf instead ofFABf : FA → FB,
for a1-cell f : A→ B.
• For everyA,B,C ∈ Ob(A ), a natural isomorphismγABC between two functors

A (A,B) × A (B,C) → B(FA, FC) as indicated by the (not necessarily commu-
tative) diagram :

A (A,B)×A (B,C)
cABC //

FAB×FBC
��

vvvv
7?γABC

A (A,C)

FAC
��

B(FA, FB)×B(FB, FC) cFA,FB,FC
// B(FA, FC).

To ease notation, for every(f, g) ∈ A (A,B) × A (B,C), we shall writeγf,g instead
of (γABC)(f,g) : cFA,FB,FC(FABf, FBCg)→ FAC(cABC(f, g)).
• For everyA ∈ Ob(A ), a natural isomorphismδA between functors1→ B(FA, FA),

as indicated by the (not necessarily commutative) diagram :

1
uA //






AIδA

A (A,A)

FAA
��

1 uFA
// B(FA, FA).
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The system(δ•, γ•••) is called thecoherence constraintfor F . This datum is required to satisfy:

• A composition axiom, which says that the diagram :

Fh ◦ Fg ◦ Ff
1Fh∗γf,g +3

γg,h∗1Ff
��

Fh ◦ (F (g ◦ f))
γg◦f,h

��
F (h ◦ g) ◦ Ff

γf,h◦g +3 F (h ◦ g ◦ f)

commutes for every sequence of arrows :A
f−→ B

g−→ C
h−→ D in A .

• A unit axiom, which says that the diagrams :

Ff ◦ 1FA
1Ff

��

1Ff∗δA +3 Ff ◦ F1A
γ1A,f

��

1FB ◦ Ff
1Ff

��

δB◦1Ff +3 F (1B) ◦ Ff
γf,1B
��

Ff
1Ff +3 F (f ◦ 1A) Ff

1Ff +3 F (1B ◦ f)
commute for every arrowf : A → B (where, to ease notation, we have writtenδA
instead of(δA)∗ : 1FA → FAA1A, and likewise forδB).

Definition 1.3.5. Consider two pseudo-functorsF,G : A → B between2-categoriesA , B.
A pseudo-natural transformationα : F ⇒ G is the datum of :

• For every objectA of A , a1-cell αA : FA→ GA.
• For every pair of objectsA,B of A , a natural isomorphismτAB between two functors

A (A,B)→ B(FA,GB), as indicated by the (not necessarily commutative) diagram:

A (A,B)

GAB
��

FAB //

vvvv
7?τAB

B(FA, FB)

B(1B,αB)
��

B(GA,GB)
B(αA,1B)

// B(FA,GB)

whereB(αA, 1B) is the functor obtained by fixingαA in the first argument of the
composition bifunctorcFA,GA,GB : B(FA,GA)×B(GA,GB) → B(FA,GB), and
likewise forB(1B, αB). The datumτ•• is called thecoherence constraintfor α.

This datum is required to satisfy the followingcoherence axioms(in which we denote by
(δF , γF ) and(δG, γG) the coherence constraints forF and respectivelyG) :

• For everyA ∈ Ob(A ), the diagram :

αA
1αA +3

1αA

��

1GA ◦ αA
δGA ∗1αA +3 G(1A) ◦ αA

τ1A
��

αA ◦ 1FA
1αA∗δFA +3 αA ◦ F (1A)

commutes.
• For each pair of arrowsA

f−→ B
g−→ C in A , the diagram :

Gg ◦Gf ◦ αA
1Gg∗τf +3

γGf,g∗1αA
��

Gg ◦ αB ◦ Ff
τg∗1f +3 αC ◦ Fg ◦ Ff

1αC ∗γFf,g
��

G(g ◦ f) ◦ αA
τg◦f +3 αC ◦ F (g ◦ f)

commutes.
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If α : F ⇒ G andβ : G ⇒ H are two pseudo-natural transformations, we may define the
compositionβ ⊙ α : F ⇒ H which is the pseudo-natural transformation given by the rule
A 7→ βA ◦ αA for everyA ∈ Ob(A ). The coherence constraint ofβ ⊙ α is given by the rule :

(A,B) 7→ (βB ∗ ταAB)⊙ (τβAB ∗ αA) for everyA,B ∈ Ob(A )

whereτα•• (resp.τβ••) denotes the coherence constraint ofα (resp. ofβ).

Example 1.3.6.(i) Any categoryA can be regarded as a2-category in a natural way : namely,
for any two objectsA andB of A one letsA (A,B) be the discrete categoryHomA (A,B);
hence the only2-cells ofA are the identities1f : f ⇒ f , for every morphismf : A → B.
The composition bifunctorcABC is of course given (on1-cells) by the composition law for
morphisms ofA . Likewise, the functoruA assigns to every objectA its identity endomorphism.

(ii) In the same vein, every functor between usual categories, is a pseudo-functor between the
corresponding2-categories as in (i); of course, the coherence constraint consists of identities.
Finally, every natural transformation of usual functors can be regarded naturally as a pseudo-
natural transformation between the corresponding pseudo-functors.

(iii) As it has already been mentioned, the categoryCat is naturally a2-category. Namely,
for any three small categoriesA , B andC , the1-cells inCat(A ,B) are the functors fromA
to B, and the2-cells are the natural transformations between these functors. The composition
law cA BC is defined on1-cells by the usual composition of functors, and on2-cells as in (1.1.7).

(iv) The standard constructions on categories admit analogues for2-categories. However, if
A is a 2-category, there are several inequivalent candidates for the opposite2-categoryA o :
one can reverse the1-cells, one can reverse the2-cells, i.e. replace the categoriesA (A,B) by
their opposites, or do both. We leave to the reader the task ofspelling out the definition(s).

(v) Likewise, ifX is any object ofA , one may define a2-categoryA/X. Its objects are the
arrows inA of the formf : A → X. If g : B → X is another such arrow,A/X(f, g) is the
subcategory ofA (f, g) whose objects are all the arrowsh : A → B such thatg ◦ h = f , and
whose morphisms are all the2-cellsα of A (f, g) such that1g ∗ α = 1f . The composition and
unit functors forA/X are the restrictions of the corresponding ones forA .

(vi) Consider2-categoriesA , B. For every objectB of B, one may define theconstant
pseudo-functorwith valueB : this is the pseudo-functor

FB : A → B such that FB(A) := B FB(f) := 1B FB(α) := iB

for everyA ∈ Ob(A ), every1-cell f , and every2-cell α of A . The coherence constraint for
FB consists of identities. Given a pseudo-functorF : A → B, apseudo-cone onF with vertex
B is a pseudo-natural transformationFB ⇒ F . Especially, every1-cell f : B → B′ induces a
pseudo-cone :

Ff : FB ⇒ FB′ : (Ff )A := f for everyA ∈ Ob(A )

whose coherence constraint consists of identities.
Dually, apseudo-cocone onF with vertexB is a pseudo-natural transformationF ⇒ FB,

andFf can thus be viewed as a pseudo-cocone onF with vertexB′.

Definition 1.3.7. Consider two pseudo-functorsF,G : A → B between2-categoriesA , B,
and two pseudo-natural transformationsα, β : F ⇒ G. A modificationΞ : α β is a family :

ΞA : αA ⇒ βA

of 2-cells of B, for every objectA of A . Such a family is required to satisfy the following
condition. For every pair of1-cells f, g : A → A′ of A , and every2-cell γ : f ⇒ g, the
equality

(ΞA′ ∗ Fγ)⊙ ταAA′,f = τβAA′,g ⊙ (Gγ ∗ ΞA)
holds inB, whereτα•• (resp.τβ••) denotes the coherence constraint forα (resp. forβ).



36 OFER GABBER AND LORENZO RAMERO

1.3.8. If Ξ,Θ : α  β are two modifications between pseudo-natural transformationsα, β :
F ⇒ G of pseudo-functorsF,G : A → B, we may define the composition

Ξ ◦Θ : α β : A 7→ ΞA ⊙ΘA for everyA ∈ Ob(A).

We may then consider the category :

PsNat(F,G)

whose objects are the pseudo-natural transformationsF ⇒ G, and whose morphisms are the
modificationsα  β between them. For instance,PsNat(FB, F ) (resp.PsNat(F, FB)) is the
category of pseudo-cones (resp. pseudo-cocones) onF with vertexB (example 1.3.6(vi)).

1.3.9. LetA ,B be two 2-categories; using the modification, we can endow the category
PsFun(A ,B) of pseudo-functorsA → B, with a natural structure of2-category. Namely,
for any two pseudo-functorsF,G : A → B, the1-cellsF → G of PsFun(A ,B) are the
pseudo-natural transformationsF ⇒ G of two such functors; of course, for fixedF andG, the
category structure on the set of1-cellsF → G is precisely the one ofPsNat(F,G), i.e. the
2-cells ofPsFun(A ,B) are the modifications. The composition functor

PsNat(F,G)× PsNat(G,H)→ PsNat(F,H)

assigns, to any two modificationsΞ : α β andΞ′ : α′  β ′, the modification

Ξ′ ∗ Ξ : α′ ◦ α β ′ ◦ β A 7→ Ξ′
A ∗ ΞA for everyA ∈ Ob(A ).

With this notation, we say that a pseudo-natural transformation of pseudo-functorsA → B
is apseudo-natural equivalenceif it is an equivalence in the2-categoryPsFun(A ,B) (in the
sense of (1.3.3)).

Definition 1.3.10. Let A andB be two2-categories, andF : A → B a pseudo-functor.

(i) We say thatF is a2-equivalencefrom A to B if the following holds :
• For everyA,B ∈ Ob(A ), the functorFAB is an equivalence (notation of defini-

tion 1.3.4).
• For everyA′ ∈ Ob(B) there existsA ∈ Ob(A ) and an equivalenceFA→ A′.

(ii) Let G : B → A be a pseudo-functor. We say thatG is right 2-adjoint to F if the
following holds.
• For everyA ∈ Ob(A ) andB ∈ Ob(B) there exists an equivalence of categories

ϑAB : HomB(FA,B)→ HomA (A,GB).

• For every pair of1-cellsf : A′ → A in A , g : B → B′ in B, there exists a natural
isomorphism of functors

HomB(FA,B)
HomB(Ff,g)

//

ϑAB
��

vvvv
7?τf,g

HomB(FA
′, B′)

ϑA′B′

��
HomA (A,GB)

HomA (f,Gg)
// HomA (A′, GB′).

• For every pair of compositions of1-cellsA′′ f ′−→ A′ f−→ A in A , B
g−→ B′ g′−→ B′′,

we have the identity

(τf ′,g′ ∗ HomB(Ff, g)) ◦ (HomA (f ′, Gg′) ∗ τf,g) = τf◦f ′,g′◦g.

In this case, we also say that(F,G) is a2-adjoint pair of pseudo-functors.
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Remark 1.3.11.LetF : A → B be a pseudo-functor.
(i) The reader may show thatF is a2-equivalence if and only if there exists a pseudo-functor

G : B → A and two pseudo-natural equivalences1A ⇒ G ◦ F andF ◦G⇒ 1B.
(ii) Suppose thatF admits a right2-adjointG : A → B, and letϑ•• and τ•• be the

corresponding data as in definition 1.3.10(ii). Using thesedata, one can define a unitη : 1A ⇒
F ◦G and counitε : G ◦ F ⇒ 1B, that are pseudo-natural transformations fulfilling triangular
identities as in (1.1.8).

(iii) Conversely, the existence of pseudo-natural transformationε, η as in (ii), fulfilling the
above mentioned triangular identities, implies thatG is right 2-adjoint toF (details left to the
reader).

Definition 1.3.12. Let A be a2-category,F : A → B a pseudo-functor.
(i) A 2-limit of F is a pair :

2-lim
A

F := (L, π)

consisting of an objectL of B and a pseudo-coneπ : FL ⇒ F , such that the functor :

B(B,L)→ PsNat(FB, F ) : f 7→ π ⊙ Ff

is an equivalence of categories, for everyB ∈ Ob(B).
(ii) Dually, a 2-colimit of F is a pair :

2-colim
A

F := (L, π)

consisting of an objectL of B and a pseudo-coconeπ : F ⇒ FL, such that the functor:

B(L,B)→ PsNat(F, FB) : f 7→ Ff ⊙ π
is an equivalence of categories, for everyB ∈ Ob(B).

As usual, if the2-limit exists, it is unique up to (non-unique) equivalence :if (L′, π′) is another
2-limit, there exists an equivalenceh : L→ L′ and an isomorphismβ : π′⊙Fh

∼→ π; moreover,
the pair(h, β) is unique up to unique isomorphism, in a suitable sense, thatthe reader may spell
out, as an exercise. A similar remark holds for2-colimits.

(iii) We say thatB is 2-complete(resp. 2-cocomplete) if, for every small2-categoryA ,
every pseudo-functorA → B admits a2-limit (resp. a2-colimit).

Remark 1.3.13.To be in keeping with the terminology of [10, Ch.VII], we should write pseudo-
bilimit instead of 2-limit (and likewise for 2-colimit). The term “2-limit” denotes inloc.cit. a
related notion, which makes it unique up to isomorphism, notjust up to equivalence. However,
the notion introduced in definition 1.3.12 is the one that occurs most frequently in applications.

The following lemma 1.3.14 indicates that the framework of2-categories does indeed provide
an adequate answer to the issues raised in (1.3).

Lemma 1.3.14.Let A be a2-category,F,G : A → B two pseudo-functors,ω : F ⇒ G a
pseudo-natural equivalence, and suppose that the2-limit of F exists. Then the same holds for
the2-limit of G, and there is a natural equivalence inB :

2-lim
A

F
∼→ 2-lim

A
G.

More precisely, if(L, π) is a pair withL ∈ Ob(B) and a pseudo-coneπ : FL ⇒ F representing
the2-limit of F , then the pair(L, ω ◦ π) represents the2-limit of G.

A dual assertion holds for2-colimits.

Proof. It is easily seen that the ruleα 7→ ω ⊙ α induces an equivalence of categories :

PsNat(FB, F )→ PsNat(FB, G).

The claim is an immediate consequence. �
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Proposition 1.3.15.For every small categoryB, the 2-categoryCat/B is 2-complete and
2-cocomplete.

Proof. We only show2-completeness, and we leave the proof of2-cocompleteness as an exer-
cise for the reader. Notice that, in the special case whereB is the terminal object ofCat, the
assertion means thatCat is 2-complete and2-cocomplete. Let :

F : A → Cat : a 7→ Fa for everya ∈ Ob(A )

be a pseudo-functor from a small2-categoryA ; we define a categoryLF as follows :

• The objects ofLF are all the systems(X•, ξ
X
• ), whereXa ∈ Ob(Fa) for everya ∈

Ob(A ) and ξXf : Fab(f)(Xa)
∼→ Xb is an isomorphism inFb, for every morphism

f : a→ b in A . The data(X•, ξ
X
• ) are required to fulfill the following conditions.

(a) If f : a→ b andg : b→ c are any two morphisms inA , the diagram :

Fbc(g) ◦ Fab(f)(Xa)
Fbc(g)(ξ

X
f )

//

γ(f,g)(Xa)

��

Fbc(g)(Xb)

ξXg
��

Fac(g ◦ f)(Xa)
ξXg◦f (Xa) // Xc

commutes, whereγ denotes the coherence constraint ofF .
(b) Moreover,ξX1a = 1Xa for everya ∈ Ob(A ), where1a is the image of the unit

functorua : 1→ A .
• The morphisms(X•, ξ

X
• ) → (Y•, ξ

Y
• ) in LF are the systems of morphismst• := (ta :

Xa → Ya | a ∈ Ob(A )) such that the diagram :

Fab(f)(Xa)
Fab(f)(ta) //

ξXf
��

Fab(f)(Ya)

ξYf
��

Xb
tb // Yb

commutes for every morphismf : a→ b in A .

Next, we define a pseudo-coneπ : FLF
⇒ F as follows.

• For everya ∈ Ob(A ), we letπa : LF → Fa be the functor given by the rule :

(X•, ξ
X
• ) 7→ Xa and t• 7→ ta.

• For every morphismf : a → b in A , we let τf : Fab(f) ◦ πa ⇒ πb be the natural
transformation given by the rule :

(τf)(X•,ξX• ) := ξ•f .

The verification that(π•, τ•) satisfies the coherence axioms for a pseudo-natural transformation,
is straightforward, using the foregoing conditions (a) and(b). We claim that(LF , π) is a2-limit
of F . Indeed, suppose thatC is another small category, andα : FC ⇒ F is a pseudo-cone with
vertexC . By definition,α is the datum of functorsαa : C → Fa for everya ∈ Ob(A ), and
natural isomorphismsσf : Fab(f) ◦ αa ⇒ αb for every morphismf : a→ b in A fulfilling the
usual coherence axioms. To such datum we attach a functorLα : C → LF by the following
rule. For everyX ∈ Ob(C ), we set :

Lα(X) := (α•X, (σ•)X)

and to every morphismg : X → Y we assign the compatible system(αag | a ∈ Ob(A )). It is
then immediate to see thatπ ⊙ FLα = α, andLπ⊙FG = G for every functorG : C → LF . �
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1.3.16. LetA be any2-category. We shall say that a diagram of objects and arrows in A :

(1.3.17)
A

f //

g

��

B

h
��

C
k // D

is essentially commutative, if there exists an invertible2-cell α : h ◦ f ⇒ k ◦ g. Let L be
the small category withOb(L) := {0, 1, 2}, and whose set of arrows consists of the identity
morphisms, and two more arrows1 → 0 and2 → 0. An essentially commutative diagram
(1.3.17) can be regarded as a pseudo-coneπ with vertexA, on the functorF : L → A such
thatF (0) := D, F (1) := B, F (2) := C, F (1 → 0) := h andF (2 → 0) := k. We say that
(1.3.17) is2-cartesianif (A, π) is a2-limit of the functorF .

For instance, letA := Cat; by inspecting the proof of proposition 1.3.15, we see that
(1.3.17) is a2-cartesian diagram, if and only if the functorsf andg and the2-cell α induce an
equivalence from the small categoryA, to the category whose objects are all data of the form
X := (b, c, ξ), whereb ∈ Ob(B), c ∈ Ob(C), andξ : h(b)

∼→ k(c) is an isomorphism. If
X ′ := (b′, c′, ξ′) is another such datum, the morphismsX → X ′ are the pairs(ϕ, ψ), where
ϕ : b→ b′ (resp.ψ : c→ c′) is a morphism inB (resp. inC), andξ′ ◦ h(ϕ) = k(ϕ′) ◦ ξ.

This category shall be called the2-fibre productof the functorsk andh, and shall be denoted

B
2
×

(h,k)
C

or sometimes, justB
2
×D C, if there is no danger of ambiguity.

1.4. Fibrations. We keep the assumptions and notation of section 1.1; especially, Cat is syn-
onimous withU-Cat. Let ϕ : A → B be a functor,f : A′ → A a morphism inA , and
set

g := ϕf : ϕA′ → ϕA.

We say thatf is ϕ-cartesian, or – slightly abusively – thatf is B-cartesian, if the induced
commutative diagram of sets (notation of (1.1.14)) :

HomA (X,A′)
f∗ //

ϕ

��

HomA (X,A)

ϕ

��
HomB(ϕX,ϕA

′)
g∗ // HomB(ϕX,ϕA)

is cartesian for everyX ∈ Ob(A ). In this case, one also says thatf is an inverse image ofA
overg, or – slightly abusively – thatA′ is an inverse image ofA overg. One verifies easily that
the composition of twoB-cartesian morphisms is againB-cartesian.

Definition 1.4.1. Let ϕ : A → B be a functor, andB any object ofB.
(i) Thefibre ofϕ overB is the categoryϕ−1B whose objects are all theA ∈ Ob(A ) such

thatϕA = B, and whose morphismsf : A′ → A are the elements ofHomA (A′, A)
such thatϕf = 1B. We denote by :

ιB : ϕ−1B → A

the natural faithful imbedding ofϕ−1B into A .
(ii) We say thatϕ is a fibration if, for every morphismg : B′ → B in B, and every

A ∈ Ob(ϕ−1B), there exists an inverse imagef : A′ → A of A overg. In this case,
we also say thatA is afibredB-category.

Example 1.4.2.Let C be any category,X any object ofC .
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(i) The functor (1.1.13) is a fibration, and all the morphismsin C/X areC -cartesian. The
easy verification shall be left to the reader.

(ii) The source functors : Morph(C ) → C is a fibration (notation of (1.1.17)); more
precisely, thes-cartesian morphisms are the square diagrams (1.1.18) in which g′ is an
isomorphism. For anyB ∈ Ob(B), the fibres−1B is the categoryB/C .

(iii) Suppose that all fibre products are representable inC . Then also the target functor
t : Morph(C ) → C is a fibration; more precisely, thet-cartesian morphisms are the
square diagrams (1.1.18) which are cartesian (i.e. fibred). For anyB ∈ Ob(B), the
fibre t−1B is the categoryC/B.

Definition 1.4.3. Let A , A ′ andB be three small categories,ϕ : A → B andϕ′ : A ′ → B
two functors, which we regard as objects ofCat/B; let alsoF : A → A ′ be aB-functor,
i.e. a morphismϕ → ϕ′ in Cat/B. We say thatF is cartesian(resp.strongly cartesian), if it
sendsB-cartesian morphisms ofA (resp. all morphisms ofA ), to B-cartesian morphisms in
A ′. We denote by :

CartB(A ,A ′)

the category whose objects are the strongly cartesianB-functorsF : A → A ′, and whose
morphisms are the natural transformations :

(1.4.4) α : F ⇒ G such that ϕ′ ∗ α = 1ϕ.

Remark 1.4.5. The reader might prefer to reserve the notationCartB(A ,A ′) for the larger
category of all cartesian functors. However, in our applications only the categories of strongly
cartesian functors arise, hence we may economize a few adverbs.

Besides, in many cases we shall considerB-categoriesA whose every morphism isB-
cartesian (this happens,e.g. whenA is a subcategory ofB); in such situations, obviously
every cartesian functorA → A ′ is strongly cartesian.

1.4.6. Letϕ : A → B be a fibration, andg : B′ → B any morphism inB. Suppose we have
chosen, for every objectA ∈ Ob(ϕ−1B), an inverse image :

gA : g∗A→ A

of A overg (sog∗A ∈ Ob(ϕ−1B′) andϕ(gA) = g). Then the ruleA 7→ g∗A extends naturally
to a functor :

g∗ : ϕ−1B → ϕ−1B′.

Namely, by definition, for every morphismh : A′ → A in ϕ−1B there exists a unique morphism
g∗h : g∗A′ → g∗A, such that :

(1.4.7) h ◦ gA′ = gA ◦ g∗h

and ifk : A′′ → A′ is another morphism inϕ−1B, the uniqueness ofg∗k implies that :

g∗k ◦ g∗h = g∗(k ◦ h).

Moreover, (1.4.7) also means that the ruleA 7→ gA defines a natural transformation :

g• : ιB′ ◦ g∗ ⇒ ιB

(notation of definition 1.4.1(i)).
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1.4.8. Letϕ : A → B be a fibration between small categories, andB′′ h−→ B′ g−→ B two
morphisms inB. Proceeding as in (1.4.6), we may attach tog andh three functors :

g∗ : ϕ−1B → ϕ−1B′ h∗ : ϕ−1B′ → ϕ−1B′′ (g ◦ h)∗ : ϕ−1B → ϕ−1B′′

as well as natural transformations :

g• : ιB′ ◦ g∗ ⇒ ιB h• : ιB′′ ◦ h∗ ⇒ ιB′ (g ◦ h)• : ιB′′ ◦ (g ◦ h)∗ ⇒ ιB

and by inspecting the constructions, one easily finds a unique natural isomorphism :

γh,g : h
∗ ◦ g∗ ⇒ (g ◦ h)∗

which fits into a commutative diagram :

ιB′′ ◦ h∗ ◦ g∗ h•∗g∗ +3

ιB′′∗γh,g
��

ιB′ ◦ g∗

g•

��
ιB′′ ◦ (g ◦ h)∗ (g◦h)• +3 ιB.

It follows that the rule which assigns to eachB ∈ Ob(B) the small categoryϕ−1B, to each
morphismg in B a chosen functorg∗, and to each pair of morphisms(g, h) as above, the natural
isomorphismγh,g, defines a pseudo-functor

(1.4.9) c : Bo → Cat.

Notice as well that, for everyB ∈ Ob(B), we may choose(1B)∗ to be the identity functor of
ϕ−1B; then the isomorphism

(δB)∗ : ϕ
−1B → ϕ−1B

required by definition 1.3.4, shall also be the identity. (Here we viewBo as a2-category,
as explained in example 1.3.6(i); also, the natural2-category structure onCat is the one of
example 1.3.6(iii)). The datum of a pseudo-functorc as in (1.4.9) is called acleavage(in
french: “clivage”) for the fibrationϕ.

Example 1.4.10.Let B be any category.
(i) Let ϕ : A → B be a fibration, andψ : C → B any functor. Then the induced

functorA ×(ϕ,ψ) C → C is also a fibration. The cartesian morphisms ofA ×(ϕ,ψ) C
are the pairs(f, g) wheref is a cartesian morphism ofA , g is a morphism ofC , and
ϕ(f) = ψ(g).

(ii) A composition of fibrations is again a fibration. Also, for i = 1, 2, let Ai → B be two
fibrations; combining with (i) we see thatA1 ×B A2 → B is also a fibration.

(iii) Let F be a presheaf onB. ToF we may attach a fibrationϕF : AF → B as follows.
The objects ofAF are all the pairs(X, s), whereX ∈ Ob(B) ands ∈ F (X). A mor-
phism(X, s)→ (X ′, s′) is a morphismf : X → X ′ in B, such thatF (f)(s′) = s. The
functorϕF is defined by the rule :ϕF (X, s) = X for every(X, s) ∈ Ob(AF ). For any
X ∈ Ob(B), the fibreϕ−1

F (X) is (naturally isomorphic to) the discrete categoryF (X)
(see (1.1.1)). Notice also that every morphism inAF is cartesian. This construction is
a special case of (1.4.15).

(iv) Let F andG be presheaves onB. With the notation of (iii), there is a natural bijection:

HomC∧(F,G)
∼→ CartB(AF ,AG).

Namely, to a morphismψ : F → G one assigns the functorAψ : AF → AG such that
Aψ(X, s) = (X,ψ(X)(s)) for every(X, s) ∈ Ob(AF ).

(v) For instance, ifB has smallHom-sets, andF is representable by an objectX of B,
then one checks easily thatAF is naturally isomorphic toC/X and the fibrationAF is
equivalent to that of example 1.4.2(i).
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(vi) Furthermore, fori = 1, 2, letGi → F be two morphisms of presheaves onB; then we
have a natural isomorphism of fibrations overB :

AG1 ×AF AG2

∼→ AG1×FG2

(details left to the reader).

1.4.11. LetA ′′ → B be another smallB-category, andF : A → A ′ anyB-functor; we
obtain a natural functor :

CartB(F,A
′′) : CartB(A

′,A ′′)→ CartB(A ,A ′′) G 7→ G ◦ F.
To any morphismα : G⇒ G′ in CartB(A ′,A ′′), the functorCartB(F,A ′′) assigns the natural
transformationα ∗ F : G ◦ F ⇒ G′ ◦ F .

Likewise, any cartesianB-functorG : A ′ → A ′′ induces a functor :

CartB(A , G) : CartB(A ,A ′)→ CartB(A ,A ′′) F 7→ G ◦ F
which assigns to any morphismβ : F ⇒ F ′ in CartB(A ,A ′), the natural transformation
G ∗ β : G ◦ F ⇒ G ◦ F ′.

Furthermore, in caseϕ′ : A ′ → B is a fibration, we have a natural equivalence of categories

(1.4.12) CartA (A , p′) : CartA (A ,A ×(ϕ,ϕ′) A ′)
∼→ CartB(A ,A ′)

(wherep′ : A ×(ϕ,ϕ′) A ′ → A ′ is the natural projection functor).

Proposition 1.4.13.Letϕ : A → B andϕ′ : A ′ → B be two fibrations, andF : A → A ′ a
cartesianB-functor. We have :

(i) The following conditions are equivalent :
(a) F is a fibrewise equivalence, i.e. for anyB ∈ Ob(B) the restrictionϕ−1B →

ϕ′−1B of the functorF , is an equivalence.
(b) F is a B-equivalence,i.e. an equivalence in the2-categoryU′-Cat/B (in the

sense of(1.3.3)) whereU′ is any universe relative to which the categoriesA , A ′

andB are small.
(ii) If the equivalent conditions of(i) hold, the functorCartB(C , F ) is an equivalence, for

everyB-categoryC → B.

Proof. Condition (b) means thatF admits a quasi-inverseG which is aB-functor. The proof is
similar to that of [11, Prop.8.4.2], and shall be left as an exercise for the reader. �

Definition 1.4.14. Let B be any small category.

(i) A split fibrationoverB is a pair(ϕ, c) consisting of a fibrationϕ : A → B and a
cleavagec for ϕ, such thatc is a functor.

(ii) For i = 1, 2, let (ϕi : Ai → B, ci) be two split fibrations, andF : A1 → A2 a cartesian
functor. For everyB ∈ Ob(B), let FB : ϕ−1

1 B → ϕ−1
2 B denote the restriction ofF .

We say thatF is a split cartesian functor(ϕ1, c1) → (ϕ2, c2) if the rule : B 7→ FB
defines a natural transformationc1 ⇒ c2.

1.4.15. LetB be a small category. Clearly, the collection of all fibrations A → B (resp.
of split fibrations(ϕ : A → B, c)) with A small, forms a categoryFib(B) (resp. sFib(B))
whose morphisms are the cartesian functors (resp. the splitcartesian functors). Furthermore,
we have an obvious forgetful functor :

(1.4.16) sFib(B)→ Fib(B) (ϕ, c) 7→ ϕ.

On the other hand, we have as well a natural functor

C : Fib(B)→ sFib(B)
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defined as follows. For a fibrationϕ : A → B, we letC(A /B) be the category whose objects
are all the pairs(B,G), whereB ∈ Ob(B) andG : B/B → A is a cartesian functor (recall
thatB/B is fibred overB, by example 1.4.2(i)). The morphisms(B,G) → (B′, G′) are the
pairs(f, α), wheref : B → B′ is a morphism ofB, andα : G ⇒ G′ ◦ f∗ is a morphism
of CartB(B/B,A ). The rule(B,G) 7→ B defines a functorC(ϕ) : C(A /B) → B, and it
is easily seen thatC(ϕ) is a fibration; indeed, for any morphismf : B′ → B and any object
(B,G) of C(A /B), the pair(B′, G ◦ f∗) is an inverse image of(B,G) overf (details left to
the reader). Notice that, with this choice of inverse images, the resulting cleavage forC(ϕ) is
actually a functor. Notice as well that the rule :(A → B) 7→ C(A /B) is functorial in the
fibrationA . Namely, every cartesian functorF : A1 → A2 of fibredB-categories induces a
cartesian functorC(F/B) : C(A1/B) → C(A2/B) via the rule :(B,G) 7→ (B,F ◦ G) for
every object(B,G) of C(A1/B), and ifF ′ : A2 → A3 is another cartesian functor of fibered
B-categories, we have the identity

C(F ′ ◦ F/B) = C(F ′/B) ◦ C(F/B).

Let us spell out the cleavage ofC(ϕ) : this is the functor

CartB(B/−,A ) : Bo → U′-Cat

(for a suitable universeU′) that assigns to anyB ∈ Ob(Bo) the categoryCartB(B/B,A ), and
to any morphismB′ g−→ B in B the functor :

CartB(g∗,A ) : CartB(B/B,A )→ CartB(B/B
′,A ).

Moreover, letF : A1 → A2 be a cartesian functor of fibredB-categories. Then we obtain a
natural transformation of cleavages :

CartB(B/−,A1)⇒ CartB(B/−,A2) B 7→ CartB(B/B, F ).

Summing up, this shows that the rule(ϕ : A → B) 7→ (C(ϕ),CartB(B/−,A )) defines the
sought functorC.

Theorem 1.4.17.With the notation of(1.4.15), we have :

(i) The functorC is right 2-adjoint to(1.4.16)(see definition1.3.10(ii)).
(ii) The counit of this pair of2-adjoint functors is a pseudo-natural equivalence.

Proof. According to remark 1.3.11(iii), it suffices to exhibit a unit and a counit fulfilling trian-
gular identities as in (1.1.8). To this aim, letϕ : A → B be a fibration, and consider the natural
cartesian functor ofB-categories

ev• : C(A /B)→ A

that assigns to every object(B,G) of C(A /B) its evaluationG1B ∈ Ob(ϕ−1B), and to any
morphism(f, α) : (B,G)→ (B′, G′), the morphismαB : G1B → G′f .

Claim1.4.18. The functorev• is aB-equivalence.

Proof of the claim.It suffices to show thatev• is a fibrewise equivalence (proposition 1.4.13(i)).
However, for everyB ∈ Ob(B), an inverse equivalenceβB : ϕ−1B → CartB(B/B,A ) can be
constructed explicitly by choosing, for a fixedA ∈ Ob(ϕ−1B), and every objectg : B′ → B of
B/B, an inverse imagegA : g∗A→ A of A overg. These choices determineβB on objects, via
the rule :

βB(A) : Ob(B/B)→ Ob(A ) : g 7→ g∗A.

Then the image ofβB(A) is uniquely determined on every morphism ofB/B, by the universal
property ofgA (cp. (1.4.6)). By the same token, one sees thatβB(A)(f) is B-cartesian, for
every morphismf of B/B, i.e. βB(A) is a cartesian functor. Finally, the ruleA 7→ βB(A) is
functorial onϕ−1B : for the details, see [11, Prop.8.2.7]. ♦
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Clearly every cartesian functorF : A1 → A2 of fibredB-categories yields a commutative
diagram ofB-categories :

C(A1/B)
C(F/B)

//

ev•

��

C(A2/B)

ev•

��
A1

F // A2

henceev• is our candidate pseudo-natural counit, and claim 1.4.18 implies that (ii) holds for
this choice of counit. Next, let(ϕ : A → B, c) be any split fibration. To define a unit, we need
to exhibit a natural split cartesian functor :

(1.4.19) (ϕ, c)→ (C(A /B),CartB(B/−,A )).

This is obtained as follows. LetA be any object ofA , and setB := ϕ(A); to A we assign
the unique cartesian functorFA determined on objects by the rule :FA(f) := f ∗A, for every
f ∈ Ob(B/B); of course,f ∗ denotes the pull-back functor provided by the split cleavage
c. It is easily seen that the ruleA 7→ FA extends to a unique split cartesian functor (1.4.19).
Lastly, we entrust to the reader the verification that the unit and counit thus defined do fulfill the
triangular identities. �

Remark 1.4.20.Let ϕ : A → B be a fibration. Since the equivalenceev• of claim 1.4.18 is
independent of choices, one might hope that the rule :B 7→ (ev• : C(ϕ)

−1B → ϕ−1B) extends
to a natural isomorphism between functorsBo → U′-Cat. However, since (1.4.9) is only a
pseudo-functor, the best one can achieve is a pseudo-natural equivalence :

ev : CartB(B/−,A )⇒ c

which will be uniquely determined, for every given choice ofa cleavagec for the fibrationϕ.

Proposition 1.4.21.Let F : A → B be a functor,C → B a fibration, and suppose that,
for everyB ∈ Ob(B), the induced functorCartB(F/B,C ) is an equivalence (notation of
(1.1.16)). Then the functorCartB(F,C ) is an equivalence.

Proof. Let D denote the category whose objects are all the pairs(B,G), whereB ∈ Ob(B)
andG : FA /B → C is a strictly cartesian functor. The morphisms inD are defined as for
the categoryC(C ) introduced in the proof of theorem 1.4.17. It is easily seen that the rule :
(B,G) 7→ G determines a fibrationD → B. Moreover, the natural transformation

CartB(F/−,C ) : CartB(B/−,C )⇒ CartB(FA /−,C )

induces a cartesian functor ofB-categoriesG : C(C )→ D , whence a commutative diagram :

(1.4.22)

CartB(B,C )
CartB(F,C )

//

α

��

CartB(A ,C )

β
��

CartB(B,C(C ))
CartB(B,G)

// CartB(B,D).

Namely,α assigns to any strongly cartesianB-functor F : B → C the strongly cartesian
functorα(F ) : B → C(C ), given by the rule :

B 7→ (F ◦ sB : B/B → C ) for everyB ∈ Ob(B)

wheresB : B/B → B is the functor (1.1.13). Likewise,β sends a strongly cartesian functor
G : A → C to the strongly cartesian functorβ(G) : B → D given by the rule :

B 7→ (F ◦ ιB : FA /B → C ) for everyB ∈ Ob(B)

whereιB : FA /B → A is defined as in (1.1.16).
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Our assumption then means thatG is a fibrewise equivalence, in which case, proposition
1.4.13(ii) ensures that the bottom arrow of (1.4.22) is an equivalence. We leave to the reader
the verification that both vertical arrows are equivalencesas well, after which the assertion
follows. �

1.5. Sieves and descent theory.This section develops the basics of descent theory, in the
general framework of fibred categories. For later use, it is convenient to introduce the notion
of n-faithful functor, for all integersn ≤ 2. Namely : if n < 0, every functor isn-faithful;
a functorF : A → B (between any two categoriesA andB) is 0-faithful, if it is faithful
(definition 1.1.4);F is 1-faithful, if it is fully faithful; finally, we say thatF is 2-faithful, if it is
an equivalence.

Definition 1.5.1. Let B andC be two categories,F : B → C a functor.
(i) A sieveof C is a full subcategoryS of C such that the following holds. IfA ∈

Ob(S ), andB → A is any morphism inC , thenB ∈ Ob(S ).
(ii) If S ⊂ Ob(C ) is any subset, there is a smallest sieveSS of C such thatS ⊂ Ob(SS);

we callSS thesieve generated byS.
(iii) If S is a sieve ofC , theinverse image ofS underF is the full subcategoryF−1S of

B with Ob(F−1S ) = {B ∈ Ob(B) | FB ∈ Ob(S )} (notice thatF−1S is a sieve).
(iv) If f : X → Y is any morphism inC , andS is any sieve ofC/Y , we shall write

S ×Y f for the inverse image ofS under the functorf∗ (notation of (1.1.14)).

Example 1.5.2.For instance, suppose thatS is the sieve ofC/Y generated by a family :

{Yi → Y | i ∈ I} ⊂ Ob(C/Y ).

If the fibre productXi := X ×Y Yi is representable inC for everyi ∈ I, thenS ×Y f is the
sieve generated by the family of induced projections{Xi → X | i ∈ I} ⊂ Ob(C/X).

1.5.3. LetC be a category with smallHom-sets,X an object ofC , andS a sieve of the
categoryC/X; we define the presheafhS onC by ruling that

hS (Y ) := {f ∈ HomC (Y,X) | (Y, f) ∈ Ob(S )} for everyY ∈ Ob(C ).

For a given morphismf : Y ′ → Y in C , the maphS (f) is just the restriction ofHomC (f,X).
HencehS is a subobject ofhX (notation of (1.1.19)), and indeed the ruleS 7→ hS sets up
a natural bijection between the subobjects ofhX in C ∧ and the sieves ofC/X. The inverse
mapping sends a subobjectF of hX to the full subcategorySF of C/X such that :

Ob(SF ) =
⋃

Y ∈Ob(C )

{(Y, f) | f ∈ F (Y )}.

In the notation of (1.1.16), this is naturally isomorphic tothe categoryhC /F and it is easy to
check that it is indeed a sieve ofC/X.

Example 1.5.4. In the situation of (1.5.3), letS := {Xi → X | i ∈ I} be any family of
morphisms inC . ThenS generates the sieveS if and only if :

hS =
⋃

i∈I

Im(hXi → hX).

(Notice that the above union is well defined even in caseI is not small.)

In the same way, one sees that the sieves ofC are in natural bijection with the subobjects of
the final object1C of C ∧. Moreover, it is easy to check that, for every sieveS of C/X, and
every morphismf : Y → X in C , the above correspondence induces a natural identificationof
subobjects ofhY :

hS×Xf = hS ×hX hY .



46 OFER GABBER AND LORENZO RAMERO

Since the Yoneda imbedding is fully faithful, we shall oftenabuse notation, to identify an object
X of C with the corresponding representable presheafhX ; with this notation, we may write
hS×Xf = hS ×X Y .

1.5.5. LetC be a small category, andS the sieve ofC generated by a subsetS ⊂ Ob(C ).
Say thatS = {Si | i ∈ I} for a setI of the universeU; for every i ∈ I, there is a faithful
imbeddingεi : C/Si → S , and for every pair(i, j) ∈ I × I, we define

C/Sij := C/Si ×(εi,εj) C/Sj

(notation of (1.1.27)). Hence, the objects ofC/Sij are all the triples(X, gi, gj), whereX ∈
Ob(C ) andgl ∈ HomC (X,Sl) for l = i, j. The natural projections :

π1
ij∗ : C/Sij → C/Si π0

ij∗ : C/Sij → C/Sj

are faithful imbeddings. We deduce a natural diagram of categories :

∐

(i,j)∈I×I

C/Sij
∂0 //

∂1

//
∐

i∈I

C/Si
ε−→ S

where :
∂0 :=

∐

(i,j)∈I×I

π0
ij∗ ∂1 :=

∐

(i,j)∈I×I

π1
ij∗ ε :=

∐

i∈I

εi.

Remark 1.5.6. Notice that, under the current assumptions, the productSij := Si × Sj is not
necessarily representable inC . In case it is, we may consider another category, also denoted
C/Sij , namely the category ofSij-objects ofC (as in (1.1.12)). The latter is naturally isomor-
phic to the category with the same name introduced in (1.5.5). Moreover, under this natural
isomorphism, the projectionsπ0

ij∗ andπ1
ij∗ are identified with the functors induced by the natu-

ral morphismsπ0
ij : Sij → Sj and respectivelyπ1

ij : Sij → Si. Hence, in this case, the notation
of (1.5.5) is compatible with (1.1.14).

Lemma 1.5.7.With the notation of(1.5.5), the functorε induces an isomorphism betweenS
and the coequalizer (in the categoryCat) of the pair of functors(∂0, ∂1).

Proof. Let A be any other object ofCat, andF :
∐

i∈I C/Si → A a functor such thatF ◦∂0 =
F ◦ ∂1. We have to show thatF factors uniquely throughε. To this aim, we construct explicitly
a functorG : S → A such thatG ◦ ε = F . First of all, by the universal property of the
coproduct,F is the same as a family of functors(Fi : C/Si → A | i ∈ I), and the assumption
onF amounts to the system of identities :

(1.5.8) Fi ◦ π1
ij∗ = Fj ◦ π0

ij∗ for everyi, j ∈ I.
Hence, letX ∈ Ob(S ); by assumption there existsi ∈ I and a morphismf : X → Si in C , so
we may setGX := Fif . In caseg : X → Sj is another morphism inC , we deduce an object
h := (X, f, g) ∈ Ob(C/Sij), sof = π1

ij∗h andg = π0
ij∗h; then (1.5.8) shows thatFif = Fjg,

i.e.GX is well-defined.
Next, letϕ : X → Y be any morphism inS ; choosei ∈ I and a morphismfY : Y → Si,

and setfX := fY ◦ ϕ. We letGϕ := Fi(ϕ : fX → fY ). Arguing as in the foregoing,
one verifies easily thatGϕ is independent of all the choices, and then it follows easilythat
G(ψ ◦ ϕ) = Gψ ◦ Gϕ for every other morphismψ : Y → Z in S . It is also clear that
G1X = 1GX , whence the contention. �

Example 1.5.9.Let B be any category andX any object ofB.

(i) Let ϕ : A → B be a fibration, andS any sieve ofA . By restriction,ϕ induces a
functorϕ|S : S → B, and it is straightforward to see thatϕ|S is again a fibration.
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(ii) In the situation of example 1.4.10(iii), suppose thatF = hS for some sieveS of
B/X (notation of (1.5.3)). ThenAF is naturally isomorphic toS , andϕF is naturally
identified to the restrictionS → B of the functor (1.1.13).

1.5.10. In the situation of (1.5.5), suppose that the set of generatorsS is the whole ofOb(S );
in this case, the augmentationε can also be used to produce the following2-categorical presen-
tation ofS . Consider the functor

GS : S → Cat/C : Y 7→ C/Y (Z
f−→ Y ) 7→ (C /Z

f∗−−→ C /Y ).

We have a natural cocone
ε̂ : GS ⇒ FS

whereFS is the constant functorS → Cat/C with valueS , and ε̂X : C /X → S is the
faithful imbedding as in (1.5.5), for everyX ∈ Ob(S ). We may then state :

Lemma 1.5.11.The functor̂ε induces an equivalence of categories :

2-colim
S

GS
∼→ S .

Proof. For a given smallC -categoryA , a pseudo-coconeϕ• : GS ⇒ FA is the datum of a
system of functors

ϕX : C /X → A for everyX ∈ Ob(S )

and natural isomorphisms

τf : ϕZ ⇒ ϕY ◦ f∗ for every(f : Z → Y ) ∈ Morph(S )

such that

(1.5.9) τg◦f = (τg ∗ f∗) ◦ τf for every compositionZ
f−→ Y

g−→ X in S .

To suchϕ• we associate a functorϕ† : S → A , by the rule :

ϕ†(X) := ϕX(1X) for everyX ∈ Ob(S ).

Let g : Y → X be any morphism inS , and denote by(g/X : g → 1X) ∈ HomC /X(g, 1X)
the element corresponding tog; we have a morphismτg(1Y ) : ϕY (1Y )→ ϕX(g∗1Y ) = ϕX(g),
and we set

ϕ†(g) := ϕX(g/X) ◦ τg(1Y ) : ϕ†(Y )→ ϕ†(X).

Let us check thatϕ† is indeed a functor onS : for any two morphismsf : Z → Y and
g : Y → X we may compute

ϕ†(g) ◦ ϕ†(f) =ϕX(g/X) ◦ τg(1Y ) ◦ ϕY (f/Y ) ◦ τf(1Z)
=ϕX(g/X) ◦ ϕX(f/X) ◦ τg(f) ◦ τf (1Z)
=ϕX(g ◦ f/X) ◦ τg◦f (1Z)
=ϕ†(g ◦ f)

where the second identity follows from the naturality ofτg, and the third follows from (1.5.9).
It is easily seen that the rule :ϕ• 7→ ϕ† defines a functor

PsNat(GS , FA )→ Fun(S ,A )

such that(Fψ ◦ ε̂)† = ψ for every functorψ : S → A . Lastly, for everyϕ• as above, the
pseudo-coconeFϕ† ◦ ε̂ is naturally isomorphic toϕ•, so the claim follows (details left to the
reader). �

Definition 1.5.12. Let ϕ : A → B be a fibration between small categories,B an object ofB,
S a sieve ofB/B, and denote byιS : S → B/B the fully faithful imbedding.
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(i) For i ∈ {0, 1, 2}, we say thatS is asieve ofϕ-i-descent, if the restriction functor :

CartB(ιS ,A ) : CartB(B/B,A )→ CartB(S ,A )

is i-faithful. (HereB/B is fibred overB as in example 1.4.2(i).)
(ii) For i ∈ {0, 1, 2}, we say thatS is asieve of universalϕ-i-descentif, for every mor-

phismf : B′ → B of B, the sieveS ×B f is of ϕ-i-descent (notation of definition
1.5.1(iv)).

(iii) Let f : B′ → B be a morphism inB. We say thatf is amorphism ofϕ-i-descent(resp.
a morphism of universalϕ-i-descent), if the sieve generated by{f} is of ϕ-i-descent
(resp. of universalϕ-i-descent).

Example 1.5.13.(i) Consider the fibrations : Morph(C )→ C of example 1.4.2(ii). A sieve of
s-1-descent (resp. of universals-1-descent) is also called anepimorphic sieve(resp. auniversal
epimorphic sieve), and a sieve ofs-2-descent (resp. of universals-2-descent) is also called a
strict epimorphic sieve(resp. auniversal strict epimorphic sieve).

(ii) Notice that, for everyX ∈ Ob(C ) there is a natural equivalence of categories :

X/C
∼→ CartC (C/X,Morph(C )).

Namely, to a morphismf : X → Y in C one assigns the cartesian functorf∗ : C/X → C/Y ⊂
Morph(C ) (notation of (1.1.14)). An essential inverse for this equivalence is given by the rule :
F 7→ F (1X) for every cartesian functorF : C/X → Morph(C ).

(iii) More generally, for every sieveS ⊂ C/X there is a natural faithful functor :

(1.5.14) hS /hC → CartC (S ,Morph(C )).

Indeed, denote byh|S : S
∼→ hC /hS the isomorphism of categories provided by (1.5.3).

Then (1.5.14) assigns to any objectϕ : hS → hY of hS /hC the functor

(hC /ϕ) ◦ h|S : S → hC/hY (g : Z → X) 7→ ϕ ◦ h|S (g)

(notation of (1.1.16), and the Yoneda imbedding identifies the categoryhC/hY with C/Y ⊂
Morph(C )). Under the faithful imbedding (1.5.14) and the equivalence of (ii), the restriction
functorCartC (ιS ,Morph(C )) corresponds to the composition :

X/C
h−→ hX/hC

i∗−−→ hS /hC .

wherei : hS → hX is the natural inclusion of presheaves.

1.5.15. In the situation of definition 1.5.12, suppose thatS is the sieve generated by a set of
objects{Si → B | i ∈ I} ⊂ Ob(B/B). There follows a natural diagram of categories (notation
of (1.5.5)) :

CartB(S ,A )
ε∗−→
∏

i∈I

CartB(B/Si,A )
∂∗0 //

∂∗1

//
∏

(i,j)∈I×I

CartB(B/Sij ,A )

whereε∗ := CartB(ε,A ) and∂∗i := CartB(∂i,A ), for i = 0, 1. With this notation, lemma
1.5.7 easily implies thatε∗ induces an isomorphism betweenCartB(S ,A ) and the equalizer
(in the categoryCat) of the pair of functors(∂∗0 , ∂

∗
1).

Example 1.5.16.A family of morphisms(fi : Xi → X | i ∈ I) in a categoryC is called an
epimorphic(resp.strict epimorphic, resp.universal strict epimorphic) family if it generates a
sieve ofC/X with the same property. In view of (1.5.15) and example 1.5.13(ii), we see that
such a family is epimorphic (resp. strict epimorphic) if andonly if the following holds. For
everyY ∈ Ob(C ), the natural map

∏

i∈I

fi∗ : HomC (X, Y )→
∏

i∈I

HomC (Xi, Y )
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is injective (resp. and its image consists of all the systemsof morphisms(gi : Xi → Y | i ∈ I)
such that, for everyZ ∈ Ob(C ), everyi, j ∈ I, and every pair of morphismshi : Z → Xi,
hj : Z → Xj with fi ◦ hi = fj ◦ hj, we havegi ◦ hi = gj ◦ hj).

We say that the family(fi | i ∈ I) is effective epimorphic, if it is strict epimorphic, and
moreover the fibre productsXi ×X Xj are representable inC for everyi, j ∈ I. This is the
same as saying that the map

∏
i∈I fi∗ identifiesHomC (X, Y ) with the equalizer of the two

natural maps
∏

i∈I

HomC (Xi, Y )
//
//
∏

(i,j)∈I×I

HomC (Xi ×X Xj , Y ).

A family (fi | i ∈ I) as above is calleduniversal epimorphic(resp.universal effective epimor-
phic) if (a) the fibre productsYi := Xi ×X Y are representable inC , for everyi ∈ I and every
morphismY → X in C , and (b) all the resulting families(Yi → Y | i ∈ I) are still epimorphic
(resp. effective epimorphic).

1.5.17. We would like to exploit the presentation (1.5.15) of CartB(S ,A ), in order to trans-
late definition 1.5.12 in terms of the fibre categoriesϕ−1Si andϕ−1Sij . The problem is that
such a translation must be carried out via a pseudo-natural equivalence (namelyev), and such
equivalences do not respect a presentation as above in termsof equalizers in the categoryCat.
What we need is to upgrade our presentation ofS to a new one, which is preserved by pseudo-
natural transformations. This is achieved as follows. Resume the general situation of (1.5.5).
For everyi, j, k ∈ I, setC/Sijk := C/Sij ×C C/Sk. We have a natural diagram of categories :

(1.5.18)
∐

(i,j,k)∈I3

C/Sijk
∂0 //

∂2

//∂1 //
∐

(i,j)∈I2

C/Sij
∂0 //

∂1
//
∐

i∈I

C/Si
ε−→ S

where∂0 is the coproduct of the natural projectionsπ0
ijk∗ : C/Sijk → C/Sjk for everyi, j, k ∈ I,

and likewise∂1 (resp. ∂2) is the coproduct of the projectionsπ1
ijk∗ : C/Sijk → C/Sik (resp.

π2
ijk∗ : C/Sijk → C/Sij). We can view (1.5.18) as anaugmented2-truncated semi-simplicial

objectin Cat/C , i.e. a functor :

FS : (Σ∧
2)
o → Cat/C .

from the opposite of the categoryΣ∧
2 whose objects are the ordered sets∅, {0}, {0, 1} and

{0, 1, 2}, and whose morphisms are the non-decreasing injective maps(this is a subcategory of
the category∆∧

2 of (4.2)).

Remark 1.5.19.Suppose that finite products are representable inB, and for everyi, j, k ∈ I,
setSij := Si × Sj , andSijk := Sij × Sk. Just as in remark 1.5.6, the categoryC/Sijk of Sijk-
objects ofC is naturally isomorphic to the category with the same name introduced in (1.5.17),
and under this isomorphism, the functorsπ0

ijk∗ are identified with the functors arising from the
natural projectionsπ0

ijk : Sijk → Sjk (and likewise forπ1
ijk∗ andπ2

ijk∗). For this reason, even
in case these products are not representable inC , we shall abuse notation, and writeX → Sij
(resp.X → Sijk) to signify an object ofC/Sij (resp. ofC/Sijk).

With this notation, denote byΣ2 the full subcategory ofΣ∧
2 whose objects are the non-empty

sets; we have the following2-category analogue of lemma 1.5.7 :

Proposition 1.5.20.The augmentationε induces an equivalence of categories :

2-colim
Σo2

FS
∼→ S .
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Proof. Here we regardΣo2 (resp.Cat/C ) as a2-category, as in example 1.3.6(i) (resp. example
1.3.6(iii),(v)). Now, for a given smallC -categoryA , a pseudo-coconeϕ• : FS ⇒ FA is a
datum(ϕ•, α•, β•) consisting of a system ofC -functors :

ϕ0 :
∐

i∈I

C/Si → A ϕ1 :
∐

(i,j)∈I2

C/Sij → A ϕ2 :
∐

(i,j,k)∈I3

C/Sijk → A

together with naturalC -isomorphisms (i.e. invertible2-cells inCat/C ) :

αi : ϕ0 ◦ ∂i ⇒ ϕ1 βj : ϕ1 ◦ ∂j ⇒ ϕ2 (i = 0, 1 j = 0, 1, 2)

related by the simplicial identities :

β1 ◦ (α0 ∗ ∂1) = β0 ◦ (α0 ∗ ∂0)
β2 ◦ (α0 ∗ ∂2) = β0 ◦ (α1 ∗ ∂0)
β2 ◦ (α1 ∗ ∂2) = β1 ◦ (α1 ∗ ∂1).

We consider the naturalC -isomorphism :

ωϕ := α−1
1 ◦ α0 : ϕ0 ◦ ∂0 ⇒ ϕ0 ◦ ∂1.

The above simplicial identities yield :

ωϕ ∗ ∂0 = (α0 ∗ ∂2)−1 ◦ β−1
2 ◦ β1 ◦ (α0 ∗ ∂1)

ωϕ ∗ ∂1 = (α1 ∗ ∂2)−1 ◦ β−1
2 ◦ β1 ◦ (α0 ∗ ∂1)

which in turn imply the (cocycle) identity :

(ωϕ ∗ ∂2) ◦ (ωϕ ∗ ∂0) = ωϕ ∗ ∂1.
Hence, let us denote byd(A ) the category whose objects are all pairs(ϕ, ω) consisting of a
C -functorϕ :

∐
i∈I C/Si → A and a naturalC -isomorphismω : ϕ ◦ ∂0 ⇒ ϕ ◦ ∂1 fulfilling the

cocycle identity :(ω ∗ ∂2) ◦ (ω ∗ ∂0) = ω ∗ ∂1; the morphismsα : (ϕ, ω) → (ϕ′, ω′) in d(A )
are the naturalC -transformations (i.e. 2-cells inCat/C ) α : ϕ⇒ ϕ′, such that the diagram :

ϕ ◦ ∂0
α∗∂0

��

ω +3 ϕ ◦ ∂1
α∗∂1
��

ϕ′ ◦ ∂0 ω′
+3 ϕ′ ◦ ∂1

commutes. It is easily seen that the rule(ϕ•, α•, β•) 7→ (ϕ := α−1
1 ◦α0, ωϕ) extends to a functor:

dA : PsNat(FS , FA )→ d(A ).

The functordA is an equivalence ofC -categories; indeed, a quasi-inverseC -functor :

eA : d(A )→ PsNat(FS , FA )

can be constructed as follows. Given any object(ϕ, ω) of d(A ), set :

ϕ0 := ϕ ϕ1 := ϕ ◦ ∂0 ϕ2 := ϕ1 ◦ ∂0
α0 := 1ϕ1 α1 := ω−1 β0 := 1ϕ2 =: β1 β2 := α1 ∗ ∂0.

Using the cocycle identity forω, one verifies easily that the datumeA (ϕ, ω) := (ϕ•, α•, β•)
is a pseudo-cocone; moreover, the construction is obviously functorial in(ϕ, ω), and there are
natural isomorphismsdA ◦ eA ⇒ 1 andeA ◦ dA ⇒ 1.

Next, consider theC -categoryR whose objects are the same as the objects of
∐

i∈I C/Si,
and with morphisms given by the rule :

HomR(X → Si, Y → Sj) := HomC (X, Y )
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for any pair of objects(X → Si, Y → Sj). We have obviousC -functors

ε′ :
∐

i∈I

C/Si → R and δ : R → S : (X → Si) 7→ X

whereε′ is the identity on objects, and it is clear thatδ is an equivalence ofC -categories (i.e.
it is an equivalence, when regarded as a1-cell in Cat/C ). Moreover, there is a naturalC -
isomorphism :

i : ε′ ◦ ∂0 ⇒ ε′ ◦ ∂1
which assigns to every objectX → Sij of C/Sij the identity mapi(X→Sij) := 1X . It is easily
seen that the pair(ε′, i) is an object ofd(R), whence a pseudo-cocone

ε′• := eR(ε
′, i) : FS ⇒ FR .

Clearlyε = δ ◦ ε′, hence it suffices to show that the composed functor :

(1.5.21) Cat/C (R,A )→ PsNat(FS , FA )→ d(A ) : G 7→ dA (FG ⊙ ε′•)
is an isomorphism for every smallC -categoryA . By inspecting the construction, we see that
the latter assigns to everyC -functorG : R → A the pair(G ◦ ε′, G ∗ i). To conclude, we shall
exhibit an inverse for (1.5.21).

Namely, let(ϕ, ω) be any object ofd(A ); we set :

Gf := ϕf for everyf ∈ Ob(R).

Now, suppose thatfX : X → Si andfY : Y → Sj are two objects ofR, andh : X → Y is
an element ofHomR(fX , fY ); the pair(fX , f ′

X := fY ◦ h) determines a morphismf ′
X × fX :

X → Sji with ∂0(f ′
X × fX) = fX and∂1(f ′

X × fX) = f ′
X (notation of remark 1.5.19); hence

we may defineGh as the composition :

Gh : GfX
ωf ′
X

×fX−−−−−→ ϕf ′
X

ϕ(h/Sj)−−−−→ ϕfY = GfY

whereh/Sj denotesh, regarded as an element ofHomC /Sj (f
′
X , fY ).

Next, letfZ : Z → Sk be another object ofR, andg : Y → Z any element ofHomR(fY , fZ);
we have to verify thatG(g◦h) = Gg◦Gh. As in the foregoing, we deduce morphismsX → Sj,
X → Sk andY → Sk, as well as their productsX → Sji, X → Ski, andY → Skj, whence a
diagram :

(1.5.22)

GfX := ϕ(X → Si)
ω(X→Sji) //

ω(X→Ski) **UUUUUUUUUUUUUUUUU
ϕ(X → Sj)

ϕ(h/Sj) //

ω(X→Skj)

��

GfY := ϕ(Y → Sj)

ω(Y→Skj)

��
ϕ(X → Sk)

ϕ(h/Sk) //

ϕ(g◦h/Sk) **UUUUUUUUUUUUUUUUU
ϕ(Y → Sk)

ϕ(g/Sk)
��

GfZ := ϕ(Z → Sk).

The sought identity amounts to asserting that (1.5.22) commutes, which can be easily verified,
using the cocycle condition forω, and the obvious identities :

∂0(h/Skj) = h/Sj and ∂1(h/Skj) = h/Sk.

Finally, notice thatG1f = G(1f ◦ 1f) = G1f ◦ G1f , for everyf ∈ Ob(R); sinceG1f is an
isomorphism, it follows thatG1f = 1Gf .

HenceG is a functorR → A ; furthermore, the rule(ϕ, ω) 7→ G is clearly functorial, and a
simple inspection shows thatG ◦ ε′ = ϕ andG ∗ i = ω. Conversely, if we apply the foregoing
procedure to a pair of the form(G ◦ ε′, G ∗ i), we obtain back the functorG. �
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1.5.23. Resume the situation of (1.5.15), and notice that all the categories appearing in (1.5.18)
are fibred overB : indeed, every morphism in each of these categories is cartesian, hence all
the functors appearing in (1.5.18) are cartesian. Let us consider now the functor :

CartB(−,A ) : (Cat/B)o → Cat

that assigns to everyB-categoryC the categoryCartB(C ,A ). With the notation of (1.5.15),
we deduce a functor :

CartB(FS ,A ) : Σ∧
2 → Cat

and in light of the foregoing observations, proposition 1.5.20 easily implies thatCartB(ε,A )
induces an equivalence of categories :

(1.5.24) 2-lim
Σ2

CartB(FS ,A )
∼→ CartB(S ,A ).

Next, suppose that the fibre productsSij := Si × Sj andSijk := Sij × Sk are representable in
B (see remark 1.5.19); in this case, we may compose with the pseudo-equivalenceev of remark
1.4.20 : combining with lemma 1.3.14 we finally obtain an equivalence between the category
CartB(S ,A ), and the2-limit of the pseudo-functord := ev ◦ CartB(FS ,A ) : Σ2 → Cat :

∏

i∈I

ϕ−1Si
∂0 //

∂1
//
∏

(i,j)∈I2

ϕ−1Sij
∂0 //

∂2
//∂1 //
∏

(i,j,k)∈I3

ϕ−1Sijk.

Of course, the coface operators∂s on
∏

i∈I ϕ
−1Si decompose as products of pull-back functors:

π0∗
ij : ϕ−1Sj → ϕ−1Sij π1∗

ij : ϕ−1Si → ϕ−1Sij

attached – via the chosen cleavagec of ϕ – to the projectionsπ0
ij : Sij → Sj andπ1

ij : Sij → Si
(and likewise for the componentsπt∗ijk of the other coface operators).

1.5.25. By inspecting the proof of proposition 1.3.15, we may give the following explicit
description of this2-limit. Namely, it is the category whose objects are the data

X := (Xi, Xij, Xijk, ξ
u
i , ξ

s
ij, ξ

t
ijk | i, j, k ∈ I; s ∈ {0, 1}; u, t ∈ {0, 1, 2})

where :

Xi ∈ Ob(ϕ−1Si) Xij ∈ Ob(ϕ−1Sij) Xijk ∈ Ob(ϕ−1Sijk) for everyi, j, k ∈ I
and for everyi, j, k ∈ I :

ξ0i : (π
1
ikπ

1
ijk)

∗Xi
∼→ Xijk ξ0ij : π

0∗
ij Xj

∼→ Xij ξ0ijk : π
0∗
ijkXjk

∼→ Xijk

ξ1j : (π
1
jkπ

0
ijk)

∗Xj
∼→ Xijk ξ1ij : π

1∗
ij Xi

∼→ Xij ξ1ijk : π
1∗
ijkXik

∼→ Xijk

ξ2k : (π
0
jkπ

0
ijk)

∗Xk
∼→ Xijk ξ2ijk : π

2∗
ijkXij

∼→ Xijk

are isomorphisms related by the cosimplicial identities :

ξ0ijk ◦ π0∗
ijkξ

0
jk = ξ2k ◦ γ00X ξ1ijk ◦ π1∗

ijkξ
0
ik = ξ2k ◦ γ01X

ξ2ijk ◦ π2∗
ijkξ

0
ij = ξ1j ◦ γ02X ξ0ijk ◦ π0∗

ijkξ
1
jk = ξ1j ◦ γ10X

ξ2ijk ◦ π2∗
ijkξ

1
ij = ξ0i ◦ γ12X ξ1ijk ◦ π1∗

ijkξ
1
ik = ξ0i ◦ γ11X

whereγst := γd(∂s),d(∂t) : d(∂
s) ◦ d(∂t) ⇒ d(∂s ◦ ∂t) denotes the coherence constraint of the

cleavagec, for any pair of arrows(∂s, ∂t) in the categoryΣ2. The morphismsX → Y in this
category are the systems of morphisms :

(Xi → Yi, Xij → Yij, Xijk → Yijk | i, j, k ∈ I)
that are compatible in the obvious way with the various isomorphisms. However, one may
argue as in the proof of proposition 1.5.20, to replace this category by an equivalent one which
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admits a handier description : given a datumX, one can make up an isomorphic datumX∗ :=
(Xi, X

∗
ij, X

∗
ijk, ηi, ηij, ηijk), by the rule :

X∗
ij := π1∗

ij Xi X∗
ijk := (π1

ik ◦ π1
ijk)

∗Xi

η0i := 1 η1ij := 1 η0ijk := η1j ◦ γ10X
η1j := (ξ0i )

−1 ◦ ξ1j η0ij := (ξ1ij)
−1 ◦ ξ0ij η1ijk := γ11X

η2k := (ξ0i )
−1 ◦ ξ2k η2ijk := γ12X .

The cosimplicial identities for this new object are subsumed into a single cocycle identity for
ωij := η0ij . Summing up, we arrive at the following description of our2-limit :

• The objects are all the systemsX := (Xi, ω
X
ij | i, j ∈ I) whereXi ∈ Ob(ϕ−1Si) for

everyi ∈ I, and
ωXij : π0∗

ij Xj
∼→ π1∗

ij Xi

is an isomorphism inϕ−1Sij , for everyi, j ∈ I, fulfilling the cocycle identity :

p2∗ijkω
X
ij ◦ p0∗ijkωXjk = p1∗ijkω

X
ik for everyi, j, k ∈ I

where, for everyi, j, k ∈ I, andt = 0, 1, 2 we have set :

pt∗ijkω
X
•• := γ1tX ◦ πt∗ijkωX•• ◦ (γ0tX )−1.

• The morphismsX → Y are the systems of morphisms(fi : Xi → Yi | i ∈ I) with :

(1.5.26) ωYij ◦ π0∗
ij fj = π1∗

ij fi ◦ ωXij for everyi, j ∈ I.
1.5.27. We shall call any pair(X•, ω•) of the above form, adescent datum for the fibrationϕ,
relative to the familyS := (πi : Si → B | i ∈ I) and the cleavagec. The category of such
descent data shall be denoted:

Desc(ϕ, S, c).

Sometimes we may also denote it byDesc(A , S, c), if the notation is not ambiguous. Of course,
two different choices of cleavage lead to equivalent categories of descent data, so usually we
omit mentioning explicitlyc, and write simplyDesc(ϕ, S) or Desc(A , S). The foregoing dis-
cussion can be summarized, by saying that there is a commutative diagram of categories :

(1.5.28)

CartB(B/B,A )
CartB(ιS ,A )

//

evB

��

CartB(S ,A )

δS
��

ϕ−1B
ρS // Desc(ϕ, S, c)

whose vertical arrows are equivalences, and whereρS is determined byc. Explicitly, ρS assigns
to every objectC of ϕ−1B the pair(C•, ω

C
• ) whereCi := π∗

iC, andωCij is defined as the
composition :

π0∗
ij ◦ π∗

jC
γ
(π0
ij
,πj )−−−−−→

∼
(πj ◦ π0

ij)
∗C = (πi ◦ π1

ij)
∗C

γ−1

(π1
ij
,πi)−−−−→

∼
π1∗
ij ◦ π∗

iC

whereγ(π1
ij ,πi)

andγ(π0
ij ,πj)

are the coherence constraints for the cleavagec (see (1.4.8)). The
descent datum(X•, ω•) is said to beeffective, if it lies in the essential image ofρS.

We also have an obvious functor :

pS : Desc(ϕ, S)→
∏

i∈I

ϕ−1Si (Xi, ωij | i, j ∈ I) 7→ (Xi | i ∈ I)

such that :
pS ◦ ρS =

∏

i∈I

π∗
i : ϕ

−1B →
∏

i∈I

ϕ−1Si.
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1.5.29. Furthermore, for every morphismf : B′ → B in B, set

S ×B f := (πi ×B B′ : Si ×B B′ → B′ | i ∈ I)
which is a generating family for the sieveS ×B f (notation of (1.1.12)); then we deduce a
pseudo-natural transformation of pseudo-functors(B/B)o → Cat :

ρ : c ◦ ioB ⇒ Desc(ϕ, S ×B −, c) (f : B′ → B) 7→ ρS×Bf

(whereiB : B/B → B is the functor (1.1.13)) fitting into a commutative diagram :

CartB(B/−,A ) ◦ ioB
CartB(ιS×B−,A )

+3

ev∗ioB
��

CartB(S ×B −,A )

δS×B−

��
c ◦ ioB

ρ +3 Desc(ϕ, S ×B −, c)
using which, one can figure out the pseudo-functoriality of the rule :f 7→ Desc(ϕ, S ×B f, c).
Namely, every pair of objectsf : C → B andf ′ : C ′ → B, and any morphismh : C ′ → C in
B/B, yield a commutative diagram :

Sj ×B C ′

hj :=Sj×Bh

��

Sij ×B C ′
π̃0
ijoo

π̃1
ij //

hij :=Sij×Bh

��

Si ×B C ′ π̃i //

hi:=Si×Bh

��

C ′

h

��
Sj ×B C Sij ×B C

π0
ij

oo
π1
ij

// Si ×B C πi
// C.

Hence one obtains a functor :

Desc(ϕ, h, c) : Desc(ϕ, S ×B f, c)→ Desc(ϕ, S ×B f ′, c)

by the rule :
(Xi, ω

X
ij | i, j ∈ I) 7→ (h∗iXi, ω̃

X
ij | i, j ∈ I)

whereω̃Xij is the isomorphism that makes commute the diagram :

h∗ijπ
0∗
ij Xj

γ
(hij ,π

0
ij

)

//

h∗ijωij
��

(π0
ij ◦ hij)∗Xj π̃0∗

ij ◦ h∗jXj

γ
(π̃0
ij
,hj )

oo

ω̃Xij
��

h∗ijπ
1∗
ij Xi

γ
(hij ,π

1
ij

)

// (π1
ij ◦ hij)∗Xi π̃1∗

ij ◦ h∗iXi

γ
(π̃1
ij
,hi)

oo

and if f ′′ : C ′′ → B is a third object, with a morphismg : C ′′ → C ′, we have a natural
isomorphism of functors :

Desc(ϕ, g, c) ◦ Desc(ϕ, h, c)⇒ Desc(ϕ, h ◦ g, c)
which is induced by the cleavagec, in the obvious fashion.

Theorem 1.5.30.For i = 1, 2, let ϕi : Ai → B be two fibrations,F : A1 → A2 a cartesian
functor ofB-categories,B an object ofB and S a sieve ofB/B generated by the family
(Si → B | i ∈ I). We assume thatSij andSijk are representable inB, for everyi, j, k ∈ I (see
remark1.5.19); then we have :

(i) For n ∈ {0, 1, 2} and everyi, j, k ∈ I, suppose that
(a) S is a sieve both ofϕ1-n-descent and ofϕ2-(n− 1)-descent.
(b) The restrictionFi : ϕ

−1
1 Si → ϕ−1

2 Si of F is n-faithful.
(c) The restrictionFij : ϕ

−1
1 Sij → ϕ−1

2 Sij of F is (n− 1)-faithful.
(d) The restrictionFijk : ϕ

−1
1 Sijk → ϕ−1

2 Sijk ofF is (n− 2)-faithful.
Then the restrictionFB : ϕ−1

1 B → ϕ−1
2 B ofF is n-faithful.
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(ii) Suppose that the functorsFij are fully faithful, and the functorsFijk are faithful, for
everyi, j, k ∈ I. Then the natural commutative diagram

CartB(S ,A1)
CartB(S ,F )

//

��

CartB(S ,A2)

��∏
i∈I ϕ

−1
1 Si

∏
i∈I Fi //

∏
i∈I ϕ

−1
2 Si

is 2-cartesian.

Proof. (i): In view of theorem 1.4.17, we may assume that bothA1 andA2 are split fibrations
(with a suitable choice of cleavages), andF is a split cartesian functor. Recall that the latter
condition means the following. For every morphismg : X → Y in B, the induced diagram

ϕ−1
1 Y

g∗ //

F
��

ϕ−1
1 X

F
��

ϕ−1
2 Y

g∗ // ϕ−1
2 X

commutes (where the horizontal arrows are the pull-back functor given by the chosen cleav-
ages). In this situation, we have a commutative diagram

(1.5.31)

ϕ−1
1 B

ρS //

FB
��

Desc(ϕ1, S)

F

��

ϕ−1
2 B

ρS // Desc(ϕ2, S)

whose right vertical arrow is the functor given by the rule :

X := (Xi, ωij | i, j ∈ I) 7→ F (X) := (FiXi, Fijωij | i, j ∈ I).
for every objectX of Desc(ϕ1, S). By assumption, the top horizontal arrow of (1.5.31) isn-
faithful, and the bottom horizontal arrow is(n − 1)-faithful. We need to prove that the left
vertical arrow isn-faithful, and it is easily seen that this will follow, once we have shown that
the same holds for the right vertical arrow.

Suppose first thatn = 0; we have to show thatF is faithful. However, letX andY be two
objects ofDesc(ϕ1, S), andh1, h2 : X → Y two morphisms. By definition,ht (for t = 1, 2) is
a compatible system(ht,i : Xi → Yi | i ∈ I), where eachht,i is a morphism inϕ−1

1 Si. Then,
F (ht) is the compatible system(Fiht,i | i ∈ I). Thus, the conditionF (h1) = F (h2) translates
the system of identitiesFih1,i = Fih2,i for every i ∈ I. By assumption, eachFi is faithful,
thereforeh1 = h2, as stated.

For n = 1, assumption (d) is empty, (b) means thatFi is fully faithful, and (c) means that
Fij is faithful for everyi, j ∈ I. In light of the previous case, we have only to show thatF
is full. Hence, letX, Y be as in the foregoing, and(hi : FiXi → FiYi | i ∈ I) a morphism
F (X)→ F (Y ) inDesc(ϕ2, S). By assumption, for everyi ∈ I we may find a unique morphism
fi : Xi → Yi such thatFifi = hi. It remains only to check that the system(fi | i ∈ I) fulfills
condition (1.5.26), and since the functorsFij are faithful, it suffices to verify thatFij(1.5.26)
holds. However, sinceF is split cartesian, we have :

Fij ◦ π0∗
ij fj = π0∗

ij ◦ Fjfj Fij ◦ π1∗
ij fi = π1∗

ij ◦ Fifi
hence we reduce to showing that(Fijω

Y
ij )◦π0∗

ij hj = π1∗
ij hi◦(FijωXij ), which holds by assumption.
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Next, we consider assertion (ii) : the contention is that thefunctorsF and :

p1,S : Desc(ϕ1, S)→
∏

i∈I

ϕ−1
1 Si

as in (1.5.27), induce an equivalence(p1,S, F ) betweenDesc(ϕ1, S) and the categoryC con-
sisting of all data of the formG := (Gi, Hi, αi, ω

H
ij | i, j ∈ I), whereGi ∈ Ob(ϕ−1

1 Si),
Hi ∈ Ob(ϕ−1

2 Si), αi : FiGi
∼→ Hi are isomorphisms inϕ−1

2 Si, andH := (Hi, ω
H
ij | i, j ∈ I) is

an object ofDesc(ϕ2, S). However, given an object as above, set :

ωH
′

ij := (π1∗
ij α

−1
i ) ◦ ωHij ◦ (π0∗

ij αj).

Sinceϕ2 is a split fibration, one verifies easily that the datumH ′ := (H ′
i := FiGi, ω

H′

ij | i, j ∈ I)
is an object ofDesc(ϕ2, S) isomorphic toH, and the new datum(Fi, H ′

i, 1H′
i
, ωH

′

ij | i, j ∈ I)
is isomorphic toG; henceC is equivalent to the categoryC ′ whose objects are all data of the
form (Gi, ωij | i, j ∈ I) whereGi ∈ Ob(ϕ−1

1 Si), and(FiGi, ωij | i, j ∈ I) is an object of
Desc(ϕ2, S). By assumptionFij is fully faithful, andF is a split cartesian functor; hence we
may find unique isomorphisms̃ωGij : π0∗

ij Gj
∼→ π1∗

ij Gi such that̃ωij = Fijω̃
G
ij . We claim that

the datum(Gi, ω
G
ij | i, j ∈ I) is an object ofDesc(ϕ1, S), i.e. the isomorphismsωGij satisfy the

cocycle condition

(1.5.32) π2∗
ijkω

G
ij ◦ π0∗

ijkω
G
jk = π1∗

ijkω
G
ik for everyi, j, k ∈ I.

To check this identity, since by assumption the functorsFijk are faithful, it suffices to see that
Fijk(1.5.32) holds, which is clear, since the cocycle conditionholds for the isomorphismsωij
(and sinceF is split cartesian). This shows that(p1,S, F ) is essentially surjective. Next, since
the functorp1,S is faithful, the same holds for(p1,S , F ). Finally, let

G := (Gi, ωij | i, j ∈ I) G′ := (G′
i, ω

′
ij | i, j ∈ I)

be two objects ofC ′. A morphismG → G′ consists of a system(αi : Gi → G′
i | i ∈ I) of

morphisms such that(Fiαi | i ∈ I) is a morphism

(FiGi, ωij | i, j ∈ I)→ (FiG
′
i, ω

′
ij | i, j ∈ I)

in Desc(ϕ2, S). To show that(p1S, F ) is full, and since we know already that this functor is
essentially surjective, we may assume that there exist(Gi, ω

G
ij | i, j ∈ I), (G′

i, ω
G′

ij | i, j ∈ I) in
Desc(ϕ1, S) such thatωij = Fijω

G
ij andω′

ij = Fijω
G′

ij for everyi, j ∈ I; in this case, it suffices
to verify the identity

(1.5.33) ωG
′

ij ◦ π0∗
ij αj = π1∗

ij αi ◦ ωGij for everyi, j ∈ I.
Again, the faithfulness ofFij reduces to checking thatFij(1.5.33) holds, which is clear, since
F is split cartesian.

Lastly, notice that the casen = 2 of assertion (i) is a formal consequence of (ii). �

1.5.34. In the situation of (1.5.27), letS be the sieve generated by the familyS, andg : B′ →
B any morphism inB. We let :

B′
i := B′ ×B Si B′

ij := B′ ×B Sij B′
ijk := B′ ×B Sijk for everyi, j, k ∈ I

and denotegi : B′
i → Si, gij : B′

ij → Sij andgijk : B′
ijk → Sijk the induced projections.

Corollary 1.5.35. With the notation of(1.5.34), letn ∈ {0, 1, 2}. The following holds :

(i) S is a sieve ofϕ-n-descent, if and only ifρS is n-faithful (see(1.5.28)).
(ii) Suppose that :

(a) S is a sieve of universalϕ-n-descent.
(b) The pull-back functorsg∗i : ϕ

−1Si → ϕ−1B′
i aren-faithful.
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(c) The pull-back functorsg∗ij : ϕ
−1Sij → ϕ−1B′

ij are (n− 1)-faithful.
(d) The pull-back functorsg∗ijk : ϕ

−1Sijk → ϕ−1B′
ijk are (n− 2)-faithful.

Then the pull-back functorg∗ is n-faithful.
(iii) Suppose that the functorsg∗ij are fully faithful, and the functorsg∗ijk are faithful, for

everyi, j, k ∈ I. Then the natural essentially commutative diagram :

Desc(ϕ, S)
Desc(ϕ,g)

//

pS

��

Desc(ϕ, S ×B B′)

pS×BB
′

��∏
i∈I ϕ

−1Si

∏
i∈I g

∗
i //

∏
i∈I ϕ

−1B′
i

is 2-cartesian (see(1.3.16)).

Proof. (i) follows by inspecting (1.5.28).
(ii): Thanks to theorem 1.4.17, we may assume thatϕ is a split fibration. Now, set

C := Morph(B) A1 := C ×(t,ϕ) A A2 := C ×(s,ϕ) A

wheres, t : C → B are the source and target functors (see (1.1.17)). The natural projections
ϕi : Ai → C (for i = 1, 2) are two fibrations (see example 1.4.10(i)). Moreover,t induces a
functort|g : C/g → B/B (notation of (1.1.15)) and we letS/g := t−1

|g S , which is the sieve of
C/g generated by the cartesian diagrams

Di :

B′
i

gi //

��

Si

��
B′

g // B

for everyi ∈ I.

Notice that the productsDij := Di ×Dj are represented inC/g by the diagrams

B′
ij

gij //

��

Sij

��
B′

g // B

for everyi, j ∈ I

and likewise one may represent the triple productsDijk := Dij ×Dk.
By definition, the objects ofA1 (resp. A2) are the pairs(h : X → Y, a), whereh is a

morphism inB anda ∈ Ob(ϕ−1Y ) (resp.a ∈ Ob(ϕ−1X)). A morphism ofA1 (resp. ofA2)

(h : X → Y, a)→ (h′ : X ′ → Y ′, a′)

is a datum(f1, f2, t), wheref1 : X → X ′ and f2 : Y → Y ′ are morphisms inB with
f2 ◦ h = h′ ◦ f1, andt : a→ f ∗

2a
′ (resp.t : a→ f ∗

1a
′) is a morphism inϕ−1Y (resp. inϕ−1X).

Now, we define a functorF : A1 → A2 of C -categories, by the rule :

• (h, a) 7→ (h, h∗a) for every(h, a) ∈ Ob(A1).
• (f1, f2, t) 7→ (f1, f2, h

∗t) for every morphism(f1, f2, t) of A1 as above. Notice that,
if t : a → f ∗

2a
′ is a morphism inϕ−1Y , thenh∗t : h∗a → h∗f ∗

2a
′ = f ∗

1h
′∗a′ is a

morphism ofϕ−1Y ′, sinceϕ is a split fibration.

Notice that a morphism(f1, f2, t) of eitherA1 or A2 is cartesian if and only ift is an iso-
morphism; especially, it is clear thatF is a cartesian functor. Moreover, for every object
h : X → Y of C , the restrictionϕ−1

1 h → ϕ−1
2 h of F is isomorphic to the pull-back functor

h∗ : ϕ−1Y → ϕ−1h. Especially, conditions (b)–(d) say that the restrictionFi : ϕ
−1
1 gi → ϕ−1

2 gi
(resp.Fij : ϕ

−1
1 gij → ϕ−1

2 gij , resp.Fijk : ϕ−1
1 gijk → ϕ−1

2 gijk) aren-faithful (resp. (n − 1)-
faithful, resp.(n− 2)-faithful). In light of theorem 1.5.30(i), we are then reduced to showing
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Claim 1.5.36. S /g is a sieve both ofϕ1-n-descent and ofϕ2-n-descent.

Proof of the claim. Let D be any (small) category; we remark first that a functorD → A1

is the same as a pair of functors(H : D → A , K : D → C ) such thatϕ ◦ H = t ◦ K, and
likewise one can describe the functorsD → A2. Then, it is easily seen that the functors

CartB(B/B,A )→ CartC (C /g,A1) G 7→ (G ◦ t, t)
CartB(B/B′,A )→ CartC (C /g,A2) G 7→ (G ◦ s, s)

are equivalences, and induce equivalences

CartB(S ,A )→ CartC (S /g,A1)

CartB(S ×B g,A )→ CartC (S /g,A2)

(details left to the reader). The claim follows immediately. �

1.5.37. Quite generally, ifϕ : A → B is a fibration over a categoryB that admits fibre
products, the descent data forϕ (relative to a fixed cleavagec) also form a fibration :

Dϕ : ϕ-Desc→ Morph(B).

Namely, for every morphismf : T ′ → T of B, the fibre overf is the categoryDesc(ϕ, f)
of all descent data(f, A, ξ) relative to the family{f}, and the cleavagec, soA is an object of
ϕ−1T ′ andξ : p∗1A

∼→ p∗2A is an isomorphism in the categoryϕ−1(T ′ ×T T ′) satisfying the
usual cocycle condition (herep1, p2 : T ′×T T ′ → T ′ denote the two natural morphisms). Given
two objectsA := (f : T ′ → T,A, ξ), A′ := (g : W ′ → W,A′, ζ) of ϕ-Desc, the morphisms
A→ A′ are the data(h, α) consisting of a commutative diagram :

W ′ h //

g

��

T ′

f

��
W // T

and a morphismα : A→ A′ such thatϕ(α) = h andp∗1(α) ◦ ξ = ζ ◦ p∗2(α).
We have a natural cartesian functor of fibrations :

A ×(ϕ,t) Morph(B)
d //

p ((RRRRRRRRRRRRR
ϕ-Desc

Dϕxxrrrrrrrrrrr

Morph(B)

wheret : Morph(B) → B is the target functor (see (1.1.17) and example 1.1.27(ii)). Namely,
to any pair(T, f : S → ϕT ) with T ∈ Ob(A ) andf ∈ Ob(Morph(B)), one assigns the
canonical descent datumd(T, f) := ρ{f}(T ) in Desc(ϕ, f) associated to the pair as in (1.5.28).

Corollary 1.5.38. In the situation of(1.5.37), let f : B′ → B be a morphism ofB, andS a
sieve ofB/B, generated by a family(Si → B | i ∈ I). Letn ∈ {0, 1, 2}, and suppose that :

(a) S is a sieve of universalϕ-n-descent.
(b) For everyi ∈ I, the morphismSi ×B f is ofϕ-n-descent.
(c) For everyi, j ∈ I, the morphismSij ×B f is ofϕ-(n− 1)-descent.
(d) For everyi, j, k ∈ I, the morphismSijk ×B f is ofϕ-(n− 2)-descent.

Thenf is a morphism ofϕ-n-descent.

Proof. In view of corollary 1.5.35(i), it is easily seen that a morphismg : T ′ → T in B is ofϕ-
n-descent if and only if the restrictionϕ−1T → Dϕ−1g of d is n-faithful. SetC := Morph(B);
as in the proof of corollary 1.5.35(ii), the functort induces a functort|f : C /f → B/B, and
we letS/f := t−1

|f S . With this notation, theorem 1.5.30(i) reduces to showing :
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Claim1.5.39. The sieveS/f is both ofp-n-descent and ofDϕ-n-descent.

Proof of the claim. By claim 1.5.36, it is already known thatS/f is of p-n-descent. To show
thatS/f is ofDϕ-n-descent, we consider the commutative diagram

CartB(B/B′,A ) //

��

CartC (C/f, ϕ-Desc)

��
CartB(S ×B f,A ) // CartC (S/f, ϕ-Desc)

whose left (resp. right) vertical arrow is induced by the inclusion S ×B f → B/B′ (resp.
S/f → S×Bf ) and whose top horizontal arrow is defined as follows. Given acartesian functor
G : B/B′ → A , we letDG : C/f → ϕ-Desc be the unique cartesian functor determined on
the objects ofC/f by the rule :




T ′
g //

h
��

T

��
B′

f // B


 7→ d(G(h), g).

We leave to the reader the verification the ruleG 7→ DG extends to a well defined functor,
and then there exists a unique (similarly defined) bottom horizontal arrow that makes commute
the foregoing diagram. Moreover, both horizontal arrow thus obtained are equivalences of
categories. The claim follows. �

1.6. Profinite groups and Galois categories.Quite generally, for any profinite groupP , let
P -Set denote the category of discrete finite sets, endowed with a continuous left action ofP
(the morphisms inP -Set are theP -equivariant maps). Any continuous group homomorphism
ω : P → Q of profinite groups induces arestriction functor

Res(ω) : Q-Set→ P -Set

in the obvious way. In case the notation is not ambiguous, onewrites alsoResPQ for this functor.
For any two profinite groupsP andQ, we denote by

Homcont(P,Q)

the set of all continuous group homomorphismsP → Q. If ϕ1, ϕ2 are two such group homo-
morphisms, we say thatϕ1 is conjugateto ϕ2, and we writeϕ1 ∼ ϕ2, if there exists an inner
automorphismω of G, such thatϕ2 = ω ◦ ϕ1. Clearly the trivial mapπ → G (whose image is
the neutral element ofG), is the unique element of a distinguished conjugacy class.

1.6.1. LetP be any profinite group; for any (discrete) finite groupG, consider the pointed set
Homcont(P,G)/∼ of conjugacy classes of continuous group homomorphismsP → G. This is
also denoted

H1
cont(P,G)

and called the firstnon-abelian continuous cohomology groupof P with coefficients inG (soG
is regarded as aP -module with trivialP -action). Clearly the formation ofH1(P,G) is covariant
on the argumentG, and controvariant for continuous homomorphisms of profinite groups.

Lemma 1.6.2.Letϕ : P → P ′ be a continuous homomorphism of profinite groups, and suppose
that the induced map of pointed sets :

H1
cont(P

′, G)→ H1
cont(P,G) : f 7→ f ◦ ϕ

is bijective, for every finite groupG. Thenϕ is an isomorphism of topological groups.
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Proof. First we show thatϕ is injective. Indeed, letx ∈ P be any element; we may find an open
normal subgroupH ⊂ P such thatx /∈ H; takingG := P/H, we deduce that the projection
P → P/H factors throughϕ and a group homomorphismf : P ′ → P/H, hencex /∈ Kerϕ, as
claimed. Moreover, letH ′ := Ker f ; clearlyH ′∩P = H, so the topology ofP is induced from
that ofP ′. It remains only to show thatϕ is surjective; to this aim, we consider any continuous
surjectionf ′ : P ′ → G′ onto a finite group, and it suffices to show that the restriction of f ′

to ϕP is still surjective. Indeed, letG be the image ofϕP in G′, denote byi : G → G′ the
inclusion map, and letf : P → G be the unique continuous map such thati ◦ f = f ′ ◦ ϕ; by
assumption, there exists a continuous group homomorphismg : P ′ → G such thatf = g ◦ ϕ.
On the other hand,(i ◦ g) ◦ ϕ = f ′ ◦ ϕ, hence the conjugacy class ofi ◦ g equals the conjugacy
class off ′, especiallyi ◦ g is surjective, hence the same holds fori, as required. �

1.6.3. LetG be a profinite group, andH ⊂ G an open subgroup. It is easily seen thatH is
also a profinite group, with the topology induced fromG. Morever, the restriction functor

ResHG : G-Set→ H-Set

admits a left adjoint
IndGH : H-Set→ G-Set.

Namely, to any finite setΣ with a continuous left action ofH, one assigns the setIndGHΣ :=
G× Σ/∼, where∼ is the equivalence relation such that

(gh, σ) ∼ (g, hσ) for everyg ∈ G, h ∈ H andσ ∈ Σ.

The leftG-action onIndGHΣ is given by the rule :(g′, (g, σ)) 7→ (g′g, σ) for everyg, g′ ∈ G and
σ ∈ Σ. It is easily seen that this action is continuous, and the reader may check that the functor
IndGH is indeed left adjoint toResHG .

1.6.4. Moreover, let1 denote the final object ofH-Set; notice thatIndGH1 = G/H, the set of
orbits ofG under its right translation action byH. Hence, for any finite setΣ with continuous
H-action, the unique maptΣ : Σ→ 1 yields aG-equivariant map

IndGHtΣ : IndGH → G/H

and thereforeIndGH factors through a functor

(1.6.5) H-Set→ G-Set/(G/H).

It is easily seen that (1.6.5) is an equivalence. Indeed, oneobtains a natural quasi-inverse, by
the rule :(f : Σ→ G/H) 7→ f−1(H). The detailed verification shall be left to the reader.

Definition 1.6.6. ([42, Exp.V, Def.5.1]) LetC be a category, andF : C → Set a functor.

(i) We say thatC is a Galois category, if C is equivalent toP -Set, for some profinite
groupP . We denoteGalois the category whose objects are all the Galois categories,
and whose morphisms are the exact functors between Galois categories.

(ii) We say thatF is afibre functor, if F is exact and conservative, andF (X) is a finite set
for everyX ∈ Ob(C ).

(iii) We denotefibre.Fun the2-category of fibre functors, defined as follows :
(a) The objects are all the pairs(C , F ) consisting of a Galois categoryC and a fibre

functorF for C .
(b) The1-cells (C1, F1) → (C2, F2) are all the pairs(G, β) consisting of an exact

functorG : C1 → C2 and an isomorphism of functorsβ : F1
∼→ F2 ◦G.

(c) And for every pair of1-cells (G′, β ′), (G, β) : (C1, F1) → (C2, F2), the2-cells
(G′, β ′)→ (G, β) are the isomorphismsγ : G′ ∼→ G such that(F2 ∗ γ) ◦ β ′ = β.
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Composition of1-cells and2-cells is defined in the obvious way. We shall also denote
simply byG a 1-cell (G, β) as in (b), such thatF1 = F2 ◦ G andβ is the identity
automorphism ofF1.

1.6.7. Notice that any Galois categoryC admits a fibre functor : indeed, ifP is any profinite
group, the forgetful functor

fP : P -Set→ Set

fulfills the conditions of definition 1.6.6(ii), therefore the same holds for the functorfP ◦ β,
if β : C → P -Set is any equivalence. For any Galois categoryC and any fibre functor
F : C → Set, we denote

π1(C , F )

the group of automorphisms ofF , and we call it thefundamental group ofC pointed atF . By
definition, for everyX ∈ Ob(C ), the finite setF (X) is endowed with a natural left action of
π1(C , F ). For everyX ∈ Ob(C ) and everyξ ∈ F (X), the stabilizerHX,ξ ⊂ π1(C , F ) is a
subgroup of finite index, and we endowπ1(C , F ) with the coarsest group topology for which
all suchHX,ξ are open subgroups. The resulting topological groupπ1(C , F ) is profinite, and its
natural left action on everyF (X) is continuous. Thus,F upgrades to a functor denoted

F † : C
∼→ π1(C , F )-Set.

A basic result states thatF † is an equivalence ([42, Exp.V, Th.4.1]).

Example 1.6.8.LetP be any profinite group. Then there is an obvious injective map

P → π1(P -Set, fP )

and [42, Exp.V, Th.4.1] implies that this map is an isomorphism of profinite groups. In other
words, the groupP can be recovered, up to unique isomorphism, from the category P -Set
together with its forgetful functorfP .

Remark 1.6.9. Let C , C ′ be two Galois categories, andF : C → Set a fibre functor.
(i) Any exact functorG : C ′ → C induces a continuous group homomorphism :

π1(G) : π1(C , F )→ π1(C
′, F ◦G) ω 7→ ω ∗G.

(ii) Furthermore, any isomorphismβ : F ′ ∼→ F of fibre functors ofC induces an isomor-
phism of profinite groups :

π1(β) : π1(C
′, F )

∼→ π1(C
′, F ) ω 7→ β−1 ◦ ω ◦ β

(see [42, Exp.V,§4] for all these generalities).
(iii) Let now (G, β) : (C1, F1)→ (C2, F2) be a1-cell of fibre.Fun. Combining (i) and (ii),

we deduce a natural continuous group homomorphism

π1(G, β) : π1(C2, F2)
π1(G)−−−−→ π1(C1, F2 ◦G)

π1(β)−−−−→ π1(C1, F1).

Proposition 1.6.10.With the notation of remark1.6.9, the rule that assigns :

• To any object(C , F ) of fibre.Fun, the profinite groupπ1(C , F )
• To any1-cell (G, β) of fibre.Fun, the continuous mapπ1(G, β)

defines a pseudo-functor

π1 : fibre.Fun→ pf .Grpo

from the2-category of fibre functors, to the opposite of the category of profinite groups (and
continuous group homomorphisms).
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Proof. (Here we regardpf .Grp as a2-category with trivial2-cells : see example 1.3.6(i)). Let

(C1, F1)
(G,βG)−−−−−→ (C2, F2)

(H,βH )−−−−−→ (C3, F3)

be any pair of (composable)1-cells; functoriality on1-cells amounts to the identity :

π1(G, βG) ◦ π1(H, βH) = π1(H ◦G, (βH ∗G) ◦ βG)
whose detailed verification we leave to the reader. Next, letγ : (G′, β ′) → (G, β) be a2-
cell between1-cells (G′, β ′), (G, β) : (C1, F1) → (C2, F2); we have to check thatπ1(G, β) =
π1(G

′, β ′). This identity boils down to the commutativity of the diagram :

π1(C2, F2)
π1(G′)

//

π1(G)
��

π1(C1, F2 ◦G′)

π1(β′)
��

π1(C2, F2 ◦G)
π1(β) //

π1(F2∗γ)
44iiiiiiiiiiiiiiii

π1(C1, F1).

However, the commutativity of the lower triangular subdiagram is clear, hence we are reduced
to checking the commutativity of the upper triangular subdiagram; the latter is a special case of
the following more general :

Claim 1.6.11. Let C andC ′ be two Galois categories,G,G′ : C ′ → C two exact functors,
β : G′ ∼→ G an isomorphism, andF : C → Set a fibre functor. Then the induced diagram of
profinite groups

π1(C , F )
π1(G)

wwooooooooooo
π1(G′)

''PPPPPPPPPPP

π1(C ′, F ◦G) π1(F∗β)
// π1(C ′, F ◦G′)

commutes.

Proof of the claim.Left to the reader. �

Example 1.6.12.Let ω : P → Q be a continuous group homomorphism between profinite
groups. ClearlyfP ◦ Res(ω) = fQ, and it is easily seen that the resulting diagram

P
ω //

��

Q

��
π1(P -Set, fP )

π1(Res(ω))
// π1(Q-Set, fQ)

commutes, where the vertical arrows are the natural identifications given by example 1.6.8 : the
verification is left as an exercise to the reader.

1.6.13. LetP := (Pi | i ∈ I) be a cofiltered system of profinite groups, with continuous
transition maps, and denote byP the limit of this system, in the category of groups. ThenP is
naturally a closed subgroup ofQ :=

∏
i∈I Pi, and the topologyT induced by the inclusion map

P → Q makes it into a compact and complete topological group. Moreover, since the topology
of Q is profinite, the same holds for the topologyT (details left to the reader). It is then easily
seen that the resulting topological group(P,T ) is the limit of the systemP in the category of
profinite groups.

Proposition 1.6.14.In the situation of(1.6.13), the natural functor

2-colim
i∈I

Pi-Set→ P -Set

is an equivalence.
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Proof. The functor is obviously faithful; let us show that it is alsofull. Indeed, letj ∈ I be any
index,Σ,Σ′ two objects ofPj-Set, andϕ : Σ→ Σ′ aP -equivariant map; we need to show that
ϕ is alreadyPi-equivariant, for some indexi ∈ I. To this aim, we may as usual replaceI by
I/j, and assume thatj is the final element ofI. We may also find an open normal subgroup
Hj ⊂ Pj that acts trivially on bothΣ andΣ′. Then, for everyi ∈ I, we letHi ⊂ Pi be the
preimage ofPj, and we setP i := Pi/Hi. Let alsoP := P/H, whereH ⊂ P is the preimage
ofHj ; by construction,ϕ isP -equivariant. Clearly, we may findi ∈ I such that the image ofP
in the finite groupP j equals the image ofP i, and for such indexi, the induced mapP → P i is
an isomorphism. Especially,ϕ isPi-equivariant, as sought.

Lastly, we show essential surjectivity. Indeed, letΣ be any object ofP -Set; we have to show
that theP -action onΣ is the restriction of a continuousPi-action, for a suitablei ∈ I. However,
we may find a normal open subgroupH ⊂ P that acts trivially onΣ. Then there exists a normal
open subgroupL ⊂ Q (notation of (1.6.13)) such thatP ∩ L ⊂ H. We may also assume that
there exists a finite subsetJ ⊂ I and for everyi ∈ J an open normal subgroupLi ⊂ Pi such
thatL =

∏
i∈J Li ×

∏
i∈I\J Pi. Pick an indexj ∈ I that admits morphismsfi : j → i in I, for

everyi ∈ J , and letL′
i ⊂ Pj denote the preimage ofLi under the corresponding mapPj → Pi.

Finally, setHj :=
⋂
i∈J L

′
i. By construction,H contains the preimage ofHj in P , and we may

therefore assume thatH is this preimage. We may replace as usualI by I/j, and assume thatj
is the final element ofI. Then, for everyi ∈ I, we letHi denote the preimage ofHj in Pi, and
we setP i := Pi/Hi. Set as wellP := P/H. Clearly, there existsi ∈ I such that the image of
the induced mapP → P j equals the image ofP i; for such indexi, the induced mapP → P i is
an isomorphism. Thus,Σ the restriction of an object ofPi-Set, as wished. �

1.6.15. We consider now a situation that generalizes slightly that of (1.6.13). Namely, letI be
a small filtered category, and

(C•, F•) : I → fibre.Fun i 7→ (Ci, Fi)

a pseudo-functor. By proposition 1.6.10, the composition of π1 and(C•, F•) is a functor

π1(C•, F•) : I
o → pf .Grp i 7→ Pi := π1(Ci, Fi).

LetP denote the limit (inpf .Grp) of the cofiltered systemP•, and set

C := 2-colim
I

C•

where the2-colimit is formed in the2-category of small categories. We may then state :

Corollary 1.6.16. In the situation of(1.6.15), there exists a natural equivalence :

C
∼→ P -Set.

Proof. Recall that(C•, F•) is the datum of isomorphisms

βϕ : Fj
∼→ Fi ◦ Cϕ for every morphismϕ : j → i in I

and2-cells :

τψ,ϕ : (Cψ◦ϕ, βψ◦ϕ)
∼→ (Cψ, βψ) ◦ (Cϕ, βϕ) for every compositionj

ϕ−→ i
ψ−→ k

that – by definition – satisfy the identities :

(1.6.17) (βψ ∗ Cϕ) ◦ βϕ = (Fk ∗ τψ,ϕ) ◦ βψ◦ϕ for every compositionj
ϕ−→ i

ψ−→ k

as well as the composition identities :

((Cµ, βµ) ∗ τψ,ϕ) ◦ τµ,ψ◦ϕ = (τµ,ψ ∗ (Cϕ, βϕ)) ◦ τµ◦ψ,ϕ for compositionsj
ϕ−→ i

ψ−→ k
µ−→ l.

Let P•-Set : I → Cat denote the functor given by the rule :i 7→ Pi-Set for everyi ∈ Ob(I),
andϕ 7→ Res(Pϕ), wherePϕ := π1(Cϕ, βϕ) for every morphismϕ of I. In view of proposition
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1.6.14 and lemma 1.3.14, it suffices to show that the rule :i 7→ F †
i for everyi ∈ Ob(I) (notation

of (1.6.7)), extends to a pseudo-natural isomorphism

F †
• : C•

∼→ P•-Set.

Indeed, letϕ : j → i be any morphism ofI, andX any object ofCj ; we remark that the
bijection

βϕ(X) : Res(Pϕ)(F
†
jX)

∼→ F †
i ◦ Cϕ(X)

isPi-equivariant; the proof amounts to unwinding the definitions, and shall be left to the reader.
Hence we get an isomorphism of functorsβ†

ϕ : Res(Pϕ) ◦ F †
j

∼→ F †
i ◦ Cϕ, and from (1.6.17) we

deduce the identities :

(β†
ψ ∗ Cϕ) ◦ (Res(Pϕ) ∗ β†

ϕ) = (F †
k ∗ τψ,ϕ) ◦ β

†
ψ◦ϕ for every compositionj

ϕ−→ i
ψ−→ k.

The latter show that the systemβ†
• fulfills the coherence axiom for a pseudo-natural transforma-

tion, as required. �

Remark 1.6.18. (i) Keep the situation of (1.6.15), and leta• : C• ⇒ C be the universal
pseudo-cocone induced by the pseudo-functorC•. We may regard the pseudo-functor(C•, F•)
as a pseudo-coconeF• : C• ⇒ Set whose vertex is the categorySet. Then, by the universal
property of colimits, we get a functorF : C → Set and an isomorphism

σ• : F ∗ a• ∼→ F•.

On the other hand, letr• : P•-Set ⇒ P -Set be the natural cocone (sori is the restriction
functor corresponding to the natural mapP → Pi, for everyi ∈ Ob(I)); the equivalenceG of
corollary 1.6.16 is deduced from the pseudo-coconer• ◦ F †

• : C• → P -Set (whereF †
• is as in

the proof of corollary 1.6.16), so we have an isomorphism of pseudo-functors

t• : G ∗ a• ∼→ r• ◦ F †
•

whence an isomorphism

fP ∗ t• : (fP ◦G) ∗ a• ∼→ fP ∗ (r• ◦ F †
• ) = F•

(notation of (1.6.7)). There follows an isomorphismF ∗ a• ∼→ (fP ◦ G) ∗ a•; by the universal
property of the2-colimit, the latter must come from a unique isomorphismϑ : F

∼→ fP ◦ G.
Especially, we see thatF is also a fibre functor, and we get a pseudo-cocone

(a•, σ•) : (C•, F•)⇒ (C , F ).

It is now immediate that(C , F ) is the2-colimit (in the2-categoryfibre.Fun) of the pseudo-
functor(C•, F•), and(a•, σ•) is the corresponding universal pseudo-cocone.

(ii) Likewise, r• may be regarded as a universal pseudo-cocone

r• : (P•-Set, fP•)⇒ (P -Set, fP )

(with trivial coherence constraint), and the coherence constraintβ†
• as in the proof of corollary

1.6.16 yields a pseudo-natural equivalence

F †
• : (C•, F•)

∼→ (P•-Set, fP•)

as well as an isomorphism

(G, ϑ) ∗ (a•, σ•) ∼→ r• ◦ F †
• .

Thus, for everyi ∈ Ob(I) we get a2-cell of fibre.Fun :

(G, ϑ) ◦ (ai, σi)→ ri ◦ F †
i
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whence – by proposition 1.6.10 – a commutative diagram of profinite groups :

P //

π1(G,ϑ)
��

Pi

π1(F
†
i )

��
π1(C , F )

π1(ai,σi) // π1(Ci, Fi).

1.6.19. Let(C , F ) be a fibre functor, andX a connected object ofC (example 1.1.26(iii));
pick anyξ ∈ F (X), and letHξ ⊂ π1(C , F ) be the stabilizer ofξ for the natural left action of
π1(C , F ) onF (X). For every objectf : Y → X of C/X, we set

Fξ(f) := F (f)−1(ξ) ⊂ F (Y ).

It is clear that the rulef 7→ Fξ(f) yields a functorF †
ξ : C/X → Hξ-Set, which we call the

subfunctor ofF|X selected byξ.

Proposition 1.6.20.In the situation of(1.6.19), we have :

(i) C/X is also a Galois category, andFξ := fHξ ◦ F
†
ξ is a fibre functor forC/X.

(ii) The functorF †
ξ induces a natural isomorphism of profinite groups :

π1(F
†
ξ ) : Hξ

∼→ π1(C/X, Fξ).

Proof. The fibre functorF induces an equivalence of categories

C/X
∼→ π1(C , F )-Set/F (X).

On the other hand, sinceX is connected, there exists a unique isomorphismω : F (X)
∼→ G/Hξ

of G-sets such thatω(ξ) = Hξ, and then the discussion of (1.6.4) yields an equivalence

π1(C , F )-Set/F (X)
∼→ Hξ-Set.

A simple inspection shows that the resulting equivalenceC/X
∼→ Hξ-Set is none else than the

functorF †
ξ , so the assertion follows from remark 1.6.9(i) and example 1.6.8. �

1.6.21. Let(C , F ) be a fibre functor, and let us now fix a cleavagec : C o → Cat for the fibred
categoryt : Morph(C )→ C (see example 1.4.2(iii)). Also, letI be a small cofiltered category,
andX• : I → C a functor such thatXi is a connected object ofC , for everyi ∈ Ob(I); we
pick an element

ξ• ∈ lim
I
F ◦X•.

In other words,ξ• := (ξi ∈ F (Xi) | i ∈ I) is a compatible system of elements such that

F (ϕ)(ξj) = ξi for every morphismϕ : j → i in I.

For everyi ∈ I, we denote byHi ⊂ π1(C , F ) the stabilizer ofξi for the left action ofπ1(C , F )
onF (Xi). Clearly, any morphismj → i induces an inclusionHj ⊂ Hi. Furthermore, let

F †
i : C/Xi → Hi-Set for everyi ∈ I

be the subfunctor selected byξi, and setFi := fHi ◦ F †
i . Letϕ : j → i be a morphism ofI; to

the corresponding morphismXϕ : Xj → Xi, the cleavagec associates a pull-back functor

X∗
ϕ : C/Xi → C/Xj .

Especially, for any objectY ∈ Ob(C /Xi) we have the cartesian diagram inC :

X∗
ϕ(Y ) //

��

Y

��
Xj

Xϕ // Xi
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whence, sinceF is exact, a natural bijection :

F (X∗
ϕ(Y ))

∼→ F (Y )×F (Xi) F (Xj)

which in turns yields a bijection :

F †
j (X

∗
ϕ(Y ))

∼→ F (Y )×F (Xi) {ξj} = F †
i (Y )× {ξj}.

That is, we have a natural isomorphism of functors :

(1.6.22) α†
ϕ : F †

j ◦X∗
ϕ

∼→ Res
Hj
Hi
◦ F †

i

and since theX∗
ϕ are exact functors, it is easily seen that the isomorphismsαϕ := fj ∗ α†

ϕ yield
a pseudo-functor

(1.6.23) I → fibre.Fun i 7→ (C/Xi, Fi) ϕ 7→ (X∗
ϕ, αϕ).

Moreover,α†
ϕ can be seen as a2-cell of fibre.Fun : F †

j ◦ (X∗
ϕ, αϕ)

∼→ ResHiHj ◦ F
†
i , whence a

commutative diagram of profinite groups :

Hj
//

π1(F
†
j )

��

Hi

π1(F
†
i )

��
π1(C/Xj , Fj)

π1(X∗
ϕ,αϕ) // π1(C/Xi, Fi)

whose top horizontal arrow is the inclusion map. Especially, notice that the mapπ1(X∗
ϕ, αϕ)

does not depend on the chosen cleavage; this can also be seen by remarking that any two cleav-
agesc, c′ are related by a pseudo-natural isomorphismc

∼→ c′ (details left to the reader).

1.6.24. Let(C/X, Fξ) be the2-colimit of the pseudo-functor (1.6.23), as in remark 1.6.18(i),
and fix a corresponding universal pseudo-cocone(a•, σ•) : (C/X•, F•) ⇒ (C/X, Fξ). We may
then state :

Corollary 1.6.25. In the situation of(1.6.24), there exists a natural isomorphism of profinite
groups :

H :=
⋂

i∈Ob(I)

Hi
∼→ π1(C/X, Fξ)

which fits into a commutative diagram :

(1.6.26)

H //

��

Hi

π1(F
†
i )

��
π1(C/X, Fξ)

π1(ai,σi) // π1(C/Xi, Fi)

for everyi ∈ Ob(I)

whose top horizontal arrow is the inclusion map.

Proof. By corollary 1.6.16, we have an isomorphism ofπ1(C/X, Fξ) with the limit of the cofil-
tered system(π1(C/X,Fi) | i ∈ Ob(I)); on the other hand, the discussion of (1.6.21) shows that
the latter system is naturally isomorphic to the system(Hi | i ∈ Ob(I)). Lastly, the commuta-
tivity of (1.6.26) follows from remark 1.6.18(ii). �

2. SITES AND TOPOI

In this chapter, we assemble some generalities concerning sites and topoi. The main reference
for this material is [3]. As in the previous sections, we fix a universeU, and small meansU-
small throughout. Especially, a presheaf on any category takes its values inU, unless explicitly
stated otherwise.
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2.1. Topologies and sites.Let C be a small category; we wish to begin with a closer investi-
gation of the categoryC ∧ of presheaves onC , introduced in (1.1.19). First, we remark thatC ∧

is complete and cocomplete, and for everyX ∈ Ob(C ), the functor

C ∧ → Set : F 7→ F (X)

commutes with all limits and all colimits (in other words, the limits and colimits inC ∧ are com-
puted argumentwise) : see [10, Th.2.5.14 and Cor.2.15.4]. As a corollary, a morphism inC ∧ is
an isomorphism if and only if it is both a monomorphism and an epimorphism, since the same
holds in the categorySet. Likewise, a morphism of presheavesF → G is a monomorphism
(resp. an epimorphism) if and only if the induced map of setsF (X)→ G(X) is injective (resp.
surjective) for everyX ∈ Ob(C ) : see [10, Cor.2.15.3]. Furthermore, the filtered colimits inC ∧

commute with all finite limits, again because the same holds in Set ([10, Th.2.13.4]). For the
same reason, all colimits and all epimorphisms are universal in C ∧ (see example 1.1.24(v,vii)).

It is also easily seen thatC ∧ is well-powered : indeed, for every presheafF onC , and every
X ∈ Ob(C ), the set of subsets ofF (X) is small, and a subobject ofF is just a compatible
system of subsetsF ′(X) ⊂ F (X), for X ranging over the small set of objects ofC . Likewise
one sees thatC ∧ is co-well-powered.

Hence, for every morphismf : F → G in C ∧, the image off is well defined (see example
1.1.24(viii)); more concretely,Im(f) ⊂ G is the subobject defined by the rule :

X 7→ Im(F (X)→ G(X)) for everyX ∈ Ob(C ).

Denote by{∗} a final object ofSet (i.e. any choice of a set with a single element); the initial
(resp. final) object ofC ∧ is the presheaf∅C (resp.1C ) such that∅C (X) = ∅ (resp.1C (X) =
{∗}) for everyX ∈ Ob(C ).

Lemma 2.1.1.LetC be a small category,F a presheaf onC . We have a natural isomorphism:

colim
hC /F

h/F
∼→ 1F in the categoryC ∧/F

whereh : C → C ∧
U is the Yoneda embedding (notation of(1.1.16)and (1.1.19)).

Proof. To begin with, notice that, under the current assumptions,hC /F is a small category. Let
s : C ∧/F → C ∧ be the source functor as in (1.1.13); letG be any presheaf onC ; according to
(1.1.30) we have a natural bijection :

HomC∧(colim
hC /F

s ◦ h/F,G) ∼→ S := lim
(hC /F )o

HomC ∧(s ◦ h/F,G).

By inspecting the definitions, we see that the elements ofS are in natural bijection with the
compatible systems of the form(fσ ∈ G(X) | X ∈ Ob(C ), σ ∈ F (X)), such that(Gψ)(fσ) =
f(Fψ)(σ) for every morphismψ : X ′ → X in C . Such a system defines a unique natural
transformationF ⇒ G, henceF and the above colimit represent the same presheaf on the
category(C ∧

U′)o, and the assertion follows. �

As a special case of lemma 2.1.1, consider any objectX of a small categoryC , any sieve
S of C/X, and takeF := hS (notation of (1.5.3)); recalling the isomorphism of categories
hC /F

∼→ S , we deduce a natural isomorphism inC ∧ :

(2.1.2) colim
S

h ◦ s ∼→ hS

wheres : S → C is the restriction of the functor (1.1.13).

Proposition 2.1.3. In the situation of(1.1.35), letF be any presheaf onB. We have :
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(i) f!F is naturally isomorphic to the presheaf onC given by the rule :

(2.1.4) Y 7→ colim
(Y/fB)o

F ◦ ιoY ϕ 7→ ( colim
(ϕ/fB)o

1B : colim
(Y/fB)o

F ◦ ιoY → colim
(Y ′/fB)o

F ◦ ιoY ′)

for everyY ∈ Ob(C ) and every morphismϕ : Y ′ → Y in C (notation of (1.1.16)).
(ii) f∗F is naturally isomorphic to the presheaf onC given by the rule :

Y 7→ lim
(fB/Y )o

F ◦ ιoY ϕ 7→ ( lim
(fB/ϕ)o

1B : lim
(fB/Y )o

F ◦ ιoY → lim
(fB/Y ′)o

F ◦ ιoY ′)

for everyY ∈ Ob(C ) and every morphismϕ : Y ′ → Y in C .
(iii) If all the finite limits ofB are representable, andf is left exact, then the functorf! is

left exact.

Proof. (i), (ii): The above expressions are derived directly from the proof of proposition 1.1.34.
(iii): Under these assumptions, the categoryY/fB is cofiltered for everyY ∈ Ob(C ), hence

(Y/fB)o is filtered. However, the filtered colimits in the categorySet commute with all finite
limits, so the assertion follows from (i). �

2.1.5. In the situation of (1.1.35), letV be a universe such thatU ⊂ V. As a first corollary of
proposition 2.1.3(i,ii) we get an essentially commutativediagram of categories

C ∧
U

��

B∧
U

fU! //fU∗oo

��

C ∧
U

��
C ∧
U B∧

V

fV! //fV∗oo C ∧
V

whose vertical arrows are the inclusion functors. Let us remark :

Lemma 2.1.6.Let f : B → C be a functor between small categories. We have :

(i) f is fully faithful if and only if the same holds forf!, if and only if the same holds for
f∗.

(ii) Suppose thatf admits a right adjointg : C → B. Then there are natural isomor-
phisms of functors :

f ∗ ∼→ g! f∗
∼→ g∗.

Proof. (i): By proposition 1.1.11(iii),f! is fully faithful if and only if the same holds forf∗.
Now, suppose thatf is fully faithful. We have to show that the unit of adjunctionF → f ∗f!F

is an isomorphism, for everyF ∈ Ob(B∧) (proposition 1.1.11(ii)). Since bothf ∗ and f!
commute with arbitrary colimits, lemma 2.1.1 reduces to thecase whereF = hY for some
Y ∈ Ob(B) In this case, taking into account (1.1.36), we see that the unit of adjunction is the
map given by the composition :

hY (Z) = HomB(Z, Y )
ω−→ HomC (fZ, fY ) = (f ∗hfY )(Z) for everyZ ∈ Ob(B)

whereω is the map given byf , which is a bijective by assumption, whence the claim.
Conversely, iff! is fully faithful, then (1.1.36) and the full faithfulness of the Yoneda imbed-

dings, imply thatf is fully faithful.
(ii): It suffices to show the first stated isomorphism, since the second one will follow by

adjunction. However, letX ∈ Ob(B), F ∈ Ob(C ∧), and lets : hC /F → C be the functor
given by the rule :(hY → F ) 7→ Y . Taking into account lemma 2.1.1 and (1.1.36), we may
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compute :
f ∗F (X) = F (fX)

∼→ colim
hC /F

HomC (f(X), s)

∼→ colim
hC /F

HomB(X, g ◦ s)
∼→ colim

hC /F
(g! ◦ h ◦ s)(X)

∼→ g!F (X)

whence the contention. �

Example 2.1.7.(i) Let C be a category,X any object ofC , denote byιX : C/X → C the
functor of (1.1.13), and suppose thatC is V-small, for some universeV containingU. By
inspecting (2.1.4) we obtain a natural isomorphism :

(2.1.8) (ιX)V!F (Y )
∼→ {(a, ϕ) | ϕ ∈ HomC (Y,X), a ∈ F (ϕ)}

for everyV-presheafF on C/X and everyY ∈ Ob(C ). If ψ : Z → Y is any morphism ofC ,
the corresponding map(ιX)V!F (Y )→ (ιX)V!F (Z) is given by the rule :

(2.1.9) (a, ϕ) 7→ (F (ψ)(a), ϕ ◦ ψ) for every(a, ϕ) ∈ (ιX)V!F (Y ).

(ii) Especially, if C has smallHom-sets andF is aU-presheaf onC/X, then we see that
(ιX)V!F is aU-presheaf. Since the inclusion(C/X)∧U → (C/X)∧V is fully faithful, we deduce
that the target of (2.1.8) can be used to define a left adjoint(ιX)U! : (C/X)∧U → C ∧

U to (ιX)
∗
U. (As

usual the latter shall often be denoted justιX!). We also deduce from (2.1.8) thatιX! transforms
monomorphisms to monomorphisms, and more generally, that it commutes with fibre products.
On the other hand, it does not generally preserve final objects, hence it is not generally exact.

(iii) More precisely, (2.1.8) yields a natural isomorphism:

ιX!(1C/X)
∼→ hX .

It follows thatιX! is the composition of a functor

eX : (C/X)∧ → C ∧/hX

and the functorιhX : C ∧/hX → C ∧. LetF be any presheaf onC/X; in view of (2.1.9), we see
that the corresponding morphismeX(F ) : ιX!F → hX is given by the rule :(a, ϕ) 7→ ϕ for
everyY ∈ Ob(C ) and every(a, ϕ) ∈ ιX!F (Y ). We claim thateX is an equivalence. Indeed, let
G be another presheaf onC/X, andf : eX(F )→ eX(G) a morphism inC ∧/hX ; the foregoing
description ofeX(F ) shows thatf is the datum of a system of mapsfϕ : F (ϕ)→ G(ϕ), for ϕ :
Y → X ranging over the objects ofC/X, subject to the condition thatfϕ◦ψ ◦F (ψ) = G(ψ)◦fϕ
for every morphismψ : Z → Y of X-objects. Such a datum is obviously nothing else than a
morphismF → G in (C/X)∧, so this shows already thateX is fully faithful.

Next, the datum of a morphismg : F → hX in C ∧ amounts to a compatible system of
partitionsF (Y ) =

⋃
ϕ F (Y )ϕ, for everyY ∈ Ob(C ), with ϕ ranging overHomC (Y,X);

namely,F (Y )ϕ := g(Y )−1(ϕ) for every suchϕ; the ruleϕ 7→ F (ιX(Y ))ϕ then defines a
presheafG on C/X with a natural isomorphismιX(G)

∼→ F , all of which shows thateX is
essentially surjective, as claimed. The quasi-inverse just constructed, can be described more
compactly as the functor that assigns tog : F → hX the presheaf given by the rule :

(Y
ϕ−→ X) 7→ HomC ∧/hX ((hY

hϕ−−→ hX), g).

Definition 2.1.10. Let C be a category.

(i) A topologyonC is the datum, for everyX ∈ Ob(C ), of a setJ(X) of sieves ofC/X,
fulfilling the following conditions :
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(a) (Stability under base change) For every morphismf : Y → X of C , and every
S ∈ J(X), the sieveS ×X f lies inJ(Y ).

(b) (Local character) LetX be any object ofC , andS , S ′ two sieves ofC/X, with
S ∈ J(X). Suppose that, for every objectf : Y → X of S , the sieveS ′ ×X f
lies inJ(Y ). ThenS ′ ∈ J(X).

(c) For everyX ∈ Ob(C ), we haveC/X ∈ J(X).
(ii) In the situation of (i), the elements ofJ(X) shall be called thesieves coveringX.

Moreover, say thatS is the sieve ofC/X generated by a family(fi : Xi → X | i ∈ I)
of morphisms. IfS is a sieve coveringX, we say that the family(fi | i ∈ I) covers
X, or that it is acovering family ofX.

(iii) The datum(C , J) of a categoryC and a topologyJ := (J(X) | X ∈ Ob(C )) onC is
called asite, and thenC is also called thecategory underlyingthe site(C , J). We say
that(C , J) is asmall site, if C is a small category.

(iv) The set of all topologies onC is partially ordered by inclusion: given two topologiesJ1
andJ2 onC , we say thatJ1 is finer thanJ2, if J2(X) ⊂ J1(X) for everyX ∈ Ob(C ).

Remark 2.1.11.Let (C , J) be any site.
(i) It is easily seen that any finite intersection of sieves covering an objectX, again coversX.

Indeed, say thatS1 andS2 are two sieves coveringX; setS := S1 ∩S2 and letf : Y → X
be any object ofS1. ThenS ×X f = S2 ×X f .

(ii) Also, any sieve ofC/X containing a covering sieve is again a covering sieve. Indeed, if
S ⊂ S ′, thenS ′ ×X f = C /Y for every objectf : Y → X of S .

(iii) Let (fi : Yi → X | i ∈ I) be a family of objects ofC/X that generates a sieveS
coveringX, and for everyi ∈ I, let (gij : Zij → Yi | i ∈ Ji) a family of objects ofC /Yi that
generates a sieveSi coveringYi. Then the family(fi ◦ gij : Zij → X | i ∈ I, j ∈ Ji) generates
a sieveS ′ coveringX. Indeed, say thatf : Y → X lies in S , and picki ∈ I such thatf
factors throughfi and a morphismg : Y → Yi; then it is easily seen thatSi ×Yi g ⊂ S ′ ×X f .

Example 2.1.12.Let F : A → B be a fibration between two categories. For everyX ∈
Ob(B), let JF (X) denote the set of all sievesS ⊂ B/X of universalF -2-descent. (To make
this definition, we have to choose a universeV such thatA andB areV-small, but clearly
the resultingJF does not depend onV.) Then we claim thatJF is a topology onB. Indeed,
it is clear thatJF fulfills conditions (a) and (c) of definition 2.1.10(i). In order to conclude, it
suffices therefore to show the following :

Lemma 2.1.13.In the situation of example2.1.12, let S ′ ⊂ S be two sieves ofB/X, and
suppose that, for every objectf : Y → X of S , the sieveS ′ ×X f lies in JF (Y ). Then
S ′ ∈ JF (X) if and only ifS ∈ JF (X).

Proof. Up to replacingU by a larger universe, we may assume thatB andC are small. Notice
then that our assumptions are preserved under any base changeX ′ → X in B, hence it suffices
to show thatS ′ is a sieve ofF -2-descent if and only if the same holds forS . To this aim, for
every small categoryA we construct a functor

ϑ : CartB(S
′,A )→ 2-lim

S
CartB(GS ,A )

whereGS : S → Cat/B is the functor introduced in 1.5.10. Indeed, letϕ : S ′ → A be a
cartesian functor; for every objectf : Y → X of S , denote

B/Y
jf←−− S ′ ×X f

if−−→ S ′

the natural functors. By assumption, there exist cartesianfunctorsϕf : B/Y → A , and natural
isomorphisms

αf : ϕf ◦ jf ⇒ ϕ ◦ if
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for every suchf . Moreover, for every morphismg : Z → Y in S , there exists a unique
isomorphism of functors

ωf,g : ϕf ◦ g∗ ⇒ ϕf◦g

fitting into the commutative diagram :

ϕf ◦ g∗ ◦ jf◦g
ωf,g∗jf◦g

��

ϕf ◦ jf ◦ ig
αf∗ig
��

ϕf◦g ◦ jf◦g
αf◦g +3 ϕ ◦ if◦g ϕ ◦ if ◦ ig.

The uniqueness ofωf,g implies that the datum(ϕf , ωf,g | f ∈ Ob(S ), g ∈ Morph(S )) defines
a pseudo-natural transformationϕ• : GS ⇒ FA . Moreover, ifτ : ϕ ⇒ ϕ′ is any natural
transformation of cartesian functorsS ′ → A , there exists, for everyf ∈ Ob(S ), a unique
natural transformationτf : ϕf ⇒ ϕ′

f fitting into the commutative diagram :

ϕf ◦ jf
τf∗jf +3

αf

��

ϕ′
f ◦ jf

α′
f

��
ϕ ◦ if

τ∗jf +3 ϕ′ ◦ if .
In other words, the ruleϕ 7→ ϕ• defines a functorϑ as sought.

Notice next that, iff : Y → X lies inOb(S ′), thenS ′ ×X f = B/Y ; it follows that the
restriction toS ′ of the functorGS agrees with the functorGS ′, and this restriction operation
induces a functor

ρ : 2-lim
S

CartB(GS ,A )→ 2-lim
S ′

CartB(GS ′,A ).

Summing up, we arrive at the essentially commutative diagram :

CartB(S ,A )
CartB(ι,A )

//

ω
��

CartB(S ′,A )

ϑ

sshhhhhhhhhhhhhhhhhhh

ω′

��
2-lim

S
CartB(GS ,A )

ρ // 2-lim
S ′

CartB(GS ′,A )

in which ι : S ′ → S is the inclusion functor, and whereω andω′ are equivalences deduced
from lemma 1.5.11. A little diagram chase shows thatCartB(ι,A ) must then also be an equiv-
alence, whence the contention. �

2.1.14. Suppose now thatC has smallHom-sets. Then, in view of the discussion in (1.5.3), a
topology can also be defined by assigning, to any objectX of C , a familyJ ′(X) of subobjects
of hX , such that :

(a) For everyX ∈ Ob(C ), everyR ∈ J ′(X), and every morphismY → X in C , the fibre
productR ×X Y lies inJ ′(Y ).

(b) Say thatX ∈ Ob(C ), and letR, R′ be two subobjects ofhX , such thatR ∈ J ′(X).
Suppose that, for everyY ∈ Ob(C ), and every morphismf : hY → R, we have
R′ ×X Y ∈ J ′(Y ). ThenR′ ∈ J ′(X).

(c) hX ∈ J ′(X) for everyX ∈ Ob(C ).

In this case, the elements ofJ ′(X) are naturally called thesubobjects coveringX. This view-
point is adopted in the following :

Definition 2.1.15. Let V be a universe,C := (C , J) be a site, and suppose that the categoryC
hasV-smallHom-sets. Let alsoF ∈ Ob(C ∧

V ).
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(i) We say thatF is a separatedV-presheaf(resp. aV-sheaf) on C, if for everyX ∈
Ob(C ) and every subobjectR coveringX, the induced morphism :

F (X) = HomC ∧
V
(hX , F )→ HomC ∧

V
(R,F )

is injective (resp. is bijective). ForV = U, we shall just say separated presheaf instead
of separatedU-presheaf, and likewise for sheaves.

(ii) The full subcategory ofC ∧
V consisting of allV-sheaves (resp. all separated presheaves)

on C is denotedC∼
V (resp. Csep

V ). ForV = U, this category will be usually denoted
simplyC∼ (resp.Csep).

2.1.16. In the situation of definition 2.1.15(i), say thatR = hS for some sieveS coveringX,
and let(Si → X | i ∈ I) be a generating family forS . Combining lemma 1.5.7 and examples
1.4.10(iv), 1.5.9(ii), we get a natural isomorphism :

HomC∧(R,F )
∼→ Equal


∏

i∈I

CartC (C/Si,AF ) //
//
∏

(i,j)∈I×I

CartC (C/Sij ,AF )




which – again by example 1.4.10(iv,v,vi) – we may rewrite more simply as :

HomC∧(R,F )
∼→ Equal


∏

i∈I

F (Si) //
//
∏

(i,j)∈I×I

HomC∧(hSi ×hX hSj , F )


 .

The above equalizer can be described explicitly as follows.It consists of all the systems

(ai | i ∈ I) with ai ∈ F (Si) for everyi ∈ I
such that, for everyi, j ∈ I, every objectY → X of C/X, and every pair(gi : Y → Si, gj :
Y → Sj) of morphisms inC/X, we have :

(2.1.17) F (gi)(ai) = F (gj)(aj).

If the fibred productSij := Si ×X Sj is representable inC , the latter expression takes the more
familiar form :

HomC ∧(R,F )
∼→ Equal


∏

i∈I

F (Si) //
//
∏

(i,j)∈I×I

F (Sij)


 .

Remark 2.1.18.Let C be a category with smallHom-sets.
(i) The arguments in (2.1.16) yield also the following. A presheafF on C is separated

(resp. is a sheaf) onC, if and only if every covering sieve ofC is a sieve of1-descent (resp. of
2-descent) for the fibrationϕF : AF → C of example 1.4.10(iii).

(ii) Let F be a presheaf onC . We deduce from (i) and example 2.1.12 that the topology
JF := JϕF is the finest onC for whichF is a sheaf. A subobjectR ⊂ hX (for anyX ∈ Ob(C ))
lies in JF (X) if and only if the natural mapF (X ′) → HomC∧(R ×X X ′, F ) is bijective for
every morphismX ′ → X in C .

(iii) More generally, if(Fi | i ∈ I) is any family of presheaves onC , we see that there exists
a finest topology for which eachFi is a sheaf : namely, the intersection of the topologiesJFi as
in (ii).

(iv) As an important special case, we deduce the existence ofa finest topologyJ onC such
that all representable presheaves are sheaves on(C , J). This topology is called thecanonical
topologyon C . The foregoing shows that a sieve ofC/X is universal strict epimorphic (see
example 1.5.13) if and only if it coversX in the canonical topology ofC .
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2.1.19. Suppose furthermore, thatC is small; then, directly from definition 2.1.15 (and from
(1.1.29)), we see that the categoryC∼ is complete, and the fully faithful inclusionC∼ → C ∧

commutes with all limits; moreover, given a presheafF on C , it is possible to construct a
solution set forF relative to this functor, and therefore one may apply theorem 1.1.32 to produce
a left adjoint. However, a more direct and explicit construction of the left adjoint can be given;
the latter also provides some additional information whichis hard to extract from the former
method. Namely, we have :

Theorem 2.1.20.In the situation of(2.1.19), the following holds :

(i) The inclusion functori : C∼ → C ∧ admits a left adjoint

(2.1.21) C ∧ → C∼ F 7→ F a.

For every presheafF , we callF a thesheaf associated toF .
(ii) Morever,(2.1.21)is an exact functor.

Proof. We begin with the following :

Claim 2.1.22. Let F be a separated presheaf onC , andS1 ⊂ S2 two sieves covering some
X ∈ Ob(C ). Then the natural mapHomC∧(hS2, F )→ HomC∧(hS1 , F ) is injective.

Proof of the claim.We may find a generating family(fi : Si → X | i ∈ I2) for S2, and a
subsetI1 ⊂ I2, such that(fi | i ∈ I1) generatesS1. Let s, s′ : hS2 → F , whose images agree
in HomC ∧(hS1, F ). By (2.1.16),s ands′ correspond to families(si | i ∈ I2), (s′i | i ∈ I2) with
si, s

′
i ∈ F (Si) for everyi ∈ I2, fulfilling the system of identities (2.1.17), and the foregoing

condition means thatsi = s′i for everyi ∈ I1. We need to show thatsi = s′i for everyi ∈ I2.
Hence, leti ∈ I2 be any element; by assumption, the natural map

F (Si)→ HomC ∧(hS1 ×X Si, F )
is injective. However, the objects ofS1×X fi are all the morphismsgi : Y → Si in C such that
fi ◦ gi = fj ◦ gj for somej ∈ I1 and somegj : Y → Sj in C . If we apply the identities (2.1.17)
to these mapsgi, gj, we deduce that :

F (gi)(si) = F (gj)(sj) = F (gj)(s
′
j) = F (gi)(s

′
i).

In other words,si ands′i have the same image inHomC∧(hS1 ×X Si, F ), hence they agree, as
claimed. ♦

Next, for everyX ∈ Ob(C ), denote byJ(X) the full subcategory ofCat/(C/X) such that
Ob(J(X)) = J(X). Notice thatJ(X) is small and cofiltered, for every suchX. Define a
functorh : J(X)→ C ∧ by the rule :S 7→ hS for everyS ∈ J(X); to an inclusion of sieves
S ′ ⊂ S there corresponds the natural monomorphismhS ′ → hS of subobjects ofhX .

For a given presheafF onC , set

F+(X) := colim
J(X)o

HomC∧(ho, F ).

For a morphismf : Y → X in C and a sieveS ∈ J(X), the natural projectionhS×XY → hS

induces a map :
HomC ∧(hS , F )→ HomC∧(hS ×X Y, F )

whence a mapF+(X)→ F+(Y ), after taking colimits. In other words, we have a functor :

(2.1.23) C ∧ → C ∧ F 7→ F+.

with a natural transformationF (X)→ F+(X), sinceC/X ∈ J(X) for everyX ∈ Ob(C ).

Claim2.1.24. (i) The functor (2.1.23) is left exact.
(ii) For everyF ∈ Ob(C ∧), the presheafF+ is separated.

(iii) If F is a separated presheaf onC , thenF+ is a sheaf onC∼.
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Proof of the claim.(i) is clear, sinceJ(X)o is filtered for everyX ∈ Ob(C ).
(ii): Let s, s′ ∈ F+(X), and suppose that the images ofs ands′ agree inHomC∧(hS , F

+),
for someS ∈ J(X). We may find a sieveT ∈ J(X) such thats ands′ come from elements
s, s′ ∈ HomC ∧(hT , F ). Let (gi : Si → X | i ∈ I) be a family of generators forS ; in view
of (2.1.16), the images ofs ands′ agree inF+(Si) for everyi ∈ I. The latter means that, for
everyi ∈ I, there existsSi ∈ J(Si), refiningT ×X gi, such that the images ofs ands′ agree in
HomC∧(hSi

, F ). For everyi ∈ I, let (giλ : Tiλ → Si | λ ∈ Λi) be a family of generators forSi,
and consider the sieveT ′ of C/X generated by(gi ◦ giλ : Tiλ → X | i ∈ I, λ ∈ Λi). ThenT ′

coversX (remark 2.1.11(iii)) and refinesT , and the images ofs ands′ agree inHomC∧(hT ′ , F )
(as one sees easily, again by virtue of (2.1.16)). This showsthats = s′, whence the contention.

(iii): In view of (ii), it suffices to show that the natural mapF+(X) → HomC∧(hS , F
+) is

surjective for everyS ∈ J(X). Hence, say thats ∈ HomC ∧(hS , F
+), and let(Si | i ∈ I) be

a generating family forS . By (2.1.16),s corresponds to a system(si ∈ F+(Si) | i ∈ I) such
that the following holds. For everyi, j ∈ I, and every pair of morphismsui : Y → Si and
uj : Y → Sj in C/X, we have

(2.1.25) F+(ui)(si) = F+(uj)(sj).

For everyi ∈ I, let Si ∈ J(Si) such thatsi is the image of somesi ∈ HomC ∧(hSi
, F ). For

everyui, uj as above, setSij := (Si ×Si ui) ∩ (Sj ×Sj uj); sinceF is separated, (2.1.25) and
claim 2.1.22 imply that the images ofsi andsj agree inHomC∧(hSij

, F ), for everyi, j ∈ I.
However, for everyi ∈ I, let (giλ : Tiλ → Si | λ ∈ Λi) be a generating family forSi;

thensi corresponds to a compatible system of sectionssiλ ∈ F (Tiλ), andSij is the sieve of all
morphismsf : Z → Y such that

ui ◦ f = giλ ◦ f ′
i and uj ◦ f = gjµ ◦ f ′

j

for someλ ∈ Λi, µ ∈ Λj and somef ′
i : Z → Tiλ, f ′

j : Z → Tjµ, so by construction we have

(2.1.26) F (f ′
i)(siλ) = F (f ′

j)(sjµ) for everyi, j ∈ I andλ ∈ Λi, µ ∈ Λµ.

Finally, letT be the sieve ofC/X generated by(gi ◦ giλ : Tiλ → X | i ∈ I, λ ∈ Λi); thenT
coversX (remark 2.1.11(iii)), and (2.1.26) shows that the system(F (giλ)(siλ) | i ∈ I, λ ∈ Λi)
defines an element ofHomC∧(hT , F ), whose image inF+(X) agrees withs. ♦

From claim 2.1.24 we see that the rule :F 7→ F a := (F+)+ defines a left exact functor
C ∧ → C∼, with natural transformationsηF : F ⇒ i(F a) for everyF ∈ Ob(C ∧) andεG :
(iG)a ⇒ G for everyG ∈ Ob(C∼) fulfilling the triangular identities of (1.1.8). The theorem
follows. �

Remark 2.1.27.LetC := (C , J) be a small site.
(i) It has already been remarked thatC∼ is complete, and from theorem 2.1.20 we also

deduce thatC∼ is cocomplete, and the functor (2.1.21) (resp. the inclusion functori : C∼ →
C ∧) commutes with all colimits (resp. with all limits); more precisely, ifF : I → C∼ is any
functor from a small categoryI, we have a natural isomorphism inC∼ (resp. inC ∧) :

colim
I

F
∼→ (colim

I
i ◦ F )a (resp. i(lim

I
F )

∼→ lim
I
i ◦ F ).

Especially, limits inC∼ are computed argumentwise (see (1.1.31)). Moreover, it follows that
all colimits and all epimorphisms are universal inC∼ (see example 1.1.24(v,vii)), and filtered
colimits inC∼ commute with finite limits, since the same holds inC ∧.

(ii) Furthermore,C∼ is well-powered and co-well-powered, since the same holds for C ∧. Es-
pecially, every morphismf : F → G in C∼ admits a well defined image (example 1.1.24(viii)).
Such an image can be constructed explicitly as the subobject(Im i(f))a (details left to the
reader).
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(iii) By composing with the Yoneda embedding, we obtain a functor

ha : C → C∼ : X 7→ (hX)
a for everyX ∈ Ob(C )

and lemma 2.1.1 yields a natural isomorphism :

colim
hC /F

haX
∼→ F for every sheafF onC.

(iv) From the proof of claim 2.1.24 it is clear that the functor

C ∧ → Csep F 7→ F sep := Im(F → F+)

is left adjoint to the inclusionCsep → C ∧. Moreover, we have a natural identification :

F a ∼→ (F sep)+ for everyF ∈ Ob(C ∧).

(v) LetV be a universe such thatU ⊂ V; from the definitions, it is clear that the fully faithful
inclusionC ∧

U ⊂ C ∧
V restricts to a fully faithful inclusion

C∼
U ⊂ C∼

V .

Moreover, by inspecting the proof of theorem 2.1.20, we deduce an essentially commutative
diagram of categories :

C ∧
U

//

��

C∼
U

��
C ∧
V

// C∼
V

whose vertical arows are the inclusion functors, and whose horizontal arrows are the functors
F 7→ F a.

In practice, one often encounters sites that are not small, but which share many of the prop-
erties of small sites. These more general situations are encompassed by the following :

Definition 2.1.28. LetC := (C , J) be a site.
(i) A topologically generating familyfor C is a subsetG ⊂ Ob(C ), such that, for every

X ∈ Ob(C ), the family

G/X :=
⋃

Y ∈G

HomC (Y,X) ⊂ Ob(C/X)

generates a sieve coveringX.
(ii) We say thatC is aU-site, if C has smallHom-sets, andC admits a small topologically

generating family. In this case, we also say thatJ is aU-topologyonC .

2.1.29. LetC =: (C , J) be aU-site, andG a small topologically generating family forC.
For everyX ∈ Ob(C ), denote byJG(X) ⊂ J(X) the set of all sieves coveringX which are
generated by a subset ofG/X (notation of definition 2.1.28(i)).

Lemma 2.1.30.With the notation of(2.1.29), for everyX ∈ Ob(C ) the following holds :

(i) JG(X) is a small set.
(ii) JG(X) is a cofinal subset of the setJ(X) (where the latter is partially ordered by

inclusion of sieves).

Proof. (i) is left to the reader.
(ii): Let S be any sieve coveringX, and say thatS is generated by a family(fi : Si →

X | i ∈ I) of objects ofC/X (indexed by some not necessarily small setI). LetS ′ be the sieve
generated by ⋃

i∈I

{fi ◦ g | g ∈ G/Si}.
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It is easily seen thatS ′ ⊂ S andS ′ ∈ JG(X). �

Remark 2.1.31.(i) In the situation of (2.1.29), letV be a universe withU ⊂ V, and such thatC
is aV-small site. For everyX ∈ Ob(C ), denote byJG(X) the full subcategory ofJ(X) such
thatOb(JG(X)) = JG(X), and lethG : JG(X) → C ∧ be the restriction ofh (notation of the
proof of theorem 2.1.20). Lemma 2.1.30 implies that the natural map :

colim
JG(X)o

HomC∧(hoG, F )→ F+(X)

is bijective. Therefore, ifF is aU-presheaf,F+(X) is essentiallyU-small, and then the same
holds forF a(X). In other words, the restriction toC ∧

U of the functorC ∧
V → C∼

V : F 7→ F a,
factors throughC∼.

(ii) We deduce that theorem 2.1.20 holds, more generally, whenC is an arbitraryU-site.
Likewise, a simple inspection shows that remark 2.1.27(i,iv,v) holds whenC is only assumed
to be aU-site.

Proposition 2.1.32.LetC := (C , J) be aU-site. The following holds :

(i) A morphism inC∼ is an isomorphism if and only if it is both a monomorphism and an
epimorphism.

(ii) All epimorphisms inC∼ are universal effective.

Proof. (i): Let ϕ : F → G be a monomorphism inC∼; then the morphism of presheaves
i(ϕ) : iF → iG is also a monomorphism, and it is easily seen that the cocartesian diagram

D :

iF
i(ϕ)

//

i(ϕ)

��

iG

α
��

iG // iG∐iF iG

is also cartesian, hence the same holds for the induced diagram of sheavesDa. If moreover,ϕ
is an epimorphism, thenαa is an isomorphism, hence the same holds forϕ = (i(ϕ))a.

(ii): Let f : F → G be an epimorphism inC∼; in view of remarks 2.1.27(i) and 2.1.31(ii),
it suffices to show thatf is effective. However, setG′ := Im(i(f)), and letpi : F ×G F → F
(for i = 1, 2) be the two projections. Supposeϕ : F → X is a morphism inC∼ such that
ϕ◦p1 = ϕ◦p2; sincei(F ×GF ) = iF ×iG iF = iF ×G′ iF , the morphismi(ϕ) factors through
a (unique) morphismψ : G′ → X. On the other hand, it is easily seen that(G′)a = G, henceϕ
factors through the morphismψa : G→ X. �

Remark 2.1.33.Proposition 2.1.32(i) implies that every morphismϕ : X → Y in C∼ factors
uniquely (up to unique isomorphism) as the composition of anepimorphism followed by a
monomorphism. Indeed; such a factorization is provided by the natural morphismsX → Im(ϕ)

andIm(ϕ) → Y (see example 1.1.24(viii)). IfX
ϕ′

−−→ Z → Y is another such factorization,
then by definitionϕ′ factors through a unique monomorphismψ : Im(ϕ) → Z. However,ψ is
an epimorphism, since the same holds forϕ′. Henceψ is an isomorphism.

Proposition 2.1.34.Let (C , J) be aU-site,X ∈ Ob(C ), andR any subobject ofhX . The
following conditions are equivalent :

(a) The inclusion mapi : R→ hX induces an isomorphism on associated sheaves

ia : Ra ∼→ haX .

(b) R coversX.
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Proof. (b)⇒(a) : By definition, the natural mapRa(X) → HomC∧(R,Ra) is bijective, hence
there exists a morphismf : hX → Ra in C ∧ whose composition withi is the unit of adjunction
R → Ra. Therefore,fa : haX → Ra is a left inverse foria. On the other hand, we have a
commutative diagram :

HomC ∧(haX , h
a
X)

//

��

HomC∧(Ra, haX)

��
haX(X) // HomC∧(R, haX)

whose bottom and vertical arrows are bijective, so that the same holds also for the top arrow.
Setg := ia ◦ fa, and notice thatg ◦ ia = ia, thereforeg must be the identity ofhaX , whence the
contention.

(a)⇒(b): LetηX : hX → haX be the unit of adjunction, and setj := (ia)−1 ◦ ηX : hX → Ra.
By remarks 2.1.27(iv) and 2.1.31(ii), we may find a covering subobjecti1 : R1 → hX , and a
morphismj1 : R1 → Rsep whose image inHomC ∧(R1, R

a) equalsj ◦ i1. Denote byη′X : hX →
hsepX the unit of adjunction; by construction, the two morphisms

isep ◦ j1, η′X ◦ i1 : R1 → hsepX

have the same image inHomC∧(R1, h
a
X). This means that there exists a subobjecti2 : R2 → R1

coveringX, such thatisep ◦ j1 ◦ i2 = η′X ◦ i1 ◦ i2.
Next, letY• := (Yλ → X | λ ∈ Λ) be a generating family for the sieve ofC /X corresponding

toR2. There follows, for everyλ ∈ Λ, a commutative diagram :

(2.1.35)

hYλ
jλ //

iλ
��

Rsep

isep

��

hX
η′X // hsepX .

Then, for everyλ ∈ Λ there exists a covering subobjectsλ : Rλ → hYλ such thatjλ lifts to some
tλ : Rλ → R, and we pick a generating family(Zλµ → Yλ | µ ∈ Λλ) for the sieve ofC /Yλ
corresponding toRλ; after replacingY• by the resulting family(Zλµ → X | λ ∈ Λ, µ ∈ Λλ)
(which still coversX, by virtue of remark 2.1.11(iii)), we may assume that (2.1.35) lifts to a
commutative diagram

hYλ
tλ //

iλ
��

R

��
hX

η′X // hsepX .

for everyλ ∈ Λ. Then there exists a covering subobjects′λ : R′
λ → hYλ such thati ◦ tλ ◦ s′λ =

iλ ◦ s′λ in HomC ∧(R′
λ, hX). Finally, set

R′ :=
⋃

λ∈Λ

Im(iλ ◦ s′λ : R′
λ → hX)

(notice thatR′ ∈ Ob(C ∧
U ) even in caseΛ is not a small set). It is easily seen thatR′ is a covering

subobject ofX, and the inclusion mapR′ → hX factors throughR, soR coversX as well. �

Definition 2.1.36. Let (C , J) be a site, such thatC has smallHom-sets, and letϕ : F → G be
a morphism inC ∧.

(i) We say thatϕ is acovering morphismif, for everyX ∈ Ob(C ) and every morphism
hX → G in C ∧, the image of the induced morphismF ×G hX → hX is a covering
subobject ofX.
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(ii) We say thatϕ abicovering morphismif bothϕ and the morphismG→ G×FG induced
byϕ, are covering morphisms.

Example 2.1.37.In the situation of definition 2.1.36, letS := {Xi | i ∈ I} be a family of
morphisms inC , and pick a universeV containingU, such thatI is V-small. Using example
1.5.4, it is easily seen thatS coversX if and only if the induced morphism inC ∧

V

∐

i∈I

hXi → hX

is a covering morphism.

Corollary 2.1.38. LetC := (C , J) be aU-site, andϕ : F → G a morphism inC ∧. Thenϕ is
a covering (resp. bicovering) morphism if and only ifϕa : F a → Ga is an epimorphism (resp.
is an isomorphism) inC∼.

Proof. Let V be a universe withU ⊂ V, and such thatC is V-small. Clearlyϕ is a covering
(resp. bicovering) morphism inC ∧

U if and only if the same holds for the image ofϕ under the
fully faithful inclusionC ∧

U ⊂ C ∧
V . Hence, we may replaceU byV, and assume thatC is a small

site.
Now, suppose thatϕa is an epimorphism; letX be any object ofC , andhX → G a morphism.

Since the epimorphisms ofC∼ are universal (remark 2.1.27(i)), the induced morphism

(ϕ×G X)a : (F ×G hX)a → haX

is an epimorphism. LetR ⊂ hX be the image ofϕ×GhX ; then the induced morphismRa → haX
is both a monomorphism and an epimorphism, so it is an isomorphism, by proposition 2.1.32(i).
HenceR is a covering subobject, according to proposition 2.1.34.

Conversely, suppose thatϕ is a covering morphism. By remark 2.1.27(iii),G is the colimit
of a family (haXi | i ∈ I) for certainXi ∈ Ob(C ). By definition, the imageRi of the induced
morphismϕ ×G Xi : F ×G hXi → hXi coversXi, for everyi ∈ I. Now, the induced mor-
phismF ×G hXi → Ri is an epimorphism, and the morphismRa

i → haXi is an isomorphism
(proposition 2.1.34), hence(ϕ×G Xi)

a is an epimorphism, and then the same holds for

colim
i∈I

(ϕ×G Xi)
a : colim

i∈I
F a ×Ga haXi → colim

i∈I
haXi = Ga

which is isomorphic toϕa, since the colimits ofC∼ are universal (remark 2.1.27(i)); soϕa is an
epimorphism.

Next, if ϕ is a bicovering morphism, the foregoing shows thatϕa is an epimorphism, and the
induced morphismGa → Ga×F a Ga is both an epimorphism and a monomorphism, hence it is
an isomorphism (proposition 2.1.32(i)), thereforeϕa is monomorphism (remark 1.1.38(iii)).
So finally, ϕa is an isomorphism, again by proposition 2.1.32(i). Conversely, if ϕa is an
isomorphism, the reader may show in the same way, that bothϕ and the induced morphism
G→ G×F G are covering morphisms. �

Definition 2.1.39. Let C = (C , J) andC ′ = (C ′, J ′) be two sites, andg : C → C ′ a functor
on the underlying categories.

(i) We say thatg is continuousfor the topologiesJ andJ ′, if the following holds. For
every universeV such thatC andC ′ haveV-smallHom-sets, and everyV-sheafF on
C ′, theV-presheafg∗VF is aV-sheaf onC (notation of (1.1.35)). In this case,g clearly
induces a functor

g̃V∗ : C
′∼
V → C∼

V
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such that the diagram of functors :

C ′∼
V

g̃V∗ //

iC′

��

C∼
V

iC
��

C ′∧
V

g∗
V // C ∧

V

commutes (where the vertical arrows are the natural fully faithful embeddings).
(ii) We say thatg is cocontinuousfor the topologiesJ andJ ′ if the following holds. For

everyX ∈ Ob(C ), and every covering sieveS ′ ∈ J ′(gX), the sieveg−1
|XS ′ coversX

(notation of definition 1.5.1(iii) and (1.1.15)).

Lemma 2.1.40.In the situation of definition2.1.39, the following conditions are equivalent :

(a) g is a continuous functor.
(b) There exists a universeV, such thatC isV-small,C ′ is aV-site, and for everyV-sheaf

F onC ′, theV-presheafg∗VF is aV-sheaf.

Proof. Obviously, (a)⇒(b). For the converse, we notice :

Claim 2.1.41. Let V be a universe such thatC andC ′ areV-small. The following conditions
are equivalent :

(c) For everyV-sheafF onC ′, theV-presheafg∗VF is aV-sheaf.
(d) For everyX ∈ Ob(C ), and every covering subobjectR ⊂ hX , the induced morphism

gV!R→ hg(X) is a bicovering morphism inC ′∧
V (notation of (1.1.35)).

Proof of the claim.(c)⇒(d): By assumption, for every sheafF onC ′, the natural map

g∗VF (X)→ HomC∧(R, g∗VF )

is bijective. By adjunction, it follows that the natural mapF (g(X))→ HomC∧(gV!R,F ) is also
bijective, therefore the morphism(gV!R)a → hag(X) is an isomorphism, whence (d), in light of
corollary 2.1.38. The proof that (d)⇒(c) is analogous, and shall be left as an exercise for the
reader. ♦

Hence, suppose that (b) holds, and letV′ be another universe such thatV ⊂ V′; it follows
easily from claim 2.1.41 and remark 2.1.27(v) that condition (b) holds also forV′ instead ofV.

Let V′ be any universe such thatC andC ′ haveV′-smallHom-sets, and pick any universe
V′′ such thatV ∪ V′ ⊂ V′′. By the foregoing, for everyV′′-sheafF , theV′′-presheafg∗V′′F is a
V′′-sheaf; ifF is aV-sheaf, then obviously we conclude thatg∗VF is aV-sheaf. �

Lemma 2.1.42.In the situation of definition2.1.39, consider the following conditions :

(a) g is continuous.
(b) For every covering family(Xi → X | i ∈ I) in C, the family(gXi → gX | i ∈ I)

coversgX in C ′.
(c) For every small covering family(Xi → X | i ∈ I) in C, the family(gXi → gX | i ∈ I)

coversgX in C ′.
(d) For every universeV such thatC andC ′ haveV-small sets,g induces a functor

gsepV∗ : C ′sep
V → Csep

V

such that the diagram of functors :

C ′sep
V

g̃V∗ //

iC′

��

Csep
V

iC
��

C ′∧
V

g∗
V // C ∧

V
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commutes (where the vertical arrows are the natural fully faithful embeddings).

Then(a)⇒(b)⇔(d)⇒(c). Moreover, if all fibre products are representable inC , andg commutes
with fibre products, then(b)⇒(a). Furthermore, ifC is aU-site, then(c)⇒(b).

Proof. Obviously (b)⇒(c).
(a)⇒(b): After replacingU by a larger universe, we may assume thatI is a small set and both

C andC ′ are small. LetF be any sheaf onC ′; by assumption,g∗F is a sheaf onC, hence the
natural map :

F (gX) = g∗F (X)→
∏

i∈I

g∗F (Xi) =
∏

i∈I

F (gXi)

is injective (by (2.1.16)). This means that the induced morphism

(2.1.43)
∐

i∈I

hagXi → hagX

is an epimorphism inC∼. Then the assertion follows from corollary 2.1.38 and example 2.1.37.
(d)⇒(b) is similar : we may assume thatI, C andC ′ are small. IfF is any separated presheaf

onC ′, then by assumptiong∗F is separated onC, and arguing as in the foregoing, we deduce
that the induced morphism∐i∈IhsepgXi → hsepgX is an epimorphism inCsep, and then (2.1.43) is an
epimorphism inC∼, so we conclude, again by corollary 2.1.38 and example 2.1.37.

(b)⇒(d): letF be a separatedV-presheaf onC ′, and(Xi → X | i ∈ I) any covering family
in C; in view of (2.1.16), it suffices to show that the induced map

F (gX) = g∗VF (X)→
∏

i∈I

g∗VF (Xi) =
∏

i∈I

F (gXi)

is injective. But this is clear, since(gXi → gX | i ∈ I) is a covering family inC ′.
Next, suppose that (b) holds, the fibre products inC are representable, andg commutes with

all fibre products. For everyi, j ∈ I, setXij := Xi ×X Xj . To show that (a) holds, it suffices –
in view of (2.1.16) – to prove :

Claim 2.1.44. The natural map

g∗F (X)→ HomC∧

(
Coequal

(
∐

i,j∈I

hXij //
//
∐

i∈I

hXi

)
, g∗F

)

is bijective.

Proof of the claim.Sinceg! is right exact, and due to (1.1.36), this is the same as the natural
map

F (gX)→ HomC ∧

(
Coequal

(
∐

i,j∈I

hgXij //
//
∐

i∈I

hgXi

)
, F

)
.

However, by assumptiongXij = gXi×gX gXj, and then the claim follows by applying (2.1.16)
to the covering family(gXi → gX | i ∈ I). ♦

Lastly, suppose thatC is aU-site; in order to show that (c)⇒(b), we remark more precisely :

Claim 2.1.45. LetC be aU-site,F := (ϕi : Xi → X | i ∈ I) any covering family. Then there
exists a small setJ ⊂ I such that the subfamily(ϕi | i ∈ J) coversX.

Proof of the claim.Let S ⊂ C/X be the sieve generated byS . By lemma 2.1.30, we may find
a small covering familyF ′ := (ψi : X

′
i → X | i ∈ I ′) (i.e. such thatI ′ is small), that generates

a sieveS ′ ⊂ S . Then, for everyi ∈ I ′ we may findγ(i) ∈ I such thatψi factors through
ϕγ(i). The subsetJ := γI ′ will do. ♦
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Let F andJ be as in claim 2.1.45; then the sievegS generated by(g(ϕi) | i ∈ I) contains
the sievegS ′ generated by(g(ϕi) | i ∈ J). Especially, ifgS ′ is a covering sieve, the same
holds forgS , whence the contention. �

2.1.46. In the situation of definition 2.1.39, letV be a universe withU ⊂ V, such thatC is a
V-site, andC ′ hasV-smallHom-sets. Then we may define a functor

ğ∗V : C ′∼
V → C∼

V F 7→ (g∗ ◦ iC′F )a

(whereiC′ : C ′∼
V → C ∧

V is the forgetful functor). As usual, whenV = U we often omit the
subscriptU. With this notation, we have :

Lemma 2.1.47.In the situation of definition2.1.39, letV be a universe withU ⊂ V, such that
C isV-small, andC ′ hasV-smallHom-sets. Then the following conditions are equivalent :

(a) g is a cocontinuous functor.
(b) For everyV-sheafF onC, theV-presheafg∗F is aV-sheaf onC ′.

(Notation of (1.1.35).) When these conditions hold, the restriction ofgV∗ is a functor

ğV∗ : C
∼
V → C ′∼

V

which is right adjoint tŏg∗V.

Proof. After replacingV byU, we may assume thatC is small, andC ′ has smallHom-sets. To
begin with, we remark :

Claim 2.1.48. LetX be any object ofC , andT ′ ⊂ C ′/gX a covering sieve; to ease notation,
setT := g−1

|X T ′. Then :
hT = g∗hT ′ ×g∗hgX hX .

Proof of the claim.Left to the reader. ♦

(b)⇒(a): The assumption implies that, for every sheafF onC, everyX ∈ Ob(C ), and every
covering sieveS ′ ⊂ C ′/gX, the natural map

g∗F (gX)→ HomC ′∧(hS ′, g∗F )

is bijective. By adjunction, the same then holds for the natural map

HomC ∧(g∗hgX , F )→ HomC ∧(g∗hS ′, F )

so the induced morphismg∗hS ′ → g∗hgX is bicovering (proposition 2.1.34). Also, this mor-
phism is a monomorphism (sinceg∗ commutes with all limits); therefore, after base change
along the unit of adjunctionhX → g∗hgX , we deduce a covering monomorphism

g∗hS ′ ×g∗hgX hX → hX .

Then the contention follows from claim 2.1.48.
(a)⇒(b): LetF be any sheaf onC; we have to show that the natural map

g∗F (Y )→ HomC ′∧(hS , g∗F )

is bijective, for everyY ∈ Ob(C ′), and every sieveS ′ coveringY . By adjunction (and by
corollary 2.1.38), this is the same as saying that the monomorphismg∗hS ′ → g∗hY is a covering
morphism. Hence, it suffices to show that, for every morphismϕ : hX → g∗hY in C ∧, the
induced subobjectg∗hS ′ ×g∗hY hX coversX. However, by adjunctionϕ corresponds to a
morphismhgX → hY , from which we obtain the subobjecthS ′ ×hY hgX coveringgX. Then
the assertion follows from claim 2.1.48, applied toT ′ := hS ′ ×hY hgX .

Finally, the assertion concerning the left adjointğ∗U is immediate from the definitions. �

Lemma 2.1.49.LetC ′ := (C ′, J ′) be aU-site,C := (C , J) a small site, andg : C → C ′ a
continuous functor. Then the following holds :
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(i) The composition

g̃∗U : C∼
U → C ′∼

U : F 7→ (g! ◦ iCF )a

provides a left adjoint tõgU∗. (HereiC : C∼
U → C ∧

U is the forgetful functor.)
(ii) The natural diagram of functors :

C
g //

ha

��

C ′

ha

��
C∼

U

g̃∗
U // C ′∼

U

is essentially commutative. (Notation of(2.1.19).)
(iii) Suppose moreover that all the finite limits inC are representable, and thatg is left

exact. Theñg∗U is exact.

Proof. The first assertion is straightforward, and (ii) is reduced to the corresponding assertion
for (1.1.36), which has already been remarked. Next, since the functorF 7→ F a is left exact on
C ′∧, assertion (iii) follows from proposition 2.1.3(iii). �

2.1.50. Let(C , J) be a small site,(C ′, J ′) aU-site,u, v : C → C ′ two functors, such thatu
is continuous andv is cocontinuous. Let alsoV be a universe such thatU ⊂ V. Then it follows
easily from (2.1.5), lemmata 2.1.47 and 2.1.49(i), and remark 2.1.27(v) that we have essentially
commutative diagrams of categories :

C∼
U

ũ∗
U //

��

C ′∼
U

��

C∼
U

v̆∗
U //

��

C ′∼
U

��
C∼

V

ũ∗
V // C ′∼

V C∼
V

v̆∗
V // C ′∼

V

whose vertical arrows are the inclusion functors. More generally, the diagram for̆v∗U is well
defined and essentially commuative, wheneverC is aU-site, andC ′ has smallHom-sets.

Lemma 2.1.51.LetC := (C , J) andC ′ := (C ′, J ′) be two sites, andv : C → C ′, u : C ′ → C
two functors, such thatv is left adjoint tou. The following conditions are equivalent :

(a) u is continuous.
(b) v is cocontinuous.

Moreover, when these conditions hold, then for every universeV such thatC and C ′ are V-
small, we have natural isomorphisms of functors :

ũV∗
∼→ v̆V∗ ũ∗V

∼→ v̆∗V.

Proof. In view of lemma 2.1.40, we may replaceU by a larger universe, after which we may
assume thatC andC ′ are small sites. In this case, the lemma follows from lemma 2.1.6. �

Lemma 2.1.52.Let (C , J) be a small site,(C ′, J ′) a U-site,u : C → C ′ a continuous and
cocontinuous functor. Then we have :

(i) ũ∗ = ŭ∗ and this functor admits the left adjointũ∗ and the right adjoint̆u∗.
(ii) ũ∗ is fully faithful if and only if the same holds for̆u∗.

(iii) If u is fully faithful, then the same holds for̃u∗. The converse holds, provided the
topologiesJ andJ ′ are coarser than the canonical topologies.

Proof. (i) is clear by inspecting the definitions. Assertion (ii) follows from (i) and proposition
1.1.11(iii). Next, suppose thatu is fully faithful; then the same holds for̆u∗ (lemma 2.1.6(i)),
so the claim follows from (ii). Finally, suppose thatũ∗ is fully faithful, and bothJ andJ ′ are
coarser than the canonical topologies onC andC ′. In such case, the Yoneda imbedding for
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C (resp. C ′) realizesC (resp. C ′) as a full subcategory ofC∼ (resp. ofC ′∼). Then, from
(1.1.36) and the explicit expression ofũ∗ provided by lemma 2.1.49(i), we deduce thatu is
fully faithful. �

Definition 2.1.53. Let C := (C , J) be a site,B any category, andg : B → C a functor. Pick
a universeV such thatB is V-small andC is aV-site. According to remark 2.1.18(iii), there is
a finest topologyJg onB such that, for everyV-sheafF onC, theV-presheafg∗F is aV-sheaf
on(B, Jg). By lemma 2.1.40, the topologyJg is independent of the chosen universeV. We call
Jg thetopology induced byg onB. Clearlyg is continuous for the sites(B, Jg) andC.

We have the following characterization of the induced topology.

Lemma 2.1.54.In the situation of definition2.1.53, letX be any object ofB, andR ⊂ hX any
subobject inB∧. The following conditions are equivalent :

(i) R ∈ Jg(X).
(ii) For every morphismY → X in B, the induced morphismgV!(R ×X Y ) → hg(Y ) is a

bicovering morphism inC ∧
V (for the topologyJ onC ).

Proof. (i)⇒(ii) by virtue of claim 2.1.24. The converse follows easily from remark 2.1.18(ii)
and corollary 2.1.38. (Details left to the reader.) �

Example 2.1.55.(i) Resume the situation of example 2.1.7, and letf : Y → X be any object
of C/X; it is easily seen that the ruleS 7→ (ιX)

−1
|f S establishes a bijection between the sieves

of (C/X)/f and the sieves ofC/Y (notation of definition 1.5.1(iii) and (1.1.15)). Also, for
every subobjectR ⊂ hf of the presheafhf on C/X, the presheafιX!R is a subobject ofhY .
More precisely, for a sieveS of (C/X)/f and a sieveT of C/Y , we have the equivalence :

(2.1.56) hT = ιX!hS ⇔ S = (ιX)
−1
|f T .

(ii) Suppose now thatJ is a topology onC , and setC := (C , J). Let us endowC/X with
the topologyJX induced byιX , and let us pick a universeV such thatC isV-small; since(ιX)V!
commutes with fibre products, the criterion of lemma 2.1.54 says that a subobjectR of an object
f : Y → X of C/X is a covering subobject, if and only if the induced morphism(ιX)V!R→ hY
coversY . In view of (2.1.56), it follows easily thatιX is both continuous and cocontinuous.

(iii) Moreover, if J is aU-topology,JX is aU-topology as well : indeed, ifG ⊂ Ob(C ) is
a small topologically generating family forC, thenG/X ⊂ Ob(C/X) is a small topologically
generating family for(C/X, JX).

(iv) Next, suppose thatC is aU-site; then by example 2.1.7(ii) and remark 2.1.31(ii), it
follows that we may define a functor

ι̃∗X : (C/X, JX)
∼
U → C∼

U

by the same rule as in lemma 2.1.49(i). Moreover, say thatV is a universe withU ⊂ V, and
such thatC is V-small; then, remark 2.1.27(v) (and again remark 2.1.31(ii)) implies that this
functor is (isomorphic to) the restriction of(ι̃X)∗V, and since the inclusion functorC∼

U → C∼
V is

fully faithful, we deduce that it is also a left adjoint tõιX∗.
(v) Furthermore, recalling example 2.1.7(iii), we see thatι̃∗X factors through a functor

ẽX : (C/X, JX)
∼ → C∼/haX

and the functorιhaX : C∼/haX → C∼ from (1.1.13). Indeed, a direct inspection shows that we
have a natural isomorphism :

ẽX(F )
∼→ (eX ◦ iF )a

with eX as in example 2.1.7(iii), and wherei : (C/X, JX)∼ → (C/X)∧ is the forgetful functor.
(vi) Let g : Y → Z be any morphism inC ; then we have the sites(C/Y, JY ) and(C/Z, JZ)

as in (ii), as well as the functorg∗ : C/Y → C/Z of (1.1.14). SinceιZ ◦ g∗ = ιY , we
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deduce easily from (ii) thatg∗ is continuous for the topologiesJY andJZ , and more precisely,
JY is the topology induced byg∗ on C/Y . Notice also the natural isomorphism of categories
C/Y

∼→ (C/Z)/g, in terms of which, the functorg∗ can be viewed as a functorιX of the type
occuring in example 2.1.7(i) (where we takeX := g, regarded now as an object ofC/Z). Hence,
all of the foregoing applies tog∗ as well; especially,g∗ is cocontinuous, and ifC is aU-site,
then(g̃∗)∗ : (C/Z, JZ)∼ → (C/Y, JY )∼ admits a left adjoint(g̃∗)∗.

Proposition 2.1.57.With the notation of example2.1.55(v), the functor̃eX is an equivalence.

Proof. To begin with, let us remark the following :

Claim 2.1.58. Let F be a presheaf onC/X, and setG := ιX!F . We have :

(i) If F is a sheaf for the topologyJX , then the natural map

(2.1.59) hX ×hsepX Gsep → hX ×h+X G
+

is an isomorphism.
(ii) F is a sheaf for the topologyJX , if and only if the diagram

D :

G
εG //

eX(F )
��

Ga

eX(F )a

��
hX

εX // haX

is cartesian inC ∧. (HereεG andεX are the units of adjunction.)

Proof of the claim.(i): The map is clearly a monomorphism, hence it suffices to show that it
is an epimorphism. Thus, letY be any object ofC , and consider any pair(ϕ, σ) consisting of
elementsϕ ∈ hX(Y ) andσ ∈ G+(Y ) whose imagesϕ andσ in hsepX (Y ) coincide. Therefore
ϕ : Y → X is a morphism inC , and there exists a covering subobjectR ⊂ hY for the topology
J , such thatσ is the image of an elementσR ∈ HomC∧(R,G). Let (ψi : Yi → Y | i ∈ I)
be a family of morphisms inC that generatesR; thenσR is given by a compatible system
(σi | i ∈ I), whereσi ∈ G(Yi) for everyi ∈ I. According to example 2.1.7(i),σi is the same as
a pair(ai, ϕi), whereϕi : Yi → X is an object ofC/X, andai ∈ F (ϕi), for everyi ∈ I. The
identityσ = ϕ means that, after replacingR by a smaller covering subobject, we have

ϕ ◦ ψi = ϕi for everyi ∈ I.

It follows thatR = ιX!R
′ for a covering subobjectR′ ⊂ hϕ in the topologyJX (example

2.1.55(ii)), and the compatible system(ai | i ∈ I) defines an element ofHom(C/X)∧(R
′, F ).

SinceF is a sheaf, the latter is the image of a (unique)a ∈ F (ϕ). The pair(a, ϕ) yields
a sectionσ̃ ∈ G(Y ), and(ϕ, σ̃) gives an element ofhX ×hsepX Gsep(Y ) whose image under
(2.1.59) is the original(ϕ, σ).

(ii): In view of lemma 2.1.1, the diagramD is cartesian if and only if, for every object
ϕ : Y → X of C/X, the morphismεG induces a bijection :

(2.1.60) HomC ∧/hX (hϕ, eX(F ))
∼→ HomC∧/haX

(εX ◦ hϕ, eX(F )a)
and notice that, by example 2.1.7(iii), the source of (2.1.60) is justF (ϕ). Now, suppose first
that D is cartesian, and letR ⊂ hϕ be a covering subobject for the topologyJX . We have
natural isomorphisms :

Hom(C/X)∧(R,F )
∼→ HomC∧/hX (eX(R), eX(F ))

∼→ HomC ∧/haX
(εX ◦ eX(R), eX(F )a).

However, a morphismεX ◦ eX(R) → eX(F )
a is just ahaX -morphismιX!R → Ga; sinceιX!R

coversY for the topologyJ (example 2.1.55(ii)), any such morphism extends uniquely to a
haX -morphismhϕ → Ga, and in view of the bijection (2.1.60), the latter comes froma unique
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element ofF (ϕ). This shows that the natural mapF (ϕ) → Hom(C/X)∧ (R,F ) is bijective,i.e.
F is a sheaf, as claimed.

Conversely, suppose thatF is a sheaf; we decomposeD into two subdiagrams :

G //

eX(F )

��

G+ //

eX(F )+

��

Ga

eX(F )a

��
hX // h+X

// haX

and it suffices to show that both of these subdiagrams are cartesian. However, denote byE the
left subdiagram ofD , and notice that the right subdiagram is none else thatE +; by claim 2.1.24,
we know that, ifE is cartesian, the same holds forE +. Thus, we are reduced to showing thatE
is cartesian, and in view of (i), this is the same as checking that the same holds for the similar
diagram

G
ε′G //

eX(F )

��

Gsep

eX(F )sep

��
hX

ε′X // hsepX .

Now, let ϕ : Y → X be any object ofC/X, andβ : hY → Gsep a givenhsepX -morphism.
Sinceε′G is an epimorphism,β lifts to anhsepX -morphismβ ′ : hY → G; then we may find a
covering subobjectj : R′ → hY , such that the restrictionβ ′ ◦ j : R′ → G is anhX -morphism.
By example 2.1.55(i,ii),R′ = ιX!R for some subobjectR ⊂ hϕ coveringϕ. We have natural
isomorphisms :

(2.1.61) HomC∧/hX (R
′, G)

∼→ Hom(C/X)∧(R,F )
∼→ F (ϕ)

so thatβ ′ ◦ j extends to ahX -morphismγ : hY → G. By construction,ε′G ◦ γ ◦ j = ε′G ◦ β ′ ◦ j,
whenceε′G ◦ γ = ε′G ◦ β ′ = β, sinceGsep is separated, andj is a covering morphism. This
shows that the natural map

F (ϕ)→ HomC∧/h+X
(ε′X ◦ hϕ, eX(F )+)

is surjective. Lastly, suppose thatε′G ◦ β1 = ε′G ◦ β2 for two givenhX -morphismshY → G;
then we may find a covering subobjectιX!R ⊂ hY such thatβ1 andβ2 restrict to the same
hX-morphismιX!R→ G. Then again, (2.1.61) says thatβ1 = β2, as required. ♦

Now, letH → haX be any object ofC∼/haX , and setH ′ := H ×haX hX ; by example 2.1.7(iii),
we may find an objectF of (C/X)∧ such thateX(F ) = (H ′ → hX). Since clearlyH ′a = H,
claim 2.1.58 shows thatF is a sheaf for the topologyJX , and clearlỹeX(F ) ≃ H. Lastly, say
thatH1 andH2 are twohaX -object ofC∼, defineH ′

1, H
′
2 as in the foregoing, and pick sheaves

F1, F2 in (C/X, JX)∼ with ẽX(Fi) ≃ H ′
i (for i = 1, 2); then we have natural bijections :

HomC∧/haX
(H1, H2)

∼→ HomC ∧/hX (H
′
1, H

′
2)

∼→ Hom(C/X)∧ (F1, F2)

so ẽX is also fully faithful. �

The functor̃ι∗X given explicitly in example 2.1.55(iv) is a special case of aconstruction which
generalizes lemma 2.1.49 to any continuous functor betweentwo U-sites. To explain this, we
notice the following :

Proposition 2.1.62.LetC := (C , J) be aU-site,G a small topologically generating family for
C. Denote byG the full subcategory ofC withOb(G ) = G, and endowG with the topologyJ ′

induced by the inclusion functoru : G → C . Then :

(i) u is cocontinuous.
(ii) The induced functor̃u∗ : C∼ → (G , J ′)∼ is an equivalence.
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Proof. For every presheafF onC , denote byεF : u!u
∗F → F the counit of adjunction.

Claim 2.1.63. (i) εF is a bicovering morphism, for everyF ∈ Ob(C ∧).

(ii) The functorũ∗ is fully faithful.

Proof of the claim.(i): First we show thatεF is a covering morphism. To this aim, recall that
bothu∗ andu! commute with all colimits, hence the same holds for the counit of adjunction.
In view of lemma 2.1.1 and corollary 2.1.38, we may then assume thatF = hX for some
X ∈ Ob(C ). In this case, by assumption there exists a family(Yi | i ∈ I) of objects ofG , and
a covering morphismf :

∐
i∈I huYi → hX in C ∧. By adjunction (and by (1.1.36)),f factors

(uniquely) throughεF , so the latter must be a covering morphism as well, again by corollary
2.1.38.

The claim amounts now to the following. LetF ∈ Ob(C ∧), X ∈ Ob(C ), andp, q : hX →
u!u

∗F two morphisms such thatεF ◦p = εF ◦q; thenEqual(p, q) is a covering subobject ofhX .
However, pick again a covering morphismf as in the foregoing; for everyi ∈ I, the restriction
fi : Yi → X of f satisfies the identityεF ◦p◦fi = εF ◦q ◦fi. Again by adjunction and (1.1.36),
it follows thatp ◦ fi = q ◦ fi, i.e. f factors throughEqual(p, q), whence the contention, in view
of corollary 2.1.38.

(ii): In view of lemma 2.1.49(i), it is easily seen that, for every sheafF onC, the morphism
(εiCF )

a is the counit of adjunctioñu∗ ◦ ũ∗F → F . By (i) and corollary 2.1.38, the latter is an
isomorphism, sõu∗ is fully faithful (proposition 1.1.11(ii)). ♦

(i): Let Y be an object ofG andS ′ a sieve coveringuY ; we need to show thatu−1
|Y S ′ covers

Y in the induced topology ofG . Sinceu is fully faithful, the counit of adjunctionu∗huY → hY
is an isomorphism, hence the latter amounts to showing thatu∗hS ′ is a covering subobject ofhY
for the induced topology (claim 2.1.48). This in turns meansthat, for every morphismX → Y
in G , the induced morphismu!(u∗hS ′×hY hX)→ huX is a bicovering morphism inC ∧ (lemma
2.1.54). However :

u!(u
∗hS ′ ×hY hX) = u!u

∗(hS ′ ×huY huX)
hence claim 2.1.63(i) reduces to showing that the natural morphismhS ′ ×huY huX → huX is
bicovering, which is clear.

From (i) and lemma 2.1.52(ii) we deduce thatũ∗ is fully faithful. Combining with claim
2.1.63(ii) and proposition 1.1.11(i), we deduce thatũ∗ is an equivalence, as stated. �

Corollary 2.1.64. LetC := (C , J) andC ′ := (C ′, J ′) be twoU-sites,g : C → C ′ a functor.
We have :

(i) If g is continuous, the following holds :
(a) For every universeV such thatU ⊂ V, the functor̃gV∗ : C ′∼

V → C∼
V admits a left

adjoint g̃∗V : C∼
V → C ′∼

V .
(b) For every pair of universesV ⊂ V′ containingU, we have an essentially commu-

tative diagram of categories :

C∼
V

g̃∗
V //

��

C ′∼
V

��
C∼

V′

g̃∗
V′ // C ′∼

V′

whose vertical arrows are the inclusion functors.
(c) Suppose moreover that all the finite limits inC are representable, and thatg is left

exact. Theñg∗U is exact.
(ii) If g is cocontinuous, the following holds :
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(a) For every universeV such thatU ⊂ V, the functor̆g∗V : C ′∼
V → C∼

V admits a right
adjoint ğV∗ : C∼

V → C ′∼
V .

(b) For every pair of universesV ⊂ V′ containingU, we have an essentially commu-
tative diagram of categories :

C∼
V

ğV∗ //

��

C ′∼
V

��
C∼

V′

ğV′∗ // C ′∼
V′

whose vertical arrows are the inclusion functors.
(iii) If g is both continuous and cocontinuous, we have a natural isomorphism :

g̃V∗
∼→ ğ∗V

for every universeV with U ⊂ V.

Proof. (i.a): We choose a small topologically generating familyG for C, and define the site
(G , J ′) and the continuous functoru : (G , J ′) → C as in proposition 2.1.62. By applying
lemma 2.1.49(i) to the continuous functorh := g ◦ u, we deduce that̃hV∗ = ũV∗ ◦ g̃V∗ admits a
left adjoint. Then the assertion follows from proposition 2.1.62(ii).

(i.b): More precisely,̃g∗V = h̃∗V ◦ ũV∗. Thus, the assertion follows from (2.1.50).
(i.c): In view of (i.b), the assertion can be checked after enlarging the universeU, so that we

may assume thatC is small, in which case we conclude by lemma 2.1.49(iii).
(ii.a): Let u andh be as in the foregoing; from proposition 2.1.62(i) we deducethat h is

cocontinuous, hencĕh∗V = ŭ∗V ◦ ğ∗V admits a right adjoint; however̆u∗V = ũV∗ (lemma 2.1.52(i)),
and the latter is an equivalence (proposition 2.1.62(ii)),whence the contention.

(ii.b): More precisely,̆gV∗ = h̆V∗ ◦ ũ∗V, hence the assertion follows from (2.1.50).
(iii): In view of (i.b) and (ii.b), in order to prove the assertion, we may assume thatC andC ′

areV-small, and this case is already covered by lemma 2.1.52(i). �

Example 2.1.65.(i) In the situation of example 2.1.55(iv), by corollary 2.1.64(ii,iii), the func-
tor ι̃X∗ = ῐ∗X : C∼ → (C/X, JX)∼ admits also a right adjoint̆ιX∗. We introduce a special
notation and terminology for these functors :

• The functor̃ιX∗ shall be also denotedj∗X , and called the functor ofrestriction toX.
• The functor̆ιX∗ shall be denotedjX∗, and called thedirect imagefunctor.
• The functor̃ι∗X shall be denotedjX!, and called the functor ofextension by empty.

Thus,j∗X is right adjoint tojX!, and left adjoint tojX∗.
(ii) Likewise, let g : Y → Z be any morphism inC ; by example 2.1.55(vi) and corollary

2.1.64(ii,iii), the functor(g̃∗)∗ admits also a right adjoint(ğ∗)∗. In agreement with (i), we shall
let :

j∗g := (g̃∗)∗ jg∗ := (ğ∗)∗ jg! := (g̃∗)
∗.

Clearlyj∗g ◦j∗Z = j∗Y , and we have isomorphisms of functors :jZ∗◦jg∗ ∼→ jY ∗ andjZ!◦jg! ∼→ jY !.
(iii) Moreover, under the equivalencẽeX of proposition 2.1.57, the functorj∗X is identified

to the functor :

C∼ → C∼/haX U 7→ X × U
andjX! is identified to the functorC∼/haX → C∼ of (1.1.13). Likewise,g∗ is identified to the
functorC∼/haZ → C∼/haZ given by the rule :(U → haZ) 7→ (U ×haZ haY ), andg! is identified to
the functor(hag)∗ : C

∼/haY → C∼/haZ .
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2.2. Topoi. A U-toposT is a category with smallHom-sets which is equivalent to the category
of sheaves on a small site. We shall usually write “topos” instead of “U-topos”, unless this may
give rise to ambiguities. Denote byCT the canonical topology onT , and say thatT = C∼, for
a small siteC := (C , J); then the set{haX | X ∈ Ob(C )} is a small topological generating
family for the site(T, CT ), especially, the latter is aU-site. Moreover, the Yoneda embedding
induces an equivalence

(2.2.1) T → (T, CT )
∼

betweenT and the category of sheaves on the site(T, CT ). TheHom-sets in the category
(T, CT )

∼ are not small in general; however, they are essentially small, therefore(T, CT )∼ is
isomorphic to aU-topos. In view of this, the objects ofT may be thought of as sheaves on
(T, CT ), and one uses often the suggestive notation :

X(S) := HomT (S,X) for any two objectsX, S of T .

The elements ofX(S) are also called theS-sectionsofX. The final object ofT shall be denoted
1T , andX(1T ) is also called the set ofglobal sectionsof X.

Remark 2.2.2. (i) By proposition 2.1.62(ii), ifC is aU-site, thenC∼ is aU-topos.
(ii) Remark 2.1.27(i,ii) can be summarized by saying that everyU-toposT is a complete and

cocomplete, well-powered and co-well-powered category. Morever, every epimorphism inT is
universal effective, every colimit is universal, and all filtered colimits inT commute with finite
limits.

Definition 2.2.3. (i) Let C = (C , J) andC ′ = (C ′, J ′) be two sites. Amorphism of sites
C ′ → C is the datum of a continuous functorg : C → C ′, such that the left adjoint̃g∗U of the
induced functor̃gU∗ is exact (notation of definition 2.1.39(i)).

(ii) A morphism of topoif : T → S is a datum(f ∗, f∗, η), where

f∗ : T → S f ∗ : S → T

are two functors such thatf ∗ is left exact and left adjoint tof∗, andη : 1S ⇒ f∗f
∗ is a unit of

the adjunction (these are sometimes calledgeometric morphisms: see [12, Def.2.12.1]).
(iii) Let f := (f ∗, f∗, ηf) : T

′′ → T ′ andg := (g∗, g∗, ηg) : T
′ → T be two morphisms of

topoi. The compositiong ◦ f is the morphism

(f ∗ ◦ g∗, g∗ ◦ f∗, (g∗ ∗ ηf ∗ g∗) ◦ ηg) : T ′′ → T

(see remark 1.1.10(i)). The reader may verify that this composition law is associative.
(iv) Let f, g : T → S be two morphisms of topoi. Anatural transformationτ : f ⇒ g is

just a natural transformation of functorsτ∗ : f∗ ⇒ g∗. Notice that, in view of remark 1.1.10(ii),
the datum ofτ∗ is the same as the datum of a natural transformationτ ∗ : g∗ ⇒ f ∗.

Remark 2.2.4. (i) By corollary 2.1.64(i.c), ifC andC ′ areU-sites, and all finite limits ofC are
representable, every left exact continuous functorC → C ′ defines a morphism of sitesC ′ → C.

(ii) More generally, letL be the category whose objects are all morphismsX → gY in
C ′, whereX (resp.Y ) ranges over the objects ofC ′ (resp. ofC ). The morphisms(β : X →
gY ) → (β ′ : X ′ → gY ′) in L are the pairs(ϕ, ψ) whereϕ : X → X ′ (resp.ψ : Y → Y ′) is
a morphism inC ′ (resp. inC ) andβ ′ ◦ ϕ = ϕ′ ◦ β. There is an obvious fibrationp : L → C ′,
such thatp(X → gY ) := X for every object(X → gY ) in L , and one can prove that a
continuous functorg : C → C ′ defines a morphism of sites, if and only if the fibrationp is
locally cofiltered (see [4, Exp.V, Déf.8.1.1]; the necessity is a special case of [4, Exp.V, lemme
8.1.11]). This shows that the definition of morphism of sitesdepends only ong, and not on the
universeU.
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(iii) Every morphism ofU-sitesg : C ′ → C induces a morphism of topoig∼ : C ′∼ → C∼,
and conversely, a morphismf : T → S of topoi determines a morphism of sitesCf : (T, CT )→
(S, CS) for the corresponding canonical topologies.

(iv) The topoi form a2-category, denoted

Topos

whose objects are all the topoi, whose1-cells are the morphisms of topoi, and whose2-cells are
the natural transformations between such morphisms, as in definition 2.2.3(ii,iv).

Proposition 2.2.5.LetT , T ′ be two topoi,f : T → T ′ be a functor.

(i) If f commutes with all colimits, and all fibre products inT , the following holds :
(a) f is continuous for the canonical topologies onT andT ′.
(b) There exists a morphism of topoiϕ : T ′ → T , unique up to unique isomorphism,

such thatϕ∗ = f .
(ii) If f is exact, the following holds :

(a) f is conservative if and only if it reflects epimorphisms.
(b) For every morphismϕ in T , the natural morphismf(Imϕ) → Im(fϕ) is an

isomorphism.

Proof. (i.a): Let S := {gi : Xi → X | i ∈ I} be a small covering family of morphisms in
(T, CT ); by lemma 2.1.42, it suffices to show thatfS := {f(gi) | i ∈ I} is a covering family
in (T ′, CT ′). However, our assumption implies that the induced morphism∐i∈IXi → X is
an epimorphism, hence the same holds for the induced morphism ∐i∈IfXi → fX in T ′ (by
example 1.1.24(iii)). But all epimorphisms are universal effective inT ′ (remark 2.2.2(ii)), hence
(f(gi) | i ∈ I) is a universal effective family, as required.

(i.b): By corollary 2.1.64(i.a,i.c), for every universeV such thatU ⊂ V, the functorf gives
rise to a morphism of topoi

(f̃ ∗
V, f̃V∗, ηV) : (T

′, CT ′)∼V → (T, CT )
∼
V

(whereη is any choice of unit of adjunction), and it remains only to check thatf̃∗
U is isomorphic

to f , under the natural identificationshU : T
∼→ (T, CT )

∼
U , h′U : T ′ ∼→ (T ′, CT ′)∼U . In view of

corollary 2.1.64(i.b), it suffices to show that there existsa universeV such that the diagram

T
f //

hV
��

T ′

h′
V

��
(T, CT )

∼
V

f̃∗
V // (T ′, CT ′)∼V

is essentially commutative (wherehV andh′V are the Yoneda embeddings). By lemma 2.1.49(i)
and (1.1.36), the latter holds wheneverT isV-small.

(ii.b) follows easily from remark 2.1.33.
(ii.a): The condition is necessary, due to example 1.1.24(iii). Conversely, assume thatf

reflects epimorphisms, and suppose thatϕ is a morphism inT such thatf(ϕ) is an isomorphism.
It follows already thatϕ is an epimorphism, hence it suffices to show thatϕ is a monomorphism
(proposition 2.1.32(i)). This is the same as showing that the natural mapιϕ : Y → Equal(ϕ, ϕ)
is an isomorphism (again by example 1.1.24(iii)); however,ιϕ is always a monomorphism, and
sincef is left exact,f(ιϕ) is the natural morphismfY → Equal(fϕ, fϕ), which we know to
be an isomorphism, soιϕ is an epimorphism, under our assumption. �

Example 2.2.6.Let T be a topos.
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(i) Say thatT = (C , J)∼ for some small site(C , J). Then the categoryC ∧ is also a topos
([3, Exp.IV, §2.6]), and since the functorF 7→ F a of (2.1.19) is left exact, it determines a
morphism of topoiT → C ∧. (On the other hand, the categoryT∧ is too large to be aU-topos.)

(ii) If f := (f ∗, f∗, η) : T → S is any morphism of topoi, we have an essentially commuta-
tive diagram of categories :

T //

f∗
��

T∧

f∧∗
��

S // S∧

whose horizontal arrows are the Yoneda embeddings, and where f∧
∗ = Fun(f ∗o,Set).

(iii) Let U be any object ofT . By applying the discussion of example 2.1.65 to theU-site
(T, CT ), we deduce that the categoryT/U (notation of (1.1.2)) is a topos, and the natural functor

j∗U : T → T/U X 7→ X|U := (X × U → U)

induces a morphisms ofU-sites(T, CT ) → (T/U, CT/U), whence a morphism of topoijU :
T/U → T , unique up to unique isomorphism. Moreover, we also obtain aleft adjoint jU ! :
T/U → T for j∗U , given explicitly by the rule :(X → U) 7→ X for anyU-objectX of T .
In caseU is a subobject of the final object, the morphismjU is called anopen subtoposof T .
Likewise, any morphismg : Y → Z in T determines, up to unique isomorphism, a morphism
of topoi jg : T/Y → T/Z, with an isomorphismjZ ◦ jg ∼→ jY of morphisms of topoi.

(iv) Let U be a subobject of1T . We denote byCU the full subcategory ofT such that

Ob(CU) = {X ∈ Ob(T ) | j∗UX = 1T/U}.
ThenCU is a topos, called thecomplement ofU in T , and the inclusion functori∗ : CU → T
admits a left adjointi∗ : T → CU , namely, the functor which assigns to everyX ∈ Ob(T ) the
push-outX|CU in the cocartesian diagram :

X × U pX //

pU

��

X

��

U // X|CU

wherepX andpU are the natural projections. Moreover,i∗ is an exact functor, hence the adjoint
pair (i∗, i∗) defines a morphism of topoiCU → T , unique up to unique isomorphism. (See [3,
Exp.IV, Prop.9.3.4].)

(v) Another basic example is theglobal sections functorΓ : T → Set, defined as :

U 7→ Γ(T, U) := U(1T ).

Γ admits a left adjoint :
Set→ T : S 7→ ST := S × 1T

(the coproduct ofS copies of1T ) and for every setS, one callsST theconstant sheaf with value
S. This pair of adjoint functors defines a morphism of topoiΓ : T → Set ([3, Exp.IV, §4.3]).
One can chek that there exists a unique such morphism of topoi, up to unique isomorphism.

Example 2.2.7.Let T be a topos.
(i) We say thatT is connected(resp.disconnected) if the same holds for the final object1T

of T (see example 1.1.26(iii)). Notice that, ifU is any object ofT , thenU is connected if and
only if the same holds for the toposT/U .

(ii) T is connected if and only if the natural map

(2.2.8) Z/2Z→ Γ(T,Z/2ZT )
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is surjective (notation of example 2.2.6(v)). Indeed,Z/2ZT is the coproduct1T ∐ 1T , and any
decompositionα : 1T

∼→ X0 ∐ X1 determines a section of1T ∐ 1T , namely the composition
α′ of α with the coproduct of the unique morphismsX0 → 1T andX1 → 1T . Conversely,
let β ′ : 1T → Z/2ZT be a global section, and denote byj0, j1 : 1T → 1T ∐ 1T the natural
morphisms (so{j0, j1} is the image of the map (2.2.8)). We defineXi for i = 0, 1, as the fibre
products in the cartesian diagrams :

Xi
//

��

1T

ji
��

1T
β′

// Z/2ZT .

Since all colimits inT are universal (remark 2.2.2(ii)), the induced morphismβ : X0∐X1 → 1T
is an isomorphism, and it is easily seen that the rulesα 7→ α′ andβ ′ 7→ β establish mutually
inverse bijections (details left to the reader).

Remark 2.2.9. (i) Let f : T ′ → T be a morphism of topoi,U an object ofT , and suppose
thats : T ′ → T/U is a morphism of topoi with an isomorphismjU ◦ s ∼→ f . Hence, we have a
functorial isomorphisms∗(j∗UX)

∼→ f ∗X for everyX ∈ Ob(T ), and especially,s∗1U = 1T ′; let
∆U : 1U → j∗U jU ! = j∗U(U) be the unit of adjunction (i.e. the diagonal morphism inT/U); then
σ := s∗(∆U ) : 1T ′ → f ∗U is an element ofΓ(T ′, f ∗U). Moreover, for every objectϕ : X → U
in T/U , we have a cartesian diagram inT/U :

D :

X
Γϕ //

ϕ

��

ϕ

  @
@@

@@
@@

@ X × U

j∗Uϕ

��

j∗UX

{{www
ww

ww
ww

U

U

1U

??~~~~~~~~

∆U

// U × U
j∗UU

ccGGGGGGGGG

whereΓϕ is the graph ofϕ, ands∗D is isomorphic to the cartesian diagram (inT ) :

E :

s∗ϕ //

��

f ∗X

f∗ϕ
��

1T ′
σ // f ∗U.

This shows thats∗ – and therefore alsos – is determined, up to unique isomorphism, byσ.
(ii) Conversely, ifσ ∈ Γ(T ′, f ∗U) is any global section, then we may define a functor

s∗ : T/U → T ′ by means of the cartesian diagramE , and clearlys∗ ◦ j∗U = f ∗. Let us also
define a functort! : T ′ → T ′/f ∗U , by the rule :

t!(Y ) = σ ◦ uY for everyY ∈ Ob(T ′)

whereuY : Y → 1T ′ is the unique morphism inT ′. By inspecting the diagramE , we deduce
natural bijections :

HomT ′(Y, s∗ϕ)
∼→ HomT ′/f∗U(t!Y, f

∗ϕ) for everyY ∈ Ob(T ′) andϕ ∈ Ob(T/U).

Sincef ∗ is exact, it follows easily thats∗ is left exact (indeed,s∗ commutes with all the limits
with which f ∗ commutes). Moreover, since all colimits are universal inT (see (2.1.27)(i)), it
is easily seen thats∗ commutes with all colimits. Then, by proposition 2.2.5(i.b), the functor
s∗ determines a morphism of topois : T ′ → T/U , unique up to unique isomorphism, and an
isomorphismjU ◦ s ∼→ f .
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(iii) Summing up, the constructions of (i) and (ii) establish a natural bijection between
Γ(T ′, f ∗U) and the set of isomorphism classes of morphisms of topois : T ′ → T/U such
thatjU ◦ s is isomorphic tof .

Definition 2.2.10. Let T be a topos.

(i) A point of T (or aT -point) is a morphism of topoiSet→ T . If ξ = (ξ∗, ξ∗) is a point,
andF is any object ofT , the setξ∗F is usually denoted byFξ.

(ii) If ξ is a point ofT , andf : T → S is any morphism of topoi, we denote byf(ξ) the
S-pointf ◦ ξ.

(iii) A neighborhoodof ξ is a pair(U, a), whereU ∈ Ob(T ), anda ∈ Uξ. A morphism of
neighborhoods(U, a)→ (U ′, a′) is a morphismf : U → U ′ in T such thatfξ(a) = a′.
The category of all neighborhoods ofξ shall be denotedNbd(ξ).

(iv) We say that a setΩ of T -points isconservative, if the functor

T → U′-Set F 7→
∏

ξ∈Ω

Fξ

is conservative (definition 1.1.4(ii)). (HereU′ is a universe such thatU ⊂ U′ and
Ω ∈ U′.) We say thatT has enough points, if T admits a conservative set of points.

2.2.11. It follows from remark 2.2.9(iii), that a neighborhood (U, a) of ξ is the same as the
datum of an isomorphism class of a pointξU of the toposT/U which lifts ξ, i.e. such that
ξ ≃ jU ◦ ξU . Moreover, say thatξU ′ is another lifting ofξ, corresponding to a neighborhood
(U ′, a′) of ξ; then, by inspecting the constructions of remark 2.2.9(i,ii) we see that, under this
identification, a morphism(U, a)→ (U ′, a′) of neighborhoods ofξ corresponds to the datum of
a morphismϕ : U → U ′ in T and an isomorphism ofT -points :

jϕ ◦ ξU ∼→ ξU ′

wherejϕ is the morphism of topoiT/U → T/U ′ induced byϕ. Thus, letLift(ξ) denote the
category whose objects are the triples(U, ξU , ωU), whereU ∈ Ob(T ), ξU is aT/U-point lifting
ξ, andωU : jU ◦ξU ∼→ ξ is an isomorphism ofT -points (here we fix, for every objectU and every
morphismϕ of T , a choice of the morphismsjU andjϕ : recall that the latter are determined by
U and respectivelyϕ, up to unique isomorphism). The morphisms(U, ξU , ωU) → (V, ξV , ωV )
are the pairs(ϕ, ωϕ), whereϕ : U → V is a morphism inT , and

ωϕ : jϕ ◦ ξU ∼→ ξV

is an isomorphism ofT/V -points, such that :

ωV ∗ ◦ (jV ∗ ∗ ωϕ∗) = ωU∗.

The composition of such a morphism with another one(ψ, ωψ) : (V, ξV , ωV ) → (W, ξW , ωW )
is the pair(ψ ◦ ϕ, ωψ◦ϕ) determined by the commutative diagram ofT/W -points :

(2.2.12)

jψ ◦ jϕ ◦ ξU
jψ∗ωϕ //

cψ,ϕ∗ξU
��

jψ ◦ ξV
ωψ

��
jψ◦ϕ ◦ ξU

ωψ◦ϕ // ξW .

wherecψ,ϕ : jψ ◦ jϕ ∼→ jψ◦ϕ is the unique isomorphism. As an exercise, the reader may verify
the associativity of this composition law. The foregoing shows that we have an equivalence of
categories :

(2.2.13) Nξ : Lift(ξ)
∼→ Nbd(ξ) (U, ξU , ωU) 7→ (U, aU)
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whereaU ∈ Uξ is the unique morphism which fits in the commutative diagram :

ξ∗1T
aU //

ω∗
U (1T )

��

ξ∗(U)

ω∗
U (U)

��
ξ∗U ◦ j∗U (1T )

ξ∗U (∆U )
// ξ∗U ◦ j∗U(U)

(notation of remark 2.2.9(i)). To check the functoriality of (2.2.13), let(ϕ, ωϕ) be as in (2.2.11),
and setϑV := jϕ ◦ ξU ; we can write :

ϑ∗V (∆V ) = ξ∗U ◦ j∗ϕ(∆V ) = ξ∗U(Γϕ) = ξ∗U(j
∗
Uϕ) ◦ ξ∗U(∆U) = ϑ∗V (ϕ) ◦ ξ∗U(∆U)

from which it follows easily thataV = ϕξ(aU), as required.

Remark 2.2.14. (i) Let T be a topos with enough points, andU any object ofT ; as a con-
sequence of the discussion in (2.2.11), we deduce that alsoT/U has enough points. More
precisely, say thatΩ is a conservative set ofT -points, and denote byj−1

U Ω the set of allT/U-
pointsξ such thatjU ◦ ξ ∈ Ω; we claim thatj−1

U Ω is a conservative set of points. Indeed, let
ϕ : X → Y be a morphism inT/U such thatϕξ is an epimorphism for everyξ ∈ j−1

U Ω; by
proposition 2.2.5(ii.a), it suffices to show thatϕ is an epimorphism, and the latter will follow, if
we show that the same holds forjU !ϕ.

Thus, suppose by way of contradiction, thatjU !ϕ is not an epimorphism; then there exists
a pointξ ∈ Ω, andy ∈ (jU !Y )ξ, such thaty does not lie in the image of(jU !ϕ)ξ. Let a :=
(jU !πX)ξ(y) ∈ Uξ, whereπX : X → 1T/U is the unique morphism inT/U . By (2.2.13), we may
find a lifting (U, ξU , ωU) of ξ such that

(2.2.15) Nξ(U, ξU , ωU) = (U, a).

After replacingξ by jU ◦ ξU , we may assume thatωU is the identity ofξ, in which case (2.2.15)
means thata = ξ∗U∆U , where∆U : 1T/U → j∗UjU !1T/U is the unit of adjunction (i.e the diagonal
U → U × U). We have a commutative diagram of sets :

ξ∗UX
ξ∗Uϕ //

ξ∗U∆X
��

ξ∗UY

ξ∗U∆Y
��

(jU !X)ξ
(jU !ϕ)ξ // (jU !Y )ξ

where∆X : X → j∗UjU !X is the unit of adjunction, and likewise for∆Y . More plainly,
∆Y : Y × 1T/U → Y × (j∗jU !1T/U) is the product1Y × ∆U , and under this identification,
ξ∗U∆Y is the mappingξ∗UY → ξ∗UY × (j∗jU !1T/U) given by the rule :z 7→ (z, a) for every
z ∈ ξ∗UY . Especially, we see thaty lies in the image ofξ∗U∆Y . But by assumption, the mapξ∗Uϕ
is surjective, hencey lies in the image of(jU !ξ)ξ, a contradiction.

(ii) The localization morphismsjU of example 2.2.6(iii), and the notion of point of a topos,
form the basis for a technique to study the local properties of objects in a topos. Indeed, suppose
thatP(T, F, ϕ) is a property of sequencesF := (F1, . . . , Fn) of objects in a toposT , and of
morphismsϕ := (ϕ1, . . . , ϕm) in T ; we say thatP can be checked on stalks, if the following
two conditions hold for every toposT , everyF ∈ Ob(T )n, and everyϕ ∈ Morph(T )m.

(a) P(T, F, ϕ) impliesP(Set, Fξ, ϕξ) for everyT -point ξ. (HereFξ := (F1ξ, . . . , Fnξ),
and likewise forϕξ.)

(b) If Ω is a conservative set ofT -points such thatP(Set, Fξ, ϕξ) holds for everyξ ∈ Ω,
thenP(T, F, ϕ) holds.

Then we have the following :
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Lemma 2.2.16.LetT be a topos with enough points,(Uλ → 1T | λ ∈ Λ) a family of morphisms
in T covering the final object (in the canonical topologyCT ), andP a property that can be
checked on stalks. Then, for anyF ∈ Ob(T )n andϕ ∈ Morph(T )m, we haveP(T, F, ϕ) if and
only if P(T/Uλ, F|Uλ, ϕ|Uλ) holds for everyλ ∈ Λ.

Proof. Suppose first thatP(T, F, ϕ) holds. Ifη is anyT/Uλ-point, thenξ := jUλ ◦η is aT -point,
and(j∗UλF )η = Fξ, (and likewise forϕ, with obvious notation) henceP(Set, (j∗UλF )η, (j

∗
Uλ
ϕ)η)

holds. SinceP can be checked on stalks, remark 2.2.14(i) then implies thatP(T/Uλ, F|Uλ, ϕ|Uλ)
holds.

Conversely, suppose thatP(T/Uλ, F|Uλ , ϕ|Uλ) holds for everyλ ∈ Λ, and letξ be anyT -
point. By claim 2.1.45 we may assume thatΛ is a small set; then for everyT -point ξ, the set
(∐λ∈ΛUλ)ξ = ∐λ∈Λξ∗Uλ covers the final object ofSet, i.e. is not empty. Pickλ ∈ Λ such that
ξ∗Uλ 6= ∅; by the discussion of (2.2.11) we see thatξ lifts to aT/Uλ-point η. SinceP can be
checked on stalks,P(Set, (F|Uλ)η, (ϕ|Uλ)η) holds, and this means thatP(Set, Fξ, ϕξ) holds, so
P(T, F, ϕ) holds. �

2.2.17. LetX be any (small) set; we consider the functor

FX : Lift(ξ)o → Set (U, ξU , ωU) 7→ ξ∗UξU∗X.

For a given morphism(ϕ, ωϕ) : (U, ξU , ωU) → (V, ξV , ωV ) in Lift(ξ), setϑV := jϕ ◦ ξU ; by
definition 2.2.3(iv),ωϕ is a natural isomorphism of functorsωϕ∗ : ϑV ∗

∼→ ξV ∗, which determines
(and is determined by) a natural isomorphism of functorsω∗

ϕ : ξ∗V
∼→ ϑ∗V . The morphism

FX(ϕ, ωϕ) is then defined by the commutative diagram :

ξ∗V ϑV ∗(X)
ω∗
ϕ∗ϑV ∗(X)

//

ξ∗V ∗ωϕ∗(X)

��

ϑ∗V ϑV ∗(X)

ξ∗U∗εϕ∗ξU∗(X)

��
ξ∗V ξV ∗(X)

FX(ϕ,ωϕ) // ξ∗UξU∗(X)

whereεϕ : j∗ϕjϕ∗ ⇒ 1Set is the counit of adjunction. With the notation of (2.2.11), to verify
thatFX is a well defined functor, amounts to checking thatFX(ψ ◦ ϕ, ωψ◦ϕ) = FX(ϕ, ωϕ) ◦
FX(ψ, ωψ). To this aim, we may assume that eitherωϕ is the identity ofjϕ ◦ ξU (which then
coincides withξV ), or else thatϕ is the identity (in which caseU coincides withV , andjϕ is the
identity ofT/U), and likewise forωψ andψ. We have then four cases to consider separately; we
will proceed somewhat briskly, since these verifications are unenlightening and rather tedious.

First, suppose that bothωϕ andωψ are identities. In this case, we have :

FX(ϕ, ωϕ) = ξ∗U ∗ εϕ ∗ ξU∗X FX(ψ, ωψ) = ξ∗V ∗ εψ ∗ ξV ∗X = ξ∗U ∗ j∗ϕ ∗ εψ ∗ jϕ∗ ∗ ξU∗X

and we remark as well thatωψ◦ϕ = (cψ,ϕ ∗ ξU)−1. Then the sought identity translates the
commutativity of the diagramξ∗U ∗D ∗ ξU∗, whereD is the diagram :

j∗ϕ ◦ j∗ψ ◦ jψ◦ϕ∗
c∗−1
ψ,ϕ ∗jψ◦ϕ∗

//

j∗ϕ∗j
∗
ψ∗c

−1
ψ,ϕ∗

��

j∗ψ◦ϕ ◦ jψ◦ϕ∗
εψ◦ϕ

��
j∗ϕ ◦ j∗ψ ◦ jψ∗ ◦ jϕ∗

j∗ϕ∗εψ∗j
∗
ϕ // j∗ϕ ◦ jϕ∗

εϕ // 1.

Now, notice that the bottom row is the counit of adjunction defined by the morphismjψ ◦ jϕ;
then the commutativity ofD is just a special case of remark 1.1.10(iii).

Next, suppose thatϕ is the identity ofU = V , andωψ is the identity ofjψ ◦ ξV = ξW . In this
case,ωψ◦ϕ = jψ ∗ ωϕ, andFX(ψ, ωψ) is the same as in the previous case, whereas :

FX(ϕ, ωϕ) = (ω∗
ϕ ∗ ξU∗) ◦ (ξ∗V ∗ ωϕ∗)−1.
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Then the sought identity translates the commutativity of the diagram :

ξ∗W ◦ ξW∗

ξ∗V ∗εψ∗ξV ∗

��

ξ∗W ◦ jψ∗ ◦ ξU∗

ξ∗W ∗jψ∗∗ωψ∗oo
ω∗
ϕ∗j

∗
ψ∗jψ∗∗ξU∗

//

ξ∗V ∗εψ∗ξU∗

��

ξ∗U ◦ j∗ψ ◦ jψ∗ ◦ ξU∗

ξ∗U∗εψ∗ξU∗

��
ξ∗V ◦ ξV ∗ ξ∗V ◦ ξU∗

ξ∗V ∗ωϕ∗
oo

ω∗
ϕ∗ξU∗

// ξ∗U ◦ ξU∗.

which is an immediate consequence of the naturality ofωϕ∗ andω∗
ϕ.

The case whereωψ is the identity ofξW andψ is the identity ofV = W , is similar to the
previous one. The remaining case where bothϕ andψ are identities is easy, and shall be left to
the reader.

Remark 2.2.18. (i) Let ξ be a point of the toposT ; we remark that the categoryNbd(ξ)
is cofiltered; indeed, if(U1, a1) and (U2, a2) are two neighborhoods, the natural projections
U12 := U1 × U2 → Ui (for i = 1, 2) give morphisms of neighborhoods(U12, (a1, a2)) →
(Ui, ai). (Notice that(U1 × U2)ξ = U1,ξ × U2,ξ.) Likewise, sinceξ∗ commutes with equalizers,
for any two morphismsϕ, ϕ′ : (U1, a1) → (U2, a2), we have a morphism of neighborhoods
ψ : (Equal(ϕ, ϕ′), a1)→ (U1, a1), such thatϕ ◦ ψ = ϕ′ ◦ ψ.

(ii) Denote byι : Nbd(ξ)→ T the functor given by the rule :(U, a) 7→ U . Then there is a
natural transformation of functors :

τξ : HomT (ι
o, F )⇒ cFξ : Nbd(ξ)o → Set

wherecFξ denotes the constant functor with valueFξ. Indeed, if(U, a) is any neighborhood of
ξ, we defineτξ(U, a) : HomT (U, F )→ Fξ by the rule :s 7→ sξ(a) for everys : U → F . Then
we claim thatτξ induces a natural bijection :

(2.2.19) colim
Nbd(ξ)o

HomT (ι
o, F )

∼→ Fξ.

Indeed, every element of the above colimit is represented bya triple(U, a, β), where(U, a)
is a neighborhood ofξ, andβ ∈ HomT (U, F ); two such triples(U1, a1, β1) and(U2, a2, β2) are
identified if and only if there exist morphismsϕi : (V, b) → (Ui, ai) in Nbd(ξ) (for i = 1, 2),
such thatϕ1 ◦ β1 = ϕ2 ◦ β2. It is then easily seen that every such triple is equivalent to a unique
triple of the form(F, a, 1F ), which gets mapped toa underτξ(F, a), whence the assertion.

(iii) For every object(U, ξU , ωU) of Lift(ξ), let εU : ξ∗UξU∗X → X be the counit of adjunc-
tion coming from the morphism of topoiξU ; we claim that the rule(U, ξU , ωU) 7→ εU defines a
natural transformation

(2.2.20) FX ⇒ cX

wherecX denotes the constant functor with valueX. Indeed, let(ϕ, ωϕ) : (U, ξU , ωU) →
(V, ξV , ωV ) be a morphism inLift(ξ); we need to show thatεU ◦ FX(ϕ, ωϕ) = εV . This
amounts to checking the identity :

εU ◦ (ξ∗U ∗ εϕ ∗ ξU∗) ◦ (ω∗
ϕ ∗ ϑV ∗) = εV ◦ (ξ∗V ∗ ωϕ∗)

whereϑV := jϕ ◦ ξU . Now, notice thatε′V := εU ◦ (ξ∗U ∗ εϕ ∗ ξU∗) : ϑ
∗
V ϑV ∗ → 1 is the counit of

adjunction given by the morphism of topoiϑV . On the other hand, remark 1.1.10(ii) says that :

ω∗
ϕ = (εV ∗ ϑ∗V ) ◦ (ξ∗V ∗ ωϕ∗ ∗ ϑ∗V ) ◦ (ξ∗V ∗ η′V )

whereη′V : 1 → ϑV ∗ϑ
∗
V is the unit of adjunction given byϑV . The naturality ofεV implies the

identity :
εV ◦ (ξ∗V ∗ ξV ∗ ∗ ε′V ) = ε′V ◦ (εV ∗ ϑ∗V ∗ ϑV ∗).

Hence we come down to showing that

(ξ∗V ∗ ξV ∗ ∗ ε′V ) ◦ (ξ∗V ∗ ωϕ∗ ∗ ϑ∗V ∗ ϑV ∗) ◦ (ξ∗V ∗ η′V ∗ ϑV ∗) = ξ∗V ∗ ωϕ∗.
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The latter in turn will follow, once we know that

(2.2.21) (ξV ∗ ∗ ε′V ) ◦ (ωϕ∗ ∗ ϑ∗V ∗ ϑV ∗) ◦ (η′V ∗ ϑV ∗) = ωϕ∗.

However, the naturality ofωϕ∗ says that

(2.2.22) (ωϕ∗ ∗ ϑ∗V ∗ ϑV ∗) ◦ (η′V ∗ ϑV ∗) = (ξV ∗ ∗ η′V ) ◦ ωϕ∗
Then (2.2.21) follows easily from (2.2.22) and the triangular identities of (1.1.8).

Lemma 2.2.23.The natural transformation(2.2.20)induces a natural isomorphism :

colim
Lift(ξ)o

FX
∼→ X for every (small) setX.

Proof. SetC := Morph(Lift(ξ)o). We define yet another functor

G : C → Set

by the rule :

((U ′, ξU ′, ωU ′)
(ψ,ωψ)−−−−→ (U, ξU , ωU)) 7→ G(ψ, ωψ) := Γ(ψ, ξU∗X)

(here we regardψ : U ′ → U as an object ofT/U). Recall that a morphism(β, ωβ) → (ψ, ωψ)
in C is a commutative diagram of morphisms inLift(ξ)

D :

(U ′, ξU ′, ωU ′)
(ϕ′,ωϕ′ ) //

(ψ,ωψ)

��

(V ′, ξV ′, ωV ′)

(β,ωβ)

��
(U, ξU , ωU)

(ϕ,ωϕ) // (V, ξV , ωV ).

To such a morphism, we assign the mapG(D) : G(β, ωβ)→ G(ψ, ωψ) defined as follows. First,
we may regardϕ′ as a morphismjϕ!(ψ)→ β in T/V . Denote by

∆ψ : ψ → j∗ϕjϕ!(ψ)

the unit of adjunction. Then, for everys : β → ξV ∗X, the sectionG(D)(s) : ψ → ξU∗X is the
composition :

ψ
j∗ϕ(s◦ϕ

′ )◦∆ψ−−−−−−−−→ j∗ϕξV ∗X
j∗ϕ∗ω

−1
ϕ∗X−−−−−−→ j∗ϕjϕ∗ξU∗X

εϕ∗ξU∗X−−−−−−→ ξU∗X.

With some patience, the reader may check thatG is really a well defined functor. Next, we
define a natural transformation :

(2.2.24) G⇒ FX ◦ s
wheres : C → Lift(ξ)o is the source functor of (1.1.17). Indeed, notice that, for every lifting
(U, ξU , ωU) of ξ, we have an isomorphism of categories :

Lift(ξ)/(U, ξU , ωU)
∼→ Lift(ξU) (ψ, ωψ) 7→ (ψ, ξU ′, ωψ)

(where(ψ, ωψ) is as in the foregoing). On the other hand, by composing the equivalenceNξU

of (2.2.13), and the natural transformationτξU of remark 2.2.18(ii) (forF := ξU∗X), we obtain
a natural transformation :

τξU ∗NξU (ψ, ξU ′, ωψ) : Γ(ψ, ξU∗X)→ ξ∗UξU∗X

which yields (2.2.24). By inspecting the construction, andin view of (2.2.19), we get a natural
isomorphism :

colim
C

G
∼→ colim

Lift(ξ)o
F.

Now, notice that the functor

(2.2.25) Lift(ξ)o → C (U, ξU , ωU) 7→ 1(U,ξU ,ωU )
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is cofinal. A simple inspection reveals that the compositionof G with (2.2.25) is the constant
functor with valueX, whence the contention. �

2.2.26. Suppose now thatT = C∼ for some small siteC := (C , J). For a pointξ of T , we
may define another categoryNbd(ξ, C), whose objects are the pairs(U, a) whereU ∈ Ob(C )
anda ∈ (haU)ξ; the morphisms(U, a)→ (U ′, a′) are the morphismsf : U → U ′ in C such that
(haf)ξ(a) = a′. (Notation of remark 2.1.27(iii).) The rule(U, a) 7→ (haU , a) defines a functor

(2.2.27) Nbd(ξ, C)→ Nbd(ξ).

Proposition 2.2.28.In the situation of(2.2.26), we have :
(i) The categoryNbd(ξ, C) is cofiltered.
(ii) The functor(2.2.27)is cofinal.

Proof. To begin with, sinceξ∗ commutes with all colimits, remark 2.1.27(iii) implies easily that,
for every object(U, a) of Nbd(ξ) there exists an object(V, b) of Nbd(ξ, C) and a morphism
(haV , b)→ (U, a) in Nbd(ξ). Hence, it suffices to show (i).

Thus, let(U1, a1) and(U2, a2) be two objects ofNbd(ξ, C); sinceNbd(ξ) is cofiltered, we
may find an object(F, b) of Nbd(ξ) and morphismsϕi : (F, b) → (haUi , ai) (for i = 1, 2). By
the foregoing, we may also assume that(F, b) = (haV , b) for some object(V, b) of Nbd(ξ, C),
in which caseϕi ∈ haUi(V ) for i = 1, 2. By remark 2.1.27(iv), we may find a sieveS covering
V such thatϕi ∈ HomC∧(hS , h

sep
Ui

) for bothi = 1, 2.
On the other hand, (2.1.2) and proposition 2.1.34 yield a natural isomorphism :

colim
S

ha ◦ s ∼→ haV .

Therefore, sinceξ∗ commutes with all colimits, we may find(f : S → V ) ∈ Ob(S ) and
c ∈ (haS)ξ such thathaf : (h

a
S, c)→ (haV , b) is a morphism of neighborhoods ofξ.

For i = 1, 2, denote byϕS,i ∈ hsepU (S) the image ofϕi (under the map induced by the natural
morphismhS → hS coming from (2.1.2)). Pick anyϕS,i ∈ HomC (S, V ) in the preimage of
ϕS,i; thenϕS,i defines a morphism(S, c)→ (Ui, ai) in Nbd(ξ, C).

Next, suppose thatϕ1, ϕ2 : (U, a) → (U ′, a′) are two morphisms inNbd(ξ, C); argu-
ing as in the foregoing, we may find an object(V, b) of Nbd(ξ, C), andψ ∈ hsepU (V ) =
HomC∧(hsepV , hsepU ) whose image inhaU(V ) yields a morphismψa : (haV , b) → (haU , a) in
Nbd(ξ), and such thatϕsep

1 ◦ ψ = ϕsep
2 ◦ ψ in hsepU ′ (V ). We may then find a covering sub-

objecti : R→ hV , such thatϕ1 ◦ (ψ ◦ i) = ϕ2 ◦ (ψ ◦ i) in HomC ∧(R, h′U). Again, by combining
(2.1.2) and proposition 2.1.34, we deduce that there existsa morphismβ : (V ′, b′) → (V, b) in
Nbd(ξ, C), such thatϕ1 ◦ (ψ ◦ β) = ϕ2 ◦ (ψ ◦ β). This completes the proof of (i). �

As a corollary of proposition 2.2.28 and of remark (2.2.18)(ii), we deduce, for every sheafF
onC, a natural isomorphism :

colim
Nbd(ξ,C)

F ◦ ιoC
∼→ Fξ

whereιC : Nbd(ξ, C)→ C is the functor given by the rule(U, a) 7→ U on every object(U, a).

2.3. Algebra on a topos. LetT be any topos, and endowT with the structure of tensor category
as explained in example 1.2.10 (so, the tensor functor is given by fixed choices of products for
every pairs of objects ofT , and any final object1T can be taken for unit object of(T,⊗)). We
notice that(T,⊗) admits an internalHom functor (see remark 1.2.12(ii)). Indeed, letX andX ′

be any two objects ofT . It is easily seen that the presheaf onT :

U 7→ HomT/U(X
′
|U , X|U) = HomT (X

′×U,X)

is actually a sheaf on(T, CT ) (notation of example 2.2.6(iii)), so it is an object ofT , denoted :

HomT (X
′, X).
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The functor :
T → T : X 7→HomT (X

′, X)

is right adjoint to the functorT → T : Y 7→ Y ×X ′, so it is an internalHom functor forX ′.
If f : T → S is a morphism of topoi, andY ∈ Ob(S), we have a natural isomorphism inS :

(2.3.1) HomS(Y, f∗X)
∼→ f∗HomT (f

∗Y,X)

which, on everyU ∈ Ob(S), induces the natural bijection :

HomS(Y ×U, f∗X)
∼→ HomT (f

∗Y ×f ∗U,X)

given by the adjunction(f ∗, f∗). By general nonsense, from (2.3.1) we derive a natural mor-
phism inS :

f∗HomT (X
′, X)→HomS(f∗X

′, f∗X)

and inT :

f ∗HomS(Y
′, Y )

ϑf−→HomT (f
∗Y ′, f ∗Y ) for anyY, Y ′ ∈ Ob(S).

Moreover, ifg : U → T is another morphism of topoi, the diagram :

(2.3.2)

g∗f ∗HomS(Y
′, Y )

g∗ϑf //

ϑf◦g **UUUUUUUUUUUUUUUU
g∗HomT (f

∗Y ′, f ∗Y )

ϑgttiiiiiiiiiiiiiiiii

HomU(g
∗f ∗Y ′, g∗f ∗Y )

commutes, up to a natural isomorphism.

2.3.3. LetA be any object ofT , and(X, µX) a leftA-module for the tensor category structure
onT as in (2.3); for every objectU of T we obtain a leftA|U -module (on the toposT/U : see
example 2.2.6(iii)), by the rule :

(X, µX)|U := (X|U , µX × 1U).

If (X ′, µX′) is another leftA-module, it is easily seen that the presheaf onT :

U 7→ HomA|U -Modl((X, µX)|U , (X
′, µX′)|U)

is actually a sheaf for the canonical topology, so it is an object ofT , denoted :

HomAl((X, µX), (X
′, µX′))

(or just HomAl(X,X
′), if the notation is not ambiguous). The same considerationscan be

repeated for the sets of morphisms of rightB-modules, and of(A,B)-bimodules, so one gets
objectsHomBr(X,X

′) and Hom(A,B)(X,X
′). By a simple inspection, we see that these

objects are naturally isomorphic to the objects denoted in the same way in (1.2.14), so the
notation is not in conflict withloc.cit.; it also follows thatHomAl(X,X

′) is the equalizer of
two morphisms inT :

HomT (X,X
′) //

// HomT (A×X,X ′) .

In the same vein, letA,B,C ∈ Ob(T ) be any three objects,S an (A,B)-bimodule,S ′ a
(C,B)-bimodule, andS ′′ a(C,A)-bimodule. Then the(C,B)-bimoduleHomBr(S, S

′) and the
(C,B)-bimoduleS ′′ ⊗A S (see (1.2.17)) are the sheaves on(T, CT ) associated to the presheaf
given by the rules :U 7→ HomB|U,r

(S|U , S
′
|U), and respectively :U 7→ S ′(U) ⊗M(U) S(U) for

every objectU of T . Furthermore, the general theory of monoids, their modulesand their tensor
products, developed in section 1.2 is available in the present situation, so we have a well defined
notion ofT -monoid (see example 1.2.21(ii) and remark 1.2.24). Via theequivalence (2.2.1), a
T -monoidM is also the same as a sheaf of monoidsM on the site(T, CT ), and a left (resp.
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right, resp. bi-)M -module is the same as the datum of a sheafS in (T, CT ), such thatS(U) is
a left (resp. right, resp. bi-)M(U)-module, for every objectU of T .

2.3.4. Letf : T1 → T2 be a morphism of topoi,A1 an object ofT1, and(X, µX) a leftA1-
module. Sincef∗ is left exact, we have a natural isomorphism :f∗(A1 × X)

∼→ f∗A1 × f∗X,
so we obtain a leftf∗A1-module :

f∗(X, µX) := (f∗X, f∗µX)

which we denote justf∗X, unless the notation is ambiguous. Likewise, sincef ∗ is left exact,
from any objectA2 of T2, and any leftA2-module(Y, µY ), we obtain a leftf ∗A2-module :

f ∗(Y, µY ) := (f ∗Y, f ∗µY ).

The same considerations apply of course, also to right modules and to bimodules. Furthermore,
let Ai, Bi, Ci be three objects ofTi (for i = 1, 2); sincef∗ is left exact, for any(A1, B1)-
bimoduleX and any(C1, A1)-bimoduleX ′ we have a natural morphism of(f∗C1, f∗B1)-
bimodules :

f∗X
′ ⊗f∗A1 f∗X → f∗(X

′ ⊗A1 X)

and sincef ∗ is exact, for any(A2, B2)-bimoduleY and any(C2, A2)-bimoduleY ′ we have a
natural isomorphism :

f ∗Y ′ ⊗f∗A2 f
∗Y

∼→ f ∗(Y ′ ⊗A2 Y )

of (f ∗C2, f
∗B2)-bimodules.

2.3.5. The constructions of the previous paragraphs also apply to presheaves onT : this can
be seen,e.g.as follows. Pick a universeV such thatT isV-small; thenT∧

V is aV-topos. Hence,
if A is anyV-presheaf onT , andX,X ′ ∈ Ob(T∧

V ) two left A-modules, we may construct
HomAl(X,X

′) as an object inT∧
V . Now, if A,X,X ′ lie in the full subcategoryT∧

U of T∧
V , it is

easily seen that alsoHomAl(X,X
′) lies inT∧

U . Likewise, ifA,B,C are twoU-presheaves on
T , we may defineX ′ ⊗A X in T∧

U , for any(A,B)-bimoduleX and(C,A)-bimoduleX ′, and
this tensor product will still be left adjoint to theHom-functor for presheaves onT .

Moreover, we have a natural morphism of topoiiV : (T, CT )
∼
V → T∧

V , given by the forgetful
functor (and its left adjointF 7→ F a) (see example 2.2.6(i)). The restriction ofiV∗ to the full
subcategoryT∧

U factors through the inclusionT → (T, CT )
∼
V , therefore, the discussion of (2.3.4)

specializes to show that, for everyU-presheafA on T , and everyA-moduleX ∈ Ob(T∧
U ),

the objectXa ∈ Ob(T ) is naturally anAa-module. Also, for any(A,B)-bimoduleX and
(C,A)-bimoduleX ′, such thatA,B,C,X,X ′ areU-small, we have a natural isomorphism of
(Ca, Ba)-bimodules :

X ′a ⊗Aa Xa ∼→ (X ′ ⊗A X)a.

The following definition gathers some further notions – specific to monoids over a topos – which
shall be used in this work.

Definition 2.3.6. Let T be a topos,M aT -monoid,S a left (resp. right, resp. bi-)M -module.

(i) S is said to beof finite type, if there exists a covering family(Uλ → 1T | λ ∈ Λ) of the
final object ofT , and for everyλ ∈ Λ an integernλ ∈ N and an epimorphism of left
(resp. right, resp. bi-)M |Uλ

-modules :M⊕nλ
|Uλ
→ S|Uλ .

(ii) S is finitely presented, if there exists a covering family(Uλ → 1T | λ ∈ Λ) of the
final object ofT , and for everyλ ∈ Λ integersmλ, nλ ∈ N and morphismsfλ, gλ :
M⊕mλ

|Uλ
→ M⊕nλ

|Uλ
whose coequalizer – in the category of left (resp. right, resp. bi-)

M |Uλ
-modules – is isomorphic toS|Uλ.

(iii) S is said to becoherent, if it is of finite type, and for every objectU in T , every
submodule of finite type ofS|U is finitely presented.
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(iv) S is said to beinvertible, if there exists a covering family(Uλ → 1T | λ ∈ Λ), and
for everyλ ∈ Λ, an isomorphismM |Uλ

∼→ S|Uλ of left (resp. right, resp. bi-)M |U -
modules. (Thus, every invertible module is finitely presented.)

(v) An ideal I ⊂ M is said to beinvertible, (resp.of finite type, resp.finitely presented,
resp.coherent) if it is such, when regarded as anM -bimodule.

Example 2.3.7.(i) Take againT = Set. Then anM-moduleS is of finite type if and only if
there exists a finite subsetΣ ⊂ S, such thatS = M · Σ, with obvious notation. In this case,
we say thatΣ is afinite system of generatorsof S (and we also say thatS is finitely generated;
likewise, an ideal of finite type is also called finitely generated). We say thatS is cyclic, if
S =M · s for somes ∈ S.

(ii) If S andS ′ are twoM-modules, the coproductS ⊕ S ′ is the disjoint union ofS and
S ′, with scalar multiplication given by the disjoint union of the lawsµS andµS′. The product
S × S ′ is the cartesian product of the underlying sets, with scalarmultiplication given by the
rule : x · (s, s′) := (x · s, x · s′) for everyx ∈M , s,∈ S, s′ ∈ S ′.

For future use, let us also make the :

Definition 2.3.8. Let T be any topos,P aT -monoid, and(N,+, 0) any monoid.
(i) We say thatP isN-graded, if it admits a morphism of monoidsπ : P → NT , where

NT is the constant sheaf of monoids arising fromN (the coproduct of copies of the
final object1T indexed byN). For everyn ∈ N we letP n := π−1(nT ), the preimage
of the global section corresponding ton. Then

P =
∐

n∈N

P n

the coproduct of the objectsP n, and the multiplication law ofP restricts to a map
P n × Pm → P n+m, for everyn,m ∈ N . Especially, eachP n is aP 0-module, andP
is also the direct sum of theP n, in the category ofP 0-modules. The morphismπ is
called thegradingof P .

(ii) In the situation of (i), letS be a left (resp. right, resp. bi-)P -module. We say thatS is
N-graded, if it admits a morphism ofP -modulesπS : S → NT , whereNT is regarded
as aP -bimodule via the gradingπ of P . ThenS is the coproductS =

∐
n∈N Sn, where

Sn := π−1
S (nT ), and the scalar multiplication ofS restricts to morphismsP n × Sm →

Sn+m, for everyn,m ∈ N . The morphismπS is called thegradingof S.
(iii) A morphismP → Q of N-gradedT -monoids is a morphism of monoids that respects

the gradings, with obvious meaning. Likewise one defines morphisms ofN-graded
P -modules.

Example 2.3.9.TakeT = Set, and letM be any commutative monoid. Then we claim that
the only invertible object in the tensor categoryM-Modl is M ; i.e. if S andS ′ are any two
(M,M)-bimodules, thenS ⊗M S ′ ≃M if and only if S andS ′ are both isomorphic toM .

Indeed, letϕ : S ⊗M S ′ ∼→ M be an isomorphism, and chooses0 ∈ S, s′0 ∈ S ′ such that
ϕ(s0 ⊗ s′0) = 1. Consider the morphisms of leftM-modules :

M
α−→ S

β−→ M M
α′

−−→ S ′ β′

−−→M

such that :

α(m) = m · s0 β(s) = ϕ(s⊗ s′0) α′(m) = m · s′0 β ′(s′) = ϕ(s0 ⊗ s′)
for everym ∈ M , s ∈ S, s′ ∈ S ′; we notice thatβ ◦ α = 1M = β ′ ◦ α′. There follows natural
morphisms :

S ′ γ−→M ⊗M S ′ α⊗MS
′

−−−−→ S ⊗M S ′ β⊗MS′

−−−−→ M ⊗M S ′ γ−1

−−→ S ′
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whose composition is the identity1S′ . However, it is easily seen thatϕ ◦ (α ⊗M S ′) ◦ γ = β ′

andγ−1 ◦ (β ⊗M S ′) ◦ ϕ−1 = α′, thusα′ ◦ β ′ = 1S′ , hence bothα′ andβ ′ are isomorphisms,
and the same holds forα andβ.

Example 2.3.10.LetM be aT -monoid, andL aM -bimodule. For everyn ∈ N, let L ⊗n :=
L ⊗M · · · ⊗M L , then-fold tensor power ofL . TheN-gradedM-bimodule

Tens•ML :=
∐

n∈N

L ⊗n

is naturally aN-gradedT -monoid, with composition law induced by the natural morphisms
L ⊗n ⊗M L ⊗m ∼→ L ⊗n+m, for everyn,m ∈ N. (Here we setL ⊗0 :=M .) If L is invertible,
Tens•ML is a commutativeN-gradedT -monoid, which we also denoteSym•

ML .

Remark 2.3.11. (i) Let f : T → S be a morphism of topoi,M := (M,µM) a T -semigroup,
andN := (N, µN) aS-semigroup. Then clearlyf∗M := (f∗M, f∗µM) is aS-semigroup, and
f ∗N := (f ∗N, f ∗µN) is aT -semigroup.

(ii) Furthermore, if1M : 1T → M (resp.1N : 1S → N) is a unit forM (resp. forN), then
notice thatf∗1T = 1S (resp.f ∗1S = 1T ), since the final object is the empty product; it follows
thatf∗1M (resp.f ∗1S) is a unit forf∗M (resp. forf ∗N).

(iii) Obviously, if M (resp.N) is commutative, the same holds forf∗M (resp.f ∗N ).
(iv) If X is a leftM-module, thenf∗X is a leftf∗M -module, and ifY is a leftN-module,

thenf ∗Y is a leftf ∗N-module. The same holds for right modules and bimodules.
(v) Moreover, letεM : f ∗f∗M → M (resp.ηN : N → f∗f

∗N ) be the counit (resp. unit) of
adjunction. Then the counit (resp. unit) :

εX : f ∗f∗X → X(εM ) (resp.ηY : Y → f∗f
∗Y(ηN ))

is a morphism off ∗f∗M -modules (resp. ofN-modules) (notation of (1.2.26)). (Details left to
the reader.)

(vi) Let ϕ : f ∗N → M be a morphism ofT -monoids. Then the functor

N -Modl → M-Modl : Y 7→M ⊗f∗N f ∗Y

is left adjoint to the functor :

M -Modl → N -Modl : X 7→ f∗X(ηN ).

(And likewise for right modules and bimodules : details leftto the reader.)
(vii) The considerations of (2.3.5) also apply to monoids : we get that, for any presheaf of

monoidsM := (M,µM , 1M) on T , the datumMa := (Ma, µaM , 1
a
M) is aT -monoid, and we

have a well defined functor :

M -Modl →Ma-Modl X 7→ Xa.

(And as usual, the same applies to right modules and bimodules.)

2.3.12. LetT be a topos,U any object ofT , andM a T -monoid. As a special case of re-
mark 2.3.11(i), we have theT/U-monoidj∗UM = M |U , and if we takeϕ := 1j∗UM in remark
2.3.11(vi), we deduce that the functor

j∗U :M -Modl → M |U -Modl Y 7→ Y|U

admits the right adjointjU∗. Now, suppose thatX → U is any leftM |U -module. The scalar
multiplication ofX is aU-morphismµX : M × X → X andjU !µX is the same morphism,
seen as a morphism inT (notation of example 2.2.6(iii)). In other words,jU ! induces a faithful
functor on left modules, also denoted :

jU ! :M |U -Modl →M -Modl.
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It is easily seen that this functor is left adjoint to the foregoing functorj∗U . Especially, this
functor is right exact; it is not generally left exact, sinceit does not preserve the final object
(unlessU = 1T ). However, it does commute with fibre products, and therefore transforms
monomorphisms into monomorphisms. All this holds also for right modules and bimodules.

2.3.13. LetT be any category as in example 1.2.21(i), denote by1T a final object ofT , and
byM anyT -monoid. Apointed leftM -moduleis a datum

(S, 0S)

consisting of a leftM -moduleS and a morphism ofM -modules0S : 1T → S, where0 is
the final object ofM-Modl. Often we shall writeS instead of(S, 0S), unless this may give
rise to ambiguities. As usual, a morphismϕ : S → T of pointed modules is a morphism of
M-modules, such that0T = ϕ ◦ 0S. In other words, the resulting category is just0/M-Modl,
and shall be denotedM-Modl◦.

Likewise one may define the categoryM -Modr◦ of right M-modules, and(M,N)-Mod◦

of pointed bimodules, for givenT -monoidsM andN .

Remark 2.3.14.Let T be a category as in remark 1.2.24.
(i) For reasons that will become readily apparent, for many purposes the categories of pointed

modules are more useful than the non-pointed variant of (1.2.22). In any case, we have a faithful
functor :

(2.3.15) M -Modl →M -Modl◦ S 7→ S◦ := (S ⊕ 0, 0S)

where0S : 0 → S ⊕ 0 is the obvious inclusion map. Thus, we may – and often will, without
further comment – regard anyM -module as a pointed module, in a natural way. (The same can
of course be repeated for right modules and bimodules.)

(ii) In turn, when dealing with pointedM-modules, things often work out nicer ifM itself
is apointedT -monoid. The latter is the datum(M, 0M) of aT -monoidM and a morphism of
M -modules0M : 0 → M . A morphism of pointedT -monoids is of course just a morphism
f : M → M ′ of T -monoids, such thatf ◦ 0M = 0M ′. As customary, we shall often just write
M instead of(M, 0M), unless we wish to stress thatM is pointed.

(iii) Let (M, 0M) be a pointedT -monoid; apointed left(M, 0M)-moduleis a pointed left
M -moduleS, such that0 · s = 0 for everys ∈ S. A morphism of pointed left(M, 0M)-
modules is just a morphism of pointed leftM -modules. As usual, these gadgets form a category
(M, 0M)-Modl◦. Similarly we have the right and bi-module variant of this definition.

(iv) The forgetful functor from the category of pointedT -monoids to the category ofT -
monoids, admits a left adjoint :

M 7→ (M ◦, 0M◦).

Namely,M◦ is theM -moduleM ⊕ 0, the zero map0M◦ : 0→ M ⊕ 0 is the obvious inclusion,
and the scalar multiplicationM×M◦ →M◦ is extended to a multiplication lawµ :M◦×M◦ →
M◦ in the unique way for which(M ◦, µ, 0M0) is a pointed monoid. The unit of adjunction
M →M ◦ is the obvious inclusion map.

(v) If M is a (non-pointed) monoid, the restriction of scalars

(M ◦, 0M◦)-Modl◦ → M-Modl◦

is an isomorphism of categories. Namely, any pointed leftM -moduleS is naturally a pointed
left M ◦-module : the given scalar multiplicationM × S → S extends to a scalar multiplication
M◦ × S → S whose restriction0 × S → S factors through the zero section0S (and likewise
for right modules and bimodules).

(vi) Let T be a topos. The notions introduced thus far for non-pointedT -monoids, also admit
pointed variants. Thus, a pointed module(S, 0S) is said to beof finite typeif the same holds for
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S, andS is finitely presentedif, locally on T , it is the coequalizer of two morphisms between
freeM -modules of finite type.

Example 2.3.16.TakeT := Set, and letM be any monoid; then a pointed leftM-module is
just a leftM-moduleS endowed with a distinguishedzero element0 ∈ S, such thatm · 0 = 0
for everym ∈ M . A morphismϕ : S → S ′ of pointed leftM-modules is just a morphism of
left M-modules such thatϕ(0) = 0 (and similarly for right modules and bimodules.)

Likewise, a pointed monoid is endowed with a distinguishedzero element, denoted0 as usual,
such that0 · x = 0 for everyx ∈M .

Remark 2.3.17.Let T be a category as in remark 1.2.24, andM aT -monoid.
(i) Regardless of whetherM is pointed or not, the categoryM -Modl◦ is also complete

and cocomplete; for instance, if(S, 0S) and(S ′, 0S′) are two pointed modules, the coproduct
(S ′′, 0S′′) := (S, 0S) ⊕ (S ′, 0S′) is defined by the push-out (in the categoryM-Modl) of the
cocartesian diagram :

0⊕ 0
0S⊕0S′ //

��

S ⊕ S ′

��
0

0S′′ // S ′′.

Likewise, ifϕ′ : S ′ → S andϕ′′ : S ′′ → S are two morphisms inM -Modl◦, the fibre product
S ′ ×S S ′′ in the categoryM -Modl is naturally pointed, and represents the fibre product in the
category of pointed modules. All this holds also for right modules and bimodules.

(ii) The forgetful functorM -Modl◦ → T◦ := 1T/T to the category of pointed objects of
T , commutes with all limits, since it is a right adjoint; it also commutes with all colimits. This
forgetful functor admits a left adjoint, that assigns to anyΣ ∈ Ob(T ) thefree pointedM -module
M (Σ)◦ . If M is pointed, the latter is defined as the push-out in the cocartesian diagram

1T × Σ //

��

M × Σ

��

1T // M (Σ)◦

and ifM is not pointed, one defines it via the equivalence of remark 2.3.14(v) : by a simple
inspection we find that in this caseM (Σ)◦ = (M (Σ))◦, whereM (Σ) is the free (unpointed)
M-module, as in remark 1.2.24(iii).

Notice as well that the forgetful functorsT◦ → T andM -Modl◦ →M -Modl both commute
with all connected colimits, hence the same also holds for the forgetful functorM-Modl◦ → T .
(See definition 1.1.37(vii).) The same can be repeated for right modules and bimodules.

(iii) Moreover, if ϕ : S → S ′ is any morphism inM -Modl◦, we may defineKerϕ and
Cokerϕ (in the categoryM -Modl◦); namely, the kernel is the limit of the diagramS

ϕ−→ S ′ ← 0

and the cokernel is the colimit of the diagram0 ← S
ϕ−→ S ′. Especially, ifS is a submodule of

S ′, we have a well defined quotientS ′/S of pointed leftM -modules. Furthermore, we say that
a sequence of morphisms of pointed leftM -modules :

0→ S ′ ϕ−→ S
ψ−→ S ′′ → 0

is right exact, if ψ induces an isomorphismCokerϕ
∼→ S ′′; we say that it isleft exact, if ϕ

induces an isomorphismS ′ ∼→ Kerψ, and it isshort exactif it is both left and right exact.
(Again, all this can be repeated also for right modules and bimodules.)

Example 2.3.18.TakeT = Set, and letM be a pointed or not-pointed monoid. Then the
argument from example 1.2.27 can be repeated for the free pointedM-modules : ifΣ is any set,
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we have
M (Σ)◦ ⊗M {1} ∼→ {1}(Σ)◦ = Σ◦

whereΣ◦ is the disjoint union ofΣ and the final object ofSet (a set with one element). Hence,
the cardinality ofΣ is an invariant, called therank of the free pointedM-moduleM (Σ)◦ , and
denotedrk◦MM

(Σ)◦ .

2.3.19. LetT be a topos,(M, 0M), (N, 0N) and(P, 0P ) three pointedT -monoids,S, (resp.
S ′) a pointed(M,N)-bimodule (resp.(P,N)-bimodule); we denote

Hom(N,0N )r(S, S
′)

the set of all morphisms of pointed rightN-modulesS → S ′. As usual, the presheaf

Hom(N,0N )r(S, S
′) : U 7→ Hom(N,0N )r|U (S|U , S

′
|U)

(with obvious notation) is a sheaf on(T, CT ), hence it is represented by an object ofT . Indeed,
this object is also the fibre product in the cartesian diagram:

Hom(N,0N )r(S, S
′) //

��

HomNr(S, S
′)

0∗S
��

HomNr(0, 0)
0S′∗ // HomNr(0, S

′).

Especially,Hom(N,0N )r(S, S
′) is naturally a(P ,M)-bimodule, and moreover, it is pointed : its

zero section represents the unique morphismS → S ′ which factors through0.
Notice also that, for every pointed(P,M)-bimoduleS ′′, the tensor productS ′′ ⊗M S is

naturally pointed, and as in the non-pointed case, the functor

(2.3.20) (P,M)-Mod◦ → (P,N)-Mod◦ : S ′′ 7→ S ′′ ⊗M S

is left adjoint to the functor

(P ,N)-Mod◦ → (P,M)-Mod◦ : S ′ 7→Hom(N,0N )r(S, S
′).

By general nonsense, the functor (2.3.20) is right exact; especially, for any right exact sequence
T ′ → T → T ′′ → 0 of pointed(P,M)-bimodules, the induced sequence

T ′ ⊗M S → T ⊗M S → T ′′ ⊗M S → 0

is again right exact.

Remark 2.3.21.SupposeM , N andP are non-pointedT -monoids,S is a (M,N)-bimodule
andS ′′ a (P ,M)-bimodule.

(i) If S andS ′′ are pointed, one may define a tensor productS ′′ ⊗M S in the category
(P ,N)-Mod◦, if one regardsS as a pointed(M ◦, N◦)-bimodule, andS ′′ as a(P ◦,M◦)-
bimodule as in remark 2.3.14(v); then one sets simplyS ′′ ⊗M S := S ′′ ⊗M◦ S, which is then
viewed as a pointed(P,N)-bimodule. In this way one obtains a left adjoint to the corresponding
internalHom-functor HomN from pointed(P ,N)-bimodules to pointed(P,M)-bimodules
(details left to the reader).

(ii) Finally, if neitherS norS ′′ is pointed, notice the natural isomorphism :

(S ′′ ⊗M S)◦
∼→ S ′′

◦ ⊗M◦ S◦ in the category(P,N)-Mod◦.

Definition 2.3.22. In the situation of (2.3.19), letP = N := (1T )◦, and notice that – with these
choices ofP andN – a pointed(P,M)-bimodule (resp. a pointed(M,N)-bimodule) is just a
right pointedM-module (resp. a left pointedM-module), and a pointed(P,N)-module is just
a pointed object ofT .
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(i) We say thatS is aflat pointed leftM -module (or briefly, thatS isM -flat), if the functor
(2.3.20) transforms short exact sequences of right pointedM-modules, into short exact
sequences of pointedT -objects. Likewise, we define flat pointed rightM-modules.

(ii) Let ϕ : M → M ′ be a morphism of pointedT -monoids. We say thatϕ is flat, if M ′ is
a flat leftM -module, for the module structure induced byϕ.

Remark 2.3.23. (i) In the situation of remark 2.3.11(i), suppose thatM := (M, 0M) is a
pointedT -monoid andN := (N, 0N) a pointedS-monoid. By arguing as in remark 2.3.11(ii),
we see thatf ∗N := (f ∗N, f ∗0N) is a pointedT -monoid, andf∗M := (f∗M, f∗0M) is a pointed
S-monoid.

(ii) Likewise, if (X, 0X) is a pointed leftM -module, and(Y, 0Y ) a pointed leftN-module,
the f∗(X, 0X) := (f∗X, f∗0X) is a pointedf∗M -module, andf ∗(Y, 0Y ) := (f ∗Y, f ∗0Y ) is a
pointedf ∗N-module (and likewise for right modules and bimodules).

(iii) Also, just as in remark 2.3.11(vii), the associated sheaf functorF 7→ F a transforms
a presheafM of pointed monoids onT , into a pointedT -monoidMa, and sends pointed left
(resp. right, resp. bi-)M -modules to pointed left (resp. right, resp. bi-)Ma-modules.

(iv) Moreover, ifϕ : f ∗N → M is a morphism of pointedT -monoids, then – in view of the
discussion of (2.3.19) – the adjunction of remark 2.3.11(vi) extends to pointed modules : we
leave the details to the reader.

(v) Furthermore, in the situation of (2.3.12), we may also define a functor

jU ! :M |U -Modl◦ →M -Modl◦

which will be a left adjoint toj∗U . Indeed, let(X, 0X) be a left pointedM |U -module; the functor
from (2.3.12) yields a morphismjU !0X of (non-pointed)M -modules, and we definejU !(X, 0X)

to be the push-out (in the categoryM -Modl) of the diagram0 ← jU !0X
jU !0X−−−−→ jU !X. The

latter is endowed with a natural morphism0 → jU !(X, 0X), so we have a well defined pointed
leftM -module. We leave to the reader the verification that the resulting functor, calledextension
by zero, is indeed left adjoint to the restriction functor.

(vi) It is convenient to extend definition 2.3.22 to non-pointed modules and monoids :
namely, ifS is a non-pointed leftM-module, we shall say thatS is flat, if the same holds for
the pointed leftM ◦-moduleS◦. Likewise, we say that a morphismϕ :M → N of non-pointed
T -monoids isflat, if the same holds forϕ◦.

Lemma 2.3.24.LetT be a topos,U any object ofT , and denote byi∗ : CU → T the inclusion
functor of the complement ofU in T (see example2.2.6(iv)). Let alsoM ,N , P be three pointed
T -monoids. Then the following holds :

(i) The functorjU ! of extension by zero is faithful, and transforms exact sequences of
pointed leftM |U -modules, into exact sequences of pointed leftM -modules (and like-
wise for right modules and bimodules).

(ii) For every pointed(M,N)-bimoduleS and every pointed(P |U ,M |U)-bimoduleS ′, the
natural morphism of pointed(P ,N)-modules

jU !(S
′ ⊗M|U

S|U)→ jU !S
′ ⊗M S

is an isomorphism.
(iii) If S is flat pointed leftM |U -module, thenjU !S is a flat pointed leftM -module (and

likewise for right modules).
(iv) For every pointed(M,N)-bimoduleS, and every pointed(i∗P , i∗M)-bimoduleS ′, the

natural morphism of pointed(P ,N)-bimodules

i∗S
′ ⊗M S → i∗(S

′ ⊗i∗M i∗S)

is an isomorphism.
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(v) If S is a flat pointed lefti∗M -module, theni∗S is a flat left pointedM-module (and
likewise for right modules).

(vi) If S is a flat pointed leftM-module, thenS|U is a flat left pointedM |U -module.

Proof. (i): Let us show first thatjU ! is faithful. Indeed, suppose thatϕ, ψ : S → S ′ are two
morphisms of left pointedM |U -modules, such thatjU !ϕ = jU !ψ. We need to show thatϕ = ψ.
Let p : S ′ → S ′′ be the coequalizer ofϕ andψ; thenjU !p is the coequalizer ofjU !ϕ andjU !ψ
(sincejU ! is right exact); hence we are reduced to showing that a morphismp : S ′ → S ′′ is an
isomorphism if and only if the same holds forjU !p. This follows from remark 1.2.24(ii) and the
following more general :

Claim 2.3.25. Let ϕ : X → X ′, A → X, A → B be three morphisms inT . Thenϕ is a
monomorphism (resp. an epimorphism) if and only if the same holds for the induced morphism
ϕ∐A B : X ∐A B → X ′ ∐A B.

Proof of the claim.We may assume thatT = C∼ for some small siteC := (C , J). Then
ϕ ∐A B = (iϕ ∐iA iB)a, wherei : C∼ → C ∧ is the forgetful functor. Since the functor
F 7→ F a is exact, we are reduced to the case whereT = C ∧, and in this case the assertion can
be checked argumentwise,i.e. we may assume thatT = Set, where the claim is obvious. ♦

Next, we already know thatjU ! transforms right exact sequences into right exact sequences.
To conclude, it suffices then to check thatjU ! transforms monomorphisms into monomor-
phisms.To this aim, we apply again remark 1.2.24(ii) and claim 2.3.25.

(ii) is proved by general nonsense, and (iii) is an immediateconsequence of (i) and (ii) : we
leave the details to the reader.

(iv): By (2.3.4), we havej∗U(i∗S
′ ⊗M S) ≃ 0 ⊗j∗UM j∗US ≃ 1T/U , hencei∗S ′ ⊗M S ∈

Ob(CU). Notice now that, for every objectX of CU , the counit of adjunctioni∗i∗X → X is an
isomorphism (proposition 1.1.11(ii)); by the triangular identities of (1.1.8), it follows that the
same holds for the unit of adjunctioni∗X → i∗i

∗i∗X. Especially, the natural morphism :

i∗S
′ ⊗M S → i∗i

∗(i∗S
′ ⊗M S)

∼→ i∗(i
∗i∗S

′ ⊗i∗M i∗S)
∼→ i∗(S

′ ⊗i∗M i∗S).

is an isomorphism. The latter is the morphism of assertion (iv).
(v) follows easily from (iv) and its proof.
(vi): In view of (i), it suffices to show that the functorS ′ 7→ jU !(S

′ ⊗M|U
S|U) transforms

exact sequences into exact sequences. The latter follows easily from (ii). �

Proposition 2.3.26.LetP(T,M, S) be the property : “S is a flat pointed leftM -module” (for
a monoidM on a toposT ). ThenP can be checked on stalks. (See remark2.2.14(ii).)

Proof. Suppose first thatSξ is a flat leftM ξ-module for everyξ in a conservative set ofT -points;
let ϕ : X → X ′ be a monomorphism of pointed rightM-modules; by (2.3.4) we have a natural
isomorphism

(ϕ⊗M S)ξ
∼→ ϕξ ⊗Mξ

Sξ

in the category of pointed sets, and our assumption implies that these morphisms are monomor-
phisms. Since an arbitrary product of monomorphisms is a monomorphism, remark 1.1.38(iii)
shows thatϕ⊗M S is also a monomorphism, whence the contention.

Next, suppose thatS is a flat pointed leftM -module. We have to show that the functor

(2.3.27) S ′ 7→ S ′ ⊗Mξ
Sξ

from pointed rightM ξ-modules to pointed sets, preserves monomorphisms.
However, let(U, ξU , ωU) be any lifting ofξ (see (2.2.11)); in view of (2.3.4), we have

PU(S
′) := (ξ∗UξU∗S

′)⊗Aξ Sξ ≃ (ξ∗UξU∗S
′)⊗ξ∗UA|U

ξ∗US|U ≃ ξ∗U(ξU∗S
′ ⊗A|U

S|U)
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and then lemma 2.3.24(vi) implies that the functorS ′ → PU(S
′) preserves monomorphisms.

By lemma 2.2.23, remark 2.2.18(i) and (2.2.13), the functor(2.3.27) is a filtered colimit of such
functorsPU , hence it preserves monomorphisms as well. �

2.3.28. We wish now to introduce a few notions that pertain tothe special class of commutative
T -monoids. WhenT = Set, these notions are well known, and we wish to explain quicklythat
they generalize without problems, to arbitrary topoi.

To begin with, for every categoryT as in example 1.2.21(i), we denote byMndT (resp.
MndT◦) the category of commutative unitary non-pointed (resp. pointed)T -monoids; in case
T = Set, we shall usually drop the subcript, and write justMnd (resp.Mnd◦). Notice that, if
M is any (pointed or not pointed) commutativeT -monoid, every left or rightM -module is aM -
bimodule in a natural way, hence we shall denote indifferently by M -Mod (resp.M -Mod◦)
the category of non-pointed (resp. pointed) left or rightM-modules.

The following lemma is a special case of a result that holds more generally, for every ”alge-
braic theory” in the sense of [11, Def.3.3.1] (see [11, Prop.3.4.1, Prop.3.4.2]).

Lemma 2.3.29.LetT be a topos. We have :

(i) The categoryMndT admits arbitrary limits and colimits.
(ii) In the categoryMndT , filtered colimits commute with all finite limits.

(iii) The forgetful functorι : MndT → T that assigns to a monoid its underlying object of
T , commutes with all limits, and with all filtered colimits.

Proof. (iii): Commutation with limits holds becauseι admits a left adjoint : namely, to an object
Σ of T one assigns thefree monoidN(Σ)

T generated byΣ, defined as the sheaf associated to the
presheaf of monoids

U 7→ N(Σ(U)) for everyU ∈ Ob(T )

whereN is the additive monoid of natural numbers (see remark 2.3.11(vii)). One verifies easily
that thisT -monoid represents the functor

M 7→ HomT (Σ,M) MndT → Set.

Moreover, if I is any small category, andF : I → MndT any functor, one checks easily
that the limit ofι ◦ F can be endowed with a unique composition law (indeed, the limit of the
composition laws of the monoidsFi), such that the resulting monoid represents the limit ofF .

A similar argument also shows thatMndT admits arbitrary filtered colimits, and thatι com-
mutes with filtered colimits. It is likewise easy to show thatthe product of twoT -monoidsM
andN is also the coproduct ofM andN . To complete the proof of (i), it suffices therefore
to show that any two mapsf, g : M → N admit a coequalizer; the latter is obtained as the
coequalizerN ′ (in the categoryT ) of the two morphisms :

M ×N
µN ◦(g×1N )

//
µN◦(f×1N )

// N.

We leave to the reader the verification that the composition law ofN descends to a (necessarily
unique) composition law onN ′.

(ii) follows from (iii) and the fact that the same assertion holds inT (remark 2.2.2(iii)). �

Example 2.3.30.(i) For instance, ifT = Set, the productM1 ×M2 of any two commutative
monoids is representable inMnd; its underlying set is the cartesian product ofM1 andM2, and
the composition law is the obvious one.

(ii) As usual, the kernelKerϕ (resp. cokernelCokerϕ) of a map ofT -monoidsϕ :M → N
is defined as the fibre product (resp. push-out) of the diagramof T -monoids

M
ϕ−→ N ← 1T (resp.1T ←M

ϕ−→ N ).
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Especially, ifM ⊂ N , one defines in this way the quotientN/M .
(iii) Also, if T = Set, andϕ1 : M → M1, ϕ2 : M → M2 are two maps inMnd, the

push-outM1 ∐M M2 can be described as follows. As a set, it is the quotient(M1 ×M2)/∼,
where∼ denotes the minimal equivalence relation such that

(m1, m2 · ϕ2(m)) ∼ (m1 · ϕ1(m), m2) for everym ∈M , m1 ∈M1,m2 ∈M2

and the composition law is the unique one such that the projectionM1 ×M2 → M1 ∐M M2 is
a map of monoids. We deduce the following :

Lemma 2.3.31.LetG be an abelian group. The following holds :

(i) If ϕ :M → N andψ :M → G are two morphisms of monoids (in the toposT = Set),
G∐M N is the quotient(G×N)/≈, where≈ is the equivalence relation such that :

(g, n) ≈ (g′, n′) ⇔ (ψ(a) · g, ϕ(b) · n) = (ψ(b) · g′, ϕ(a) · n′) for somea, b ∈M.

(ii) If ϕ : G → M andψ : G → N are two morphisms of monoids, the set underlying
M∐GN is the set-theoretic quotient(M×N)/G for theG-action defined via(ϕ, ψ−1).

(iii) Especially, ifM is a monoid andG is a submonoid ofM , then the set underlyingM/G
is the set-theoretic quotient ofM by the translation action ofG.

Proof. (i): One checks easily that the relation≈ thus defined is transitive. Let∼ be the equiv-
lence relation defined as in example 2.3.30(iii). Clearly :

(g, n · ψ(m)) ≈ (g · ϕ(m), n) for everyg ∈ G, n ∈ N andm ∈M
hence(g, n) ∼ (g′, n′) implies(g, n) ≈ (g′, n′). Conversely, suppose that(ψ(a) · g, ϕ(b) · n) =
(ψ(b) · g′, ϕ(a) · n′) for someg ∈ G, n ∈ N anda, b ∈M . Then :

(g, n) = (g, ϕ(a) · ϕ(a)−1 · n) ∼ (ψ(a) · g, ϕ(a)−1 · n) = (ψ(b) · g′, ϕ(a)−1 · n)
as well as :(g′, n′) = (g′, ϕ(b) · ϕ(a)−1 · n) ∼ (ψ(b) · g′, ϕ(a)−1 · n). Hence(g, n) ∼ (g′, n′)
and the claim follows.

(ii) follows directly from example 2.3.30(iii), and (iii) is a special case of (ii). �

2.3.32. LetT be a topos. For anyT -ring R, we letR-Mod be the category ofR-modules
(defined in the usual way); especially, we may consider theT -ring ZT (the constant sheaf with
valueZ : see example 2.2.6(v)). ThenZT -Mod is the category of abelianT -groups. The
forgetful functorZT -Mod→MndT admits a right adjoint :

MndT → ZT -Mod : M 7→M×.

The latter can be defined as the fibre product in the cartesian diagram :

M× //

��

M ×M
µM

��
1T

1M // M.

For i = 1, 2, let pi : M ×M → M be the projections, andp′i : M
× → M the restriction ofpi;

for everyU ∈ Ob(T ), the image ofp′i(U) : M
×(U) → M(U) consists of all sectionsx which

areinvertible, i.e. for which there existsy ∈ M(U) such thatµM(x, y) = 1M . It is easily seen
that such inverse is unique, hencep′i is a monomorphism,p′1 andp′2 define the same subobject
of M , and this subobjectM× is the largest abelianT -group contained inM . We say thatM is
sharp, if M× = 1T . The inclusion functor, from the full subcategory of sharpT -monoids, to
MndT , admits a left adjoint

M 7→ M ♯ :=M/M×.

We callM ♯ thesharpeningof M .
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2.3.33. LetS be a submonoid of a commutativeT -monoidM , andFS : MndT → Set the
functor that assigns to any commutativeT -monoidN the set of all morphismsf : M → N
such thatf(S) ⊂ N×. We claim thatFS is representable by aT -monoidS−1M .

In caseT = Set, one may realizeS−1M as the quotient(S ×M)/∼ for the equivalence
relation such that(s1, x1) ∼ (s2, x2) if and only if there existst ∈ S such thatts1x2 = ts2x1.
The composition law ofS−1M is the obvious one; then the class of a pair(s, x) is denoted
naturally bys−1x. This construction can be repeated on a general topos : lettingX := S ×M ,
the foregoing equivalence relation can be encoded as the equalizerR of two mapsX×X×S →
M , and the quotient under this equivalence relation shall be represented by the coequalizer of
two other mapsR→ X; the reader may spell out the details, if he wishes. Equivalently,S−1M
can be realized as the sheaf on(T, CT ) associated to the presheaf :

T →Mnd : U 7→ S(U)−1M(U)

(see remark 2.3.11(vii)). The natural morphismM → S−1M is called thelocalization map.
ForT = Set, andf ∈M any element, we shall also use the standard notation :

Mf := S−1
f M whereSf := {fn | n ∈ N}.

Lemma 2.3.34.Let f1 : M → N1 andf2 : M → N2 be morphisms ofT -monoids,S ⊂ M ,
Si ⊂ N i (i = 1, 2) three submonoids, such thatfi(S) ⊂ Si for i = 1, 2. Then the natural
morphism :

(S1 · S2)
−1(N1 ∐M N2)→ S−1

1 N1 ∐S−1M S−1
2 N2

is an isomorphism.

Proof. One checks easily that both theseT -monoids represent the functorMndT → Set that
assigns to anyT -monoidP the pairs of morphisms(g1, g2) wheregi : N i → P satisfies
gi(Si) ⊂ P×, for i = 1, 2, andg1 ◦ f1 = g2 ◦ f2. The details are left to the reader. �

2.3.35. The forgetful functorZ-ModT → MndT from abelianT -groups to commutative
T -monoids, admits a left adjoint

M 7→M gp :=M−1M.

A commutativeT -monoidM is said to beintegral if the unit of adjunctionM → M gp is a
monomorphism. The functorM 7→ Mgp commutes with all colimits, since all left adjoints do;
it does not commute with arbitrary limits (see example 2.3.36(v)).

We denote byInt.MndT the full subcategory ofMndT consisting of all integral monoids;
whenT = Set, we omit the subscript, and write justInt.Mnd. The natural inclusionι :
Int.MndT →MndT admits a left adjoint :

MndT → Int.MndT : M 7→M int.

Namely,M int is the image (in the categoryT ) of the unit of adjunctionM → M gp. It follows
easily that the categoryInt.MndT is cocomplete, since the colimit of a family(Mλ | λ ∈ Λ)
of integral monoids is represented by

(colim
λ∈Λ

ιMλ)
int.

Likewise,Int.MndT is complete, and limits commute with the forgetful functor toT ; to check
this, it suffices to show that

L := lim
λ∈Λ

ι(Mλ)

is integral. However, by lemma 2.3.29(iii) we haveL ⊂ ∏λ∈ΛMλ ⊂
∏

λ∈ΛM
gp
λ , whence the

claim.
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Example 2.3.36.(i) TakeT = Set; if M is any monoid, anda ∈ M is any element, we say
thata is regular, if the mapM → M given by the rule :x 7→ a · x is injective. It is easily seen
thatM is integral if and only if every element ofM is regular.

(ii) For an arbitrary toposT , notice that theT -monoidGa associated to a presheaf of groups
G onT , is aT -group : indeed, the conditionG× = G implies(Ga)× = Ga, since the functor
F 7→ F a is exact. More precisely, for every presheafM of monoids onT , we have a natural
isomorphism :

(Mgp)a
∼→ (Ma)gp for everyT -monoidM

since both functors are left adjoint to the forgetful functor from T -groups to presheaves of
monoids onT .

(iii) It follows from (ii) that a T -monoidM is integral if and only ifM(U) is an integral
monoid, for everyU ∈ Ob(T ). Indeed, ifM is integral, thenM(U) ⊂ M gp(U) for every
suchU , soM(U) is integral. Conversely, by definitionM gp is the sheaf associated to the
presheafU 7→ M(U)gp; now, ifM(U) is integral, we haveM(U) ⊂M(U)gp, and consequently
M ⊂M gp, since the functorF 7→ F a is exact.

(iv) We also deduce from (ii) that the functorM 7→ Ma sends presheaves of integral
monoids, to integralT -monoids. Therefore we have a natural isomorphism :

(2.3.37) (M int)a
∼→ (Ma)int

as both functors are left adjoint to the forgetful functor from integralT -monoids, to presheaves
of monoids onT . In the same vein, it is easily seen that the forgetful functor Int.MndT → T
commutes with filtered colimits : indeed, (2.3.37) and lemma2.3.29(iii) reduce the assertion
to showing that the colimit of a filtered system of presheavesof integral monoids is integral,
which can be verified directly.

(v) TakeT = Set, and letϕ : M → N be an injective map of monoids; ifN (henceM) is
integral, one sees easily that the induced mapϕgp :Mgp → Ngp is also injective. This may fail,
whenN is not integral : for instance, ifM is any integral monoid, andN := M◦ is the pointed
monoid associated toM as in remark 2.3.14(iv), then for the natural inclusioni :M →M◦ we
haveigp = 0, since(M◦)

gp = {1}.
Lemma 2.3.38.Let T be a topos,M be an integralT -monoid, andN ⊂ M a T -submonoid.
ThenM/N is an integralT -monoid.

Proof. In light of example 2.3.36(iv), we are reduced to the case where T = Set. Moreover,
since the natural morphismM/N → N−1M/N gp is an isomorphism, we may assume thatN is
an abelian group. Now, notice that(M/N)gp =M gp/N since the functorP 7→ P gp commutes
with colimits. On the other hand,M/N is the set-theoretic quotient ofM by the translation
action ofN (lemma 2.3.31(iii)). This shows that the unit of adjunctionM/N → (M/N)gp is
injective, as required. �

2.3.39. LetM be an integral monoid. Classically, one says thatM is saturated, if we have :

M = {a ∈ Mgp | an ∈M for some integern > 0}.
In order to globalize the class of saturated monoid to arbitrary topoi, we make the following :

Definition 2.3.40. Let T be a topos,ϕ :M → N a morphism of integralT -monoids.

(i) We say thatϕ is exactif the diagram of commutativeT -monoids

Dϕ :

M
ϕ //

��

N

��
M gp ϕgp

// Ngp
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is cartesian (where the vertical arrows are the natural morphisms).
(ii) For any integerk > 0, thek-Frobenius mapofM is the endomorphismkM ofM given

by the rule :x 7→ xk for everyU ∈ Ob(T ) and everyx ∈ M(U). We say thatM is
k-saturated, if kM is an exact morphism.

(iii) We say thatM is saturated, if M is integral andk-saturated for every integerk > 0.

We denote bySat.MndT the full subcategory ofInt.MndT whose objects are the saturated
T -monoids. As usual, whenT = Set, we shall drop the subscript, and just writeSat.Mnd for
this category. The above definition (and several of the related results in section 3.2) is borrowed
from [74].

Remark 2.3.41. (i) Clearly, whenT = Set, definition 2.3.40(iii) recovers the classical no-
tion of saturated monoid. Again, for usual monoids, it is easily seen that the forgetful functor
Sat.Mnd → Int.Mnd admits a left adjoint, that assigns to any integral monoidM its satu-
rationM sat. The latter is the monoid consisting of all elementsx ∈Mgp such thatxk ∈ M for
some integerk > 0; especially, the torsion subgroup ofMgp is always contained inM sat. The
easy verification is left to the reader. Clearly,M is saturated if and only ifM = M sat. More
generally, the unit of adjunctionM →M sat is just the inclusion map.

(ii) For a general toposT , and a morphismϕ as in definition 2.3.40(i), notice thatϕ is exact if
and only if the induced map of monoidsϕ(U) :M(U)→ N(U) is exact for everyU ∈ Ob(T ).
Indeed, ifDϕ is cartesian, then the same holds for the induced diagramDϕ(U) of monoids;
since the natural mapM(U)gp → Mgp(U) is injective (and likewise forN ), it follows easily
that the diagram of monoidsDϕ(U) is cartesian,i.e.ϕ(U) is exact. For the converse, notice that
Dϕ is of the form(hDϕ)

a, whereh : T → T∧ is the Yoneda embedding, andF 7→ F a denotes
the associated sheaf functorT∧ → (T, CT )

∼ = T ; the assumption means thathD is a cartesian
diagram inT∧, henceD is exact inT , since the associated sheaf functor is exact.

(iii) Example 2.3.36(iii) and (ii) imply that aT -monoidM is saturated, if and only ifM(U)
is a saturated monoid, for everyU ∈ Ob(T ). We also remark that, in view of example 2.3.36(ii),
the functorF 7→ F a takes presheaves ofk-saturated (resp. saturated) monoids, tok-saturated
(resp. saturated)T -monoids : indeed, ifη : M → M gp is the unit of adjunction for a presheaf
of monoidsM , thenηa : Ma → (M gp)a = (Ma)gp is the unit of adjunction for the associated
T -monoid, hence it is clear the functorF 7→ F a preserves exact morphisms.

(iv) It follows easily that the inclusion functorSat.MndT → Int.MndT admits a left
adjoint, namely the functor

Int.MndT → Sat.MndT : M 7→M sat

that assigns toM the sheaf associated to the presheafU → M ′(U) := M(U)sat on T (notice
that the functorM 7→ M ′ from presheaves of integral monoids, to presheaves of saturated
monoids, is left adjoint to the inclusion functor). Just as in example 2.3.36(iv), we deduce a
natural isomorphism

(2.3.42) (M sat)a
∼→ (Ma)sat for everyT -monoidM

since both functors are left adjoint to the forgetful functor from Sat.MndT , to presheaves of
integral monoids onT .

(v) By the usual general nonsense, the saturation functor commutes with all colimits. More-
over, the considerations of (2.3.35) can be repeated for saturated monoids : first, the category
Sat.MndT is cocomplete, and arguing as in example 2.3.36(iv), one checks that filtered col-
imits commute with the forgetful functorSat.MndT → T ; next, ifF : Λ → Sat.MndT is a
functor from a small categoryΛ, then for each integerk > 0, the induced diagram of integral
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monoids

lim
Λ

DkF :

lim
Λ
F limΛ kF //

��

lim
Λ
F

��
lim
Λ
F gp limΛ k

gp
F // lim

Λ
F gp

is cartesian; since the natural morphism

(lim
Λ
F )gp → lim

Λ
F gp

is a monomorphism, it follows easily that the limit ofF is saturated, henceSat.MndT is
complete, and furthermore all limits commute with the forgetful functor toT .

2.3.43. In view of remark 2.3.11(i,ii,iii), a morphism of topoi f : T → S induces functors :

(2.3.44) f∗ : MndT →MndS f ∗ : MndS →MndT

and one verifies easily that (2.3.44) is an adjoint pair of functors.

Lemma 2.3.45.Let f : T → S be a morphism of topoi,M anS-monoid. We have :

(i) If M is integral (resp. saturated),f ∗M is an integral (resp. saturated)T -monoid.
(ii) More precisely, there is a natural isomorphism :

f ∗(M int)
∼→ (f ∗M)int (resp.f ∗(M sat)

∼→ (f ∗M)sat, if M is integral).

(iii) If ϕ is an exact morphism of integralS-monoids, thenf ∗ϕ is an exact morphism of
integralT -monoids.

Proof. To begin with, notice that the adjoint pair(f ∗, f∗) of (2.3.44) restricts to a corresponding
adjoint pair of functors between the categories of abelianT -groups and abelianS-groups (since
the conditionG = G× for monoids, is preserved by any left exact functor).

There follows a natural isomorphism :

(f ∗M)gp
∼→ f ∗(M gp) for everyS-monoidM

since both functors are left adjoint to the functorf∗ from abelianT -groups toS-monoids. Now,
if M is an integralS-module, andη : M → M gp is the unit of adjunction, it is easily seen that
f ∗η : f ∗M → (f ∗M)gp is also the unit of adjunction. From this and proposition 2.2.5(ii.b), we
deduce the assertion concerningf ∗(M int).

By the same token, we get assertion (iii) of the lemma. Especially, if M is saturated, then the
same holds forf ∗M . The assertion concerningf ∗(M sat) follows by the usual argument. �

Lemma 2.3.46.(i) The functorf ∗ of (2.3.44)commutes with all finite limits and all colimits.

(ii) Let P(T,M) be the property “M is an integral (resp. saturated)T -monoid” (for a
toposT ). ThenP can be checked on stalks. (See remark2.2.14(ii).)

Proof. (i): Concerning finite limits, in light of lemma 2.3.29(iii)we are reduced to the assertion
that f ∗ : S → T is left exact, which holds by definition. Nextf ∗ commutes with colimits,
because it is a left adjoint.

(ii): A T -monoidM is integral if and only if the unit of adjunctionη : M → M int is an iso-
morphism. However,(M int)ξ

∼→ (M ξ)
int, in view of lemma 2.3.45(ii), andηξ : M ξ → (M ξ)

int

is the unit of adjunction. The assertion is an immediate consequence. The same argument
applies as well to saturatedT -monoids. �
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Example 2.3.47.(i) For instance, the unique morphism of topoiΓ : T → Set (see example
2.2.6(iii)) induces a pair of adjoint functors :

(2.3.48) MndT →Mnd : M 7→ Γ(T,M) and Mnd→MndT : P 7→ PT

wherePT is the constant sheaf of monoids on(T, CT ) with valueP .
(ii) Specializing lemma 2.3.45(ii) to this adjoint pair, weobtain natural isomorphisms :

(2.3.49) (MT )
int ∼→ (M int)T (MT )

sat ∼→ (M sat)T

of functorsMnd→ Int.MndT andInt.Mnd→ Sat.MndT . Especially, ifM is an integral
(resp. saturated) monoid, then the constantT -monoidMT is integral (resp. saturated).

(iii) If ξ is anyT -point, notice also that the stalkMT,ξ is isomorphic toM , sinceξ is a section
of Γ : T → Set.

2.3.50. LetT be a topos,R a T -ring. We have a forgetful functorR-Alg → MndT that
assigns to a (unitary, commutative)R-algebra(A,+, ·, 1A) its multiplicativeT -monoid(A, ·).
If T = Set, this functor admits a left adjointMnd → R-Alg : M 7→ R[M ]. Explicitly,
R[M ] =

⊕
x∈M xR, and the multiplication law is uniquely determined by the rule :

xa · yb := (x · y)ab for everyx, y ∈M anda, b ∈ R.
For a general toposT , the above construction globalizes to give a left adjoint

(2.3.51) MndT → R-Alg : M 7→ R[M ].

The latter is the sheaf on(T, CT ) associated to the presheafU 7→ R(U)[M(U)], for every
U ∈ Ob(T ). The functor (2.3.51) commutes with arbitrary colimits (since it is a left adjoint);
especially, ifM → M 1 andM → M2 are two morphisms of monoids, we have a natural
identification :

(2.3.52) R[M 1 ∐M M2]
∼→ R[M 1]⊗R[M ] R[M 2].

By inspecting the universal properties, we also get a natural isomorphism :

(2.3.53) S−1R[M ]
∼→ R[S−1M ]

for every monoidM and every submonoidS ⊂M .

2.3.54. Likewise, ifM is anyT -monoid, letR[M ]-Mod denote as usual the category of
modules over theT -ring R[M ]; we have a forgetful functorR[M ]-Mod → M -Mod. When
T = Set, this functor admits a left adjointM-Mod → R[M ]-Mod : S 7→ R[S]. Explicitly,
R[S] is the freeR-module with basis given byS, and theR[M ]-module structure onR[S] is
determined by the rule:

xa · sb := µS(x, s)ab for everyx ∈M , s ∈ S anda, b ∈ R.
For a general toposT , this construction globalizes to give a left adjoint

M -Mod→ R[M ]-Mod : (S, µS) 7→ R[S]

which is defined as the sheaf associated to the presheafU 7→ R(U)[S(U)] in T∧.

2.4. Cohomology on a topos.In this section we introduce the cohomology with values in a
sheaf of (not necessarily abelian) groups over a topos. Thenwe explain some basic notions
concerning the points of the étale and Zariski topoi of a scheme, and we conclude with the
proof of Hilbert’s theorem 90 (lemma 2.4.26(iv)).

Definition 2.4.1. Let T be a topos, andG aT -group.
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(i) A leftG-torsor is a leftG-module(X, µX), inducing an isomorphism

(µX , pX) : G×X → X ×X
(wherepX : G×X → X is the natural projection) and such that there exists a covering
morphismU → 1T in T for whichX(U) 6= ∅. This is the same as saying that the
unique morphismX → 1T is an epimorphism.

(ii) A morphism of leftG-torsorsis just a morphism of the underlyingG-modules. Like-
wise, we define rightG-torsors,G-bitorsors, and morphisms between them. We let:

H1(T,G)

be the set of isomorphism classes of rightG-torsors.
(iii) A (left or right or bi-) G-torsor(X, µX) is said to betrivial , if Γ(T,X) 6= ∅.

Remark 2.4.2. (i) In the situation of definition 2.4.1, notice thatH1(T,G) always contains a
distinguished element, namely the class of the trivialG-torsor(G, µG).

(ii) Conversely, suppose that(X, µX) is a trivial leftG-torsor, and say thatσ ∈ Γ(T,X);
then we have a cartesian diagram :

G
µσ //

��

X

1X×σ
��

G×X
(µX ,pX)

// X ×X
which shows that(X, µX) is isomorphic to(G, µG) (and likewise for rightG-torsors).

(iii) Notice that every morphismf : (X, µX) → (X ′, µX′) of G-torsors is an isomorphism.
Indeed, the assertion can be checked locally onT (i.e., after pull-back by a covering morphism
U → 1T ). Then we may assume thatX admits a global sectionσ ∈ Γ(T,X), in which case
σ′ := σ ◦ f ∈ Γ(T,X ′). Then, arguing as in (ii), we get a commutative diagram :

G
µσ

~~~~
~~

~~
~~ µσ′

  A
AA

AA
AA

A

X
f // X ′

where bothµσ andµσ′ are isomorphisms, and then the same holds forf .
(iv) The tensor product of aG-bitorsor and a leftG-bitorsor is a leftG-torsor. Indeed the

assertion can be checked locally onT , so we are reduced to checking that the tensor product of
a trivialG-bitorsors and a trivial leftG-torsor is the trivial leftG-torsor, which is obvious.

(v) Likewise, ifG1 → G2 is any morphism ofT -groups, andX is a leftG1-torsor, it is easily
seen that the base changeG2⊗G1 X yields a leftG2-torsor (and the same holds for right torsors
and bitorsors). Hence the ruleG 7→ H1(T,G) is a functor from the category ofT -groups, to
the category of pointed sets. One can check thatH1(T,G) is an essentially small set (see [38,
Chap.III,§3.6.6.1]).

(vi) Let f : T → S be a morphism of topoi; ifX is a leftG-torsor, thef∗G-modulef∗X is
not necessarily af∗G-torsor, since we may not be able to find a covering morphismU → 1S
such thatf∗X(U) 6= ∅. On the other hand, ifH a S-group andY a leftH-torsor, then it is
easily seen thatf ∗Y is a leftf ∗H-torsor.

2.4.3. Letf : T ′ → T be a morphism of topoi, andG a T ′-monoid; we define aU-presheaf
R1f∧

∗ G onT , by the rule :
U 7→ H1(T ′/f ∗U,G|f∗U).

(More precisely, since this set is only essentially small, we replace it by an isomorphic small
set). Ifϕ : U → V is any morphism inT , andX is anyG|f∗V -torsor, thenX ×f∗V f ∗U is
a G|f∗U -torsor, whose isomorphism class depends only on the isomorphism class ofX; this



FOUNDATIONS OFp-ADIC HODGE THEORY 115

defines the mapR1f∧
∗ G(ϕ), and it is clear thatR1f∧

∗ G(ϕ ◦ ψ) = R1f∧
∗ G(ψ) ◦ R1f∧

∗ G(ϕ), for
any other morphismψ : W → U in T . Finally, we denote by :

R1f∗G

the sheaf on(T, CT ) associated to the presheafR1f∧
∗ G. Notice that the objectR1f∗G is pointed,

i.e. it is endowed with a natural global section :

τf,G : 1T → R1f∗G

namely, the morphism associated to the morphism of presheaves1T → R1f∧
∗ Gwhich, for every

U ∈ Ob(T ), singles out the isomorphism classτf,G(U) ∈ R1f∧
∗ G(U) of the trivialG|f∗U -torsor.

2.4.4. Letg : T ′′ → T ′ be another morphism of topoi, andG aT ′′-group. Notice that :

f∧
∗ R

1g∧∗G = R1(f ◦ g)∧∗G
hence the natural morphism (inT ′∧) R1f∧

∗ G → R1f∗G induces a morphismR1(f ◦ g)∧∗G →
f∧
∗ R

1g∗G in T∧, which yields, after taking associated sheaves, a morphismin T :

(2.4.5) R1(f ◦ g)∗G→ f∗R
1g∗G.

One sees easily that this is amorphism of pointed objectsof T , i.e. the image of the global
sectionτf◦g,G under this map, is the global sectionf∗τg,G.

Next, suppose thatU ∈ Ob(T ) andX is anyg∗G|f∗U -torsor (onT ′/f ∗U); we may form
theg∗g∗G|g∗f∗U -torsorg∗X, and then base change along the natural morphismg∗g∗G → G, to
obtain theG|g∗f∗U -torsorG ⊗g∗g∗G g∗X. This rule yields a mapR1f∧

∗ (g∗G) → R1(f ◦ g)∧∗G,
and after taking associated sheaves, a natural morphism of pointed objects :

(2.4.6) R1f∗(g∗G)→ R1(f ◦ g)∗G.
Remark 2.4.7. As a special case, leth : S ′ → S be a morphism of topoi,H aS ′-group. If we
takeT ′′ := S ′, T ′ := S, g := h andf : S → Set the (essentially) unique morphism of topoi,
(2.4.6) and (2.4.5) boil down to maps of pointed sets :

(2.4.8) H1(S, h∗H)→ H1(S ′, H)→ Γ(S,R1h∗H).

These considerations are summarized in the following :

Theorem 2.4.9. In the situation of(2.4.4), there exists a naturalexact sequence of pointed
objectsof T :

1T → R1f∗(g∗G)→ R1(f ◦ g)∗G→ f∗R
1g∗G.

Proof. The assertion means that (2.4.6) identifiesR1f∗(g∗G) with the subobject :

R1(f ◦ g)∗G×f∗R1g∗G f∗τg,G

(briefly : the preimage of the trivial global section). We begin with the following :

Claim 2.4.10. In the situation of remark 2.4.7, the sequence of maps (2.4.8) identifies the
pointed setH1(S, h∗H) with the preimage of the trivial global sectionτh,H of R1h∗H.

Proof of the claim.Notice first that a global sectionY of R1h∧∗H maps to the trivial section
τh,H of R1h∗H if and only if there exists a covering morphismU → 1S in (S, CS), such that
Y (h∗U) 6= ∅. Thus, letX be a righth∗H-torsor; the image inH1(S ′, H) of its isomorphism
class is the class of theH-torsorY := h∗X ⊗h∗h∗H H. The latter defines a global section of
R1h∗H. However, by definition there exists a covering morphismU → 1S such thatX(U) 6=
∅, hence alsoh∗X(h∗U) 6= ∅, and thereforeY (h∗U) 6= ∅. This shows that the image of
H1(S, h∗H) lies in the preimage ofτh,H .
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Moreover, notice thath∗Y (U) 6= ∅, henceh∗Y is ah∗H-torsor. Now, letεH : h∗h∗H → H
(resp. ηh∗H : h∗H → h∗h

∗h∗H) be the counit (resp. unit of adjunction); we have a natural
morphismα : h∗X → Y(εH) of h∗h∗H-modules, whence a morphism :

h∗α : h∗h
∗X → h∗Y(h∗εH )

of h∗h∗h∗H-modules. On the other hand, the unit of adjunctionηX : X → h∗h
∗X(ηh∗H) is a

morphism ofh∗H-modules (remark 2.3.11(v)). Sinceh∗εH ◦ ηh∗H = 1h∗H (see (1.1.8)), the
compositionh∗α ◦ ηX is a morphism ofh∗H-modules, hence it is an isomorphism, by remark
2.4.2(iii). This implies that the first map of (2.4.8) is injective.

Conversely, suppose that the class of aH-torsorX ′ gets mapped toτh,H ; we need to show
that the class ofX ′ lies in the image ofH1(S, h∗H). However, the assumption means that there
exists a covering morphismU → 1S such thatX ′(h∗U) 6= ∅; by adjunction we deduce that
h∗X

′(U) 6= ∅, henceh∗X ′ is ah∗H-torsor. In order to conclude, it suffices to show that the
image inH1(S ′, H) of the class ofh∗X ′ is the class ofX.

Now, the counit of adjunctionh∗h∗X ′ → X ′ is a morphism ofh∗h∗H-modules (remark
2.3.11(v)); by adjunction it induces a maph∗h∗X ′ ⊗h∗h∗H H → H of H-torsors, which must
be an isomorphism, according to remark 2.4.2(iii). ♦

If we apply claim 2.4.10 withS := T ′/f ∗U , S ′ := T ′′/(g∗f ∗U) andh := g/(g∗f ∗U), for U
ranging over the objects ofT , we deduce an exact sequence of presheaves of pointed sets :

1T → R1f∧
∗ (g∗H)→ R1(f ◦ g)∧∗G→ f∧

∗ R
1g∗G

from which the theorem follows, after taking associated sheaves. �

2.4.11. Letf : T ′ → T be a morphism of topoi,U an object ofT , G aT ′-group,p : X → U
a rightG|U -torsor. Then, for every objectV of T we have an induced sequence of maps of sets

X(f ∗V )
p∗−→ U(f ∗V )

∂−→ R1f∧
∗ G(V )

wherep∗ is deduced fromp, and for everyσ ∈ U(f ∗V ), we let∂(σ) be the isomorphism class of
the rightG|f∗V -torsor(X×U f ∗V → f ∗V ). Clearly the image ofp∗ is precisely the preimage of
(the isomorphism class of) the trivialG|f∗V -torsor. After taking associated sheaves, we deduce
a natural sequence of morphisms inT :

(2.4.12) f∗X
p−→ f∗U

∂−→ R1f∗G

such that the preimage of the global sectionτf,G is precisely the image inΓ(T ′, U) of the set of
global sections ofX.

2.4.13. Aringed toposis a pair(T,OT ) consisting of a toposT and a (unitary, associative)
T -ring OT , called thestructure ringof T . A morphismf : (T,OT ) → (S,OS) of ringed topoi
is the datum of a morphism of topoif : T → S and a morphism ofT -rings :

f ♮ : f ∗OS → OT .

We denote, as usual, byO×
T ⊂ OT the subobject representing the invertible sections ofOT . For

every objectU of T , and everys ∈ OT (U), letD(s) ⊂ U be the subobject such that :

HomT (V,D(s)) := {ϕ ∈ U(V ) | ϕ∗s ∈ O×
T (V )}.

We say that(T,OT ) is locally ringed, if D(0) = ∅T (the initial object ofT ), and moreover

D(s) ∪D(1− s) = U for everyU ∈ Ob(T ), and everys ∈ OT (f).

A morphism of locally ringed topoif : (T,OT )→ (S,OS) is a morphism of ringed topoi such
that

f ∗D(s) = D(f ♮(U)(f ∗s)) for everyU ∈ Ob(S) and everys ∈ OS(U).
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If T has enough points, then(T,OT ) is locally ringed if and only if the stalksOT,ξ of the
structure ring at all the pointsξ of T are local rings. Likewise, a morphismf : (T,OT ) →
(S,OS) of ringed topoi is locally ringed if and only if, for everyT -point ξ, the induced map
OS,f(ξ) → OT,ξ is a local ring homomorphism.

2.4.14. In the rest of this section we present a few results concerning the special case of
topologies on a scheme. Hence, for any schemeX, we shall denote byXét (resp. byXZar) the
small étale (resp. the small Zariski) site onX. It is clear thatXZar is a small site, and it is not
hard to show thatXét is aU-site ([4, Exp.VII,§1.7]). The inclusion of underlying categories :

uX : XZar → Xét

is a continuous functor (see definition 2.1.39(i)) commuting with finite limits, whence a mor-
phism of topoi :

ũX := (ũ∗X , ũX∗) : X
∼
ét → X∼

Zar.

such that the diagram of functors :

XZar
uX //

��

Xét

��
X∼

Zar

ũ∗X // X∼
ét

commutes, where the vertical arrows are the Yoneda embeddings (lemma 2.1.49).
The topoiX∼

Zar andX∼
ét are locally ringed in a natural way, and by faithfully flat descent, we

see easily that̃uX∗OXét
= OXZar

. By inspection,̃uX is a morphism of locally ringed topoi.

2.4.15. For any ringR (of our fixed universeU), denote bySch/R the category ofR-schemes,
and bySch/RZar (resp.Sch/Rét) the big Zariski (resp. étale) site onSch/R. ForR = Z, we
shall usually just writeSchZar andSchét for these sites. The morphismsuX of (2.4.13) are
actually restrictions of a single morphism of sites :

u : SchZar → Schét

which, for every universeV such thatU ∈ V, induces a morphism ofV-topoi :

ũV : (Schét)
∼
V → (SchZar)

∼
V .

2.4.16. LetX be scheme; ageometric pointof X is a morphism of schemesξ : Spec κ →
X, whereκ is an arbitrary separably closed field. Notice that both the Zariski and étale
topoi of Spec κ are equivalent to the categorySet, so ξ induces a topos-theoretic pointξ∼ét :
(Specκ)∼ét → X∼

ét of X∼
ét (and likewise forX∼

Zar). A basic feature of both the Zariski and étale
topologies, is that every point ofX∼

Zar andX∼
ét arise in this way.

More precisely, we say that two geometric pointsξ and ξ′ of X are equivalent, if there
exists a third such pointξ′′ which factors through bothξ andξ′. It is easily seen that this is an
equivalence relation on the set of geometric points ofX, and two topos-theoretic pointsξ∼ét and
ξ′∼ét are isomorphic if and only if the same holds for the pointsξ∼Zar andξ′∼Zar, if and only if ξ is
equivalent toξ′.

Definition 2.4.17. LetX be a scheme,x a point ofX, andx : Spec κ→ X a geometric point.
(i) We letκ(x) be the residue field of the local ringOX,x, and set

|x| := Spec κ(x) κ(x) := κ |x| := Specκ(x)

If {x} ⊂ X is the image ofx, we say thatx is localized atx, and thatx is thesupportof x.
(ii) The localization ofX at x is the local scheme

X(x) := SpecOX,x.
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Thestrict henselization ofX at x is the strictly local scheme

X(x) := SpecOX,x

whereOX,x denotes the strict henselization ofOX,x relative to the geometric pointx ([33, Ch.IV,
Déf.18.8.7]) (recall that a local ring is calledstrictly local, if it is henselian with separably
closed residue field; a scheme is calledstrictly local, if it is the spectrum of a strictly local ring:
see [33, Ch.IV, Déf.18.8.2]). By definition, the geometricpoint x lifts to a unique geometric
point ofX(x), which shall be denoted again byx.

(iii) Moreover, we shall denote by

ix : X(x)→ X ix : X(x)→ X(x)

the natural morphisms of schemes, and ifF is any sheaf onXZar (resp.Xét), we let

F (x) := i∗xF F (x) := i∗xF (x)

andF (x) is a sheaf onX(x)Zar (resp. onX(x)ét).
(iv) If f : Y → X is any morphism of schemes, we let

f−1(x) := Y ×X |x| f−1(x) := Y ×X |x| Y (x) := Y ×X X(x) Y (x) := Y ×X X(x).

Also, if ξ is any geometric point ofY , we definef(ξ) as the geometric pointf ◦ ξ of X.

2.4.18. Many discussions concerning the Zariski or étale site of a scheme, only make appeal
to general properties of these two topologies, and therefore apply indifferently to either of them,
with only minor verbal changes. For this reason, to avoid tiresome repetitions, the following
notational device is often useful. Namely, instead of referring each time toXZar andXét in
the course of an argument, we shall write justXτ , with the convention thatτ ∈ {Zar, ét} has
been chosen arbitrarily at the beginning of the discussion.In the same manner, aτ -point of
X will mean a point of the toposX∼

τ , and aτ -open subset ofX will be any object of the site
Xτ . With this convention, aZar-point is a usual point ofX, whereas ańet-point shall be a
geometric point. Likewise, ifξ is a givenτ -point of X, the localizationX(ξ) makes sense
for both topologies : ifτ = ét, thenX(ξ) is the strict henselization as in definition 2.4.17(ii);
if τ = Zar, thenX(ξ) is the usual localization ofX at the (Zariski) pointξ. If τ = ét, the
support ofξ is given by definition 2.4.17(i); ifτ = Zar, then the support ofξ is justξ itself (and
correspondingly, in this caseξ is localized atξ). Furthermore,OX,ξ is a local ring ifτ = Zar,
and it is a strictly local ring, in caseτ = ét.

2.4.19. Letf : X → Y be a morphism of schemes,x a geometric point ofX, and set
y := f(x). The natural morphismfx : X(x) → Y (y) induces a unique local morphism of
strictly local schemes

fx : X(x)→ Y (y)

([33, Ch.IV, Prop.18.8.8(ii)]) that fits in a commutative diagram :

|x| x // X(x)

fx
��

ix // X(x)

fx
��

ix // X

f

��
|y| y // Y (y)

iy // Y (y)
iy // Y.

Let nowF be any sheaf onYét; there follows a natural isomorphism :

f ∗
xF (y)

∼→ (f ∗F )(x).

Notice also the natural bijections :

(2.4.20)
Fy

∼→ Γ(Y (y),F (y))
∼→ Γ(|y|, y∗F (y))

f ∗Fx
∼→ Γ(X(x), f ∗F (x))

∼→ Γ(|x|, x∗f ∗F (x))



FOUNDATIONS OFp-ADIC HODGE THEORY 119

which induce a natural identification :

(2.4.21) Fy
∼→ f ∗Fx : σ 7→ f ∗

x(σ).

2.4.22. LetX be a scheme,x, x′ ∈ X any two points, such thatx is a specialization ofx′.
Choose a geometric pointx localized atx. The localization mapOX,x → OX,x′ induces a natural
specialization morphismof X-schemes :

X(x′)→ X(x).

SetW := X(x)×X(x)X(x′). The natural mapg : W → X(x′) is faithfully flat, and is the limit
of a cofiltered system of étale morphisms; hence we may findw ∈ W lying over the closed
point ofX(x′), and the induced mapκ(x′) → κ(w) is algebraic and separable. Choose also a
geometric pointw of W localized atw, and setx′ := g(w). Theng induces an isomorphism
gw :W (w)

∼→ X(x′), whence a unique morphism

(2.4.23) X(x′)→ X(x)

which makes commute the diagram :

W (w)
gw //

iw
��

X(x′)

��

ix′ // X(x′)

��
W (w) // X(x)

ix // X(x)

where the left bottom arrow is the natural projection, and the right-most vertical arrow is the
specialization map. In this situation, we say thatx is a specializationof x′ (and thatx′ is
a generizationof x), and we call (2.4.23) astrict specialization morphism. Combining with
(2.4.20), we obtain thestrict specialization map induced by(2.4.23)

(2.4.24) Gx → Gx′

for every sheafG onXét.

Remark 2.4.25. (i) In the situation of (2.4.19), suppose thatG = f ∗F for a sheafF onYét.
Then (2.4.24) is a mapFf(x) → Ff(x′). By inspecting the definition, it is easily seen that the
latter agrees with the strict specialization map forF induced by a unique strict specialization
morphismY (f(x′))→ Y (f(x)).

(ii) Notice that (2.4.23) and (2.4.24) depend not only on thechoice ofw (which may not be
unique, whenX(x) is not unibranch) but also on the geometric pointw. Indeed, the group
of automorphisms of theX(x′)-schemeX(x′) is naturally isomorphic to the Galois group
Gal(κ(x′)s/κ(x′)) ([33, Ch.IV, (18.8.8.1)]).

Lemma 2.4.26.LetX be a scheme,F a sheaf onXét. We have :

(i) The counit of the adjunctionεF : ũ∗X ◦ ũX∗F → F is a monomorphism.
(ii) Suppose there exists a sheafG onXZar, and an epimorphismf : ũ∗G → F (resp. a

monomorphismf : F → ũ∗G ). ThenεF is an isomorphism.
(iii) The functor̃u∗X is fully faithful.
(iv) (Hilbert 90) R1ũX∗O

×
Xét

= 1XZar
.

Proof. (i): The assertion can be checked on the stalks. Hence, letξ be any geometric point of
X; we have to show that the natural map(ũX∗F )ξ → Fξ is injective. To this aim, say that
s, s′ ∈ (ũX∗F )ξ, and suppose that the image ofs in Fξ agrees with the image ofs′; we may
find an open neighborhoodU of ξ in XZar, such thats ands′ lie in the image ofF (U), and by
assumption, there exists an étale morphismf : V → U such that the images ofs ands′ coincide
in F (V ). However,f(V ) ⊂ U is an open subset ([31, Ch.IV, Th.2.4.6]), and the induced map
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V → f(V ) is a covering morphism inXét; it follows that the images ofs ands′ agree already
in F (f(V )), therefore also in(ũX∗F )ξ.

(iii): According to proposition 1.1.11(ii), it suffices to show that the unit of the adjunction
ηG : G → ũX∗ ◦ ũ∗XG is an isomorphism, for everyG ∈ Ob(X∼

Zar). However, we have
morphisms :

ũ∗XG
ũ∗X(ηG )−−−−−→ ũ∗X ◦ ũX∗ ◦ ũ∗XG

εũ∗
X

G−−−→ ũ∗XG .

whose composition is the identity of̃u∗XG (see (1.1.8)); also, (i) says thatεũ∗XG is a monomor-
phism, and then it follows formally that it is actually an isomorphism (e.g.from the dual of [10,
Prop.1.9.3]). Hence the same holds forũ∗X(ηG ), and by considering the stalks of the latter, we
conclude that alsoηG is an isomorphism, as required.

(ii): Suppose first thatf : ũ∗G → F is an epimorphism. We have just seen thatηG is an
isomorphism, therefore we have a morphismũ∗ ◦ ũ∗f : ũ∗G → ũ∗ ◦ ũ∗F whose composition
with εF is f ; especially,εF is an epimorphism, so the assertion follows from (i).

In the case of a monomorphismf : F → ũ∗G , setH := ũ∗G ∐F ũ∗G ; we may represent
f as the equalizer of the two natural mapsj1, j2 : ũ∗G → H . However, the natural morphism
ũ∗(G ∐ G )→ H is an epimorphism, hence the counitεH is an isomorphism, by the previous
case. Then (iii) implies thatji = ũ∗j′i for morphismsj′i : G → ũ∗H (i = 1, 2). Let F ′ be
the equalizer ofj′1 andj′2; then ũ∗F ′ ≃ F , and since we have already seen that the unit of
adjunction is an isomorphism, the assertion follows from the triangular identitities of (1.1.8).

(iv): The assertion can be checked on the stalks. To ease notation, setF := R1ũX∗O
×
Xét

.
Let ξ be any geometric point ofX, and say thats ∈ Fξ; pick a (Zariski) open neighborhood
U ⊂ X of ξ such thats lies in the image ofF (U). We may then find a Zariski open covering
(Uλ → U | λ ∈ Λ) of U , such that the image ofs in F (Ui) is represented by aO×

Uλ,ét
-torsor on

Uλ,ét, for everyλ ∈ Λ. After replacingU by anyUλ containing the support ofξ, we may assume
thats is the image of the isomorphism class of someO×

Uét
-torsorXét onUét. By faithfully flat

descent, there exists aO×
UZar

-torsorX onUZar, and an isomorphism ofO×
Uét

-torsors :

Xét
∼→ O×

Uét
⊗ũ∗UO×

UZar

ũ∗UX.

However, after replacingU by a smaller open neighborhood ofξ, we may suppose thatX(U) 6=
∅, thereforeXét(U) 6= ∅ as well,i.e. s is the image of the trivial section ofF (U). �

3. MONOIDS AND POLYHEDRA

Unless explicitly stated otherwise,every monoid encountered in this chapter shall be com-
mutative. For this reason, we shall usually economize adjectives, and write just “monoid” when
referring to commutative monoids.

3.1. Monoids. If M is any monoid, we shall usually denote the composition law ofM by
multiplicative notation:(x, y) 7→ x · y (so 1 is the neutral element). However, sometimes it
is convenient to be able to switch to an additive notation; toallow for that, we shall denote by
(logM,+) the monoid with additive composition law, whose underlyingset is the same as for
the given monoid(M, ·), and such that the identity map is an isomorphism of monoids (then,
the neutral element oflogM is denoted by0). For emphasis, we may sometimes denote by
log :M

∼→ logM the identity map, so that one has the tautological identities :

log 1 = 0 and log(x · y) = log x+ log y for everyx, y ∈M.

Conversely, if(M,+) is a given monoid with additive composition law, we may switch to a
multiplicative notation by writing(expM, ·), in the same way.
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3.1.1. For any monoidM , and any two subsetsS, S ′ ⊂ M , we let :

S · S ′ := {s · s′ | s ∈ S, s′ ∈ S ′}
andSa is defined recursively for everya ∈ N, by the rule :

S0 := {1} and Sa := S · Sa−1 if a > 0.

Notice that the pair(P(M), ·) consisting of the set of all subsets ofM , together with the
composition law just defined, is itself a monoid : the neutralelement is the subset{1}. In the
same vein, the exponential notation for subsets ofM becomes a multiplicative notation in the
monoid(logP(M),+) = (P(logM),+), i.e. we have the tautological identity :log Sa =
a · logS, for everyS ∈P(M) and everya ∈ N.

Furthermore, for any two monoidsM andN , the setHomMnd(M,N) is naturally a monoid.
The composition law assigns to any two morphismsϕ, ψ : M → N their productϕ · ψ, given
by the rule :ϕ · ψ(m) := ϕ(m) · ψ(m) for everym ∈M .

Basic examples of monoids are the set(N,+) of natural numbers, and the non-negative real
(resp. rational) numbers(R+,+) (resp.(Q+,+)), with their standard addition laws.

3.1.2. Given a surjectionX → Y of monoids, it may not be possible to expressY as a
quotient ofX – a problem relevant to the construction ofpresentationsfor given monoids, in
terms of free monoids. For instance, consider the monoid(Z,⊙) consisting of the setZ with
the composition law⊙ such that :

x⊙ y :=

{
x+ y if eitherx, y ≥ 0 or x, y ≤ 0
max(x, y) otherwise

for everyx, y ∈ Z. Define a surjective mapϕ : N⊕2 → (Z,⊙) by the rule(n,m) 7→ n ⊙−m,
for everyn ∈ N. Then one verifies easily thatKerϕ = {0}, and neverthelessϕ is not an
isomorphism. The right way to proceed is indicated by the following :

Lemma 3.1.3. Every surjective map of monoids is an effective epimorphism(in the category
Mnd).

Proof. (See example 1.5.16 for the notion of effective epimorphism.) Let π : M → N be a
surjection of monoids. For every monoidX, we have a natural diagram of sets :

HomMnd(N,X)
j // HomMnd(M,X)

p∗2

//
p∗1 // HomMnd(M ×N M,X)

wherep1, p2 : M ×N M → M are the two natural projections, and we have to show that the
mapj identifiesHomMnd(N,X) with the equalizer ofp∗1 andp∗2. First of all, the surjectivity of
π easily implies thatj is injective. Hence, letϕ :M → X be any map such thatϕ◦p1 = ϕ◦p2;
we have to show thatϕ factors throughπ. To this aim, it suffices to show that the map of sets
underlyingϕ factors as a compositionϕ′ ◦ π, for some map of setsϕ′ : N → X, sinceϕ′ will
then be necessarily a morphism of monoids. However, the forgetful functorF : Mnd → Set

commutes with fibre products (lemma 2.3.29(iii)), andF (π) is an effective epimorphism, since
in the categorySet all surjections are effective epimorphisms. The assertionfollows. �

3.1.4. Lemma 3.1.3 allows to construct presentations for anarbitrary monoidM , as follows.
First, we choose a surjective map of monoidsF := N(S) → M , for some setS. Then we
choose another setT and a surjection of monoidsN(T ) → F ×M F . Composing with the
natural projectionsp1, p2 : F ×M F → F , we obtain a diagram :

(3.1.5) N(T )
q1 //
q2

// N(S) // M

which, in view of lemma 3.1.3, identifiesM to the coequalizer ofq1 andq2.
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Definition 3.1.6. LetM be a monoid,Σ ⊂M a subset.
(i) Let (eσ | σ ∈ Σ) be the natural basis of the free monoidN(Σ). We say thatΣ is asystem

of generatorsfor M , if the map of monoidsN(Σ) → M such thateσ 7→ σ for every
σ ∈ Σ, is a surjection.

(ii) M is said to befinitely generatedif it admits a finite system of generators.
(iii) M is said to befine if it is integral and finitely generated.
(iv) A finite presentationfor M is a diagram such as (3.1.5) that identifiesM to the co-

equalizer ofq1 andq2, and such that, moreover,S andT are finite sets.
(v) We say that a morphism of monoidsϕ : M → N is finite, if N is a finitely generated

M-module, for theM-module structure induced byϕ.

Lemma 3.1.7.(i) Every finitely generated monoid admits a finite presentation.
(ii) LetM be a finitely generated monoid, and(Ni | i ∈ I) a filtered family of monoids.

Then the natural map :

colim
i∈I

HomMnd(M,Ni)→ HomMnd(M, colim
i∈I

Ni)

is a bijection.

Proof. (i): LetM be a finitely generated monoid, and choose a surjectionπ : N(S) →M with S
a finite set. We have seen thatM is the coequalizer of the two projectionsp1, p2 : P := N(S)×M
N(S) → N(S). For every finitely generated submonoidN ⊂ P , let p1,N , p2,N : N → N(S) be the
restrictions ofp1 andp2, and denote byCN the coequalizer ofp1,N andp2,N . By the universal
property ofCN , the mapπ factors through a map of monoidsπN : CN → M , and sinceπ
is surjective, the same holds forπN . It remains to show thatπN is an isomorphism, forN
large enough. We apply the functorM 7→ Z[M ] of (2.3.50), and we derive thatZ[M ] is the
coequalizer of the two mapsZ[p1],Z[p2] : Z[P ] → Z[S], i.e. Z[M ] ≃ Z[S]/I, whereI is
the ideal generated byIm(Z[p1] − Z[p2]). Clearly I is the colimit of the filtered system of
analogous idealsIN generated byIm(Z[p1,N ]−Z[p2,N ]), forN ranging over the filtered family
F of finitely generated submonoids ofP . By noetherianity, there existsN ∈ F such that
I = IN , thereforeZ[M ] is the coequalizer ofZ[p1,N ] andZ[p2,N ]. But the latter coequalizer is
also the same asZ[CN ], whence the contention.

(ii): This is a standard consequence of (i). Indeed, say thatf1, f2 : M → Ni are two
morphisms whose compositions with the natural mapNi → N := colim

i∈I
Ni agree, and pick a

finite set of generatorsx1, . . . , xn forM . For any morphismϕ : i→ j in the filtered categoryI,
denote bygϕ : Ni → Nj the corresponding morphism; then we may find such a morphismϕ, so
thatgϕ◦f1(xk) = gϕ◦f2(xk) for everyk ≤ n, whence the injectivity of the map in (ii). Next, let
f :M → N be a given morphism, and pick a finite presentation (3.1.5); we deduce a morphism
g : N(S) → N , and sinceS is finite, it is clear thatg factors through a morphismgi : N(S) → Ni

for somei ∈ I. Setg′i := gi ◦ q1 andg′′i := gi ◦ q2; by assumption, after composingg′i and of
g′′i with the natural mapNi → N , we obtain the same map, so by the foregoing there exists a
morphismϕ : i→ j in I such thatgϕ ◦ g′i = gϕ ◦ g′′i . It follows thatgϕ ◦ gi factors throughM ,
whence the surjectivity of the map in (ii). �

Definition 3.1.8. LetM be a monoid,I ⊂M an ideal.
(i) We say thatI is principal, if it is cyclic, when regarded as anM-module.
(ii) The radical of I is the idealrad(I) consisting of allx ∈ M such thatxn ∈ I for every

sufficiently largen ∈ N. If I = rad(I), we also say thatI is aradical ideal.
(iii) A faceof M is a submonoidF ⊂ M with the following property. Ifx, y ∈ M are any

two elements, andxy ∈ F , thenx, y ∈ F .
(iv) Notice that the complement of a face is always an ideal. We say thatI is aprime ideal

of M , if M \I is a face ofM .
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Proposition 3.1.9.LetM be a finitely generated monoid, andS a finitely generatedM-module.
Then we have :

(i) Every submodule ofS is finitely generated.
(ii) Especially, every ideal ofM is finitely generated.

Proof. Of course, (ii) is a special case of (i). To show (i), letS ′ ⊂ S be anM-submodule,Σ ⊂
S ′ any system of generators. LetP ′(Σ) be the set of all finite subsets ofΣ, and for everyA ∈
P ′(Σ), denote byS ′

A ⊂ S ′ the submodule generated byA; clearlyS ′ is the filtered union of the
family (S ′

A | A ∈ P ′(Σ)), henceZ[S ′] is the filtered union of the family ofZ[M ]-submodules
(Z[S ′] | S ∈P ′(Σ)). SinceZ[M ] is noetherian andZ[S] is a finitely generatedZ[M ]-module,
it follows thatZ[S ′

A] = Z[S ′] for some finite subsetA ⊂ Σ, whence the contention. �

Corollary 3.1.10. LetM be any fine and sharp monoid. The setmM \m2
M is finite, and is the

unique minimal system of generators ofM .

Proof. It is easily seen that any system of generators ofM must containΣ := mM \m2
M , hence

the latter must be a finite set. On the other hand, suppose thatthere exists an elementx0 ∈ M
which is not contained in the submonoidM ′ generated byΣ. Then we may writex0 = x1y1
for somex0, y0 ∈ mM , with x1 /∈M ′, sox1 admits a similar decomposition. Proceeding in this
way, we obtain a sequence of elements(xn | n ∈ N) with the property thatMxn ⊂ Mxn+1 for
everyn ∈ N. We claim thatMxn 6= Mxn+1 for everyn ∈ N. Indeed, if the inequality fails for
somen ∈ N, we may writexn+1 = axn for somea ∈ N, and on the other hand, we have by
constructionxn = yxn+1 for somey ∈ mM ; summing up, we getxn = yaxn, whenceya = 1,
sinceM is integral, thereforey ∈M×, a contradiction.

Thus, from the givenx0, we have produced an infinite strictly ascending chain of ideals of
M , which is ruled out by virtue of proposition 3.1.9(ii). Thismeans thatx0 cannot exist, and
the corollary follows. �

3.1.11. LetM be a monoid,(Iλ | λ ∈ Λ) any collection of ideals ofM ; then it is easily seen
that both

⋃
λ∈Λ Iλ and

⋂
λ∈Λ Iλ are ideals ofM . Thespectrumof M is the set :

SpecM

consisting of all prime ideals ofM . It has a natural partial ordering, given by inclusion of prime
ideals; the minimal element ofSpecM is the empty ideal∅ ⊂M , and the maximal element is:

mM :=M \M×.

If (pλ | λ ∈ Λ) is any family of prime ideals ofM , then
⋃
λ∈Λ pλ is a prime ideal ofM .

Any morphismϕ :M → N of monoids induces a natural map of partially ordered sets :

ϕ∗ : SpecN → SpecM p 7→ ϕ−1p.

We say thatϕ is local, if ϕ(mM) ⊂ mN .

Lemma 3.1.12.Let f1 : M → N1 andf2 : M → N2 be two local morphisms of monoids. If
N1 andN2 are sharp, thenN1 ∐M N2 is sharp.

Proof. Let (a, b) ∈ N1 × N2, and suppose there existsc ∈ M , a′ ∈ N1, b′ ∈ N2 such that
(a, b) = (a′f1(c), b

′) and(1, 1) = (a′, f2(c)b
′); sinceN2 is sharp, we deducef2(c) = b′ = 1, so

b = 1. Then, sincef2 is local, we getc ∈ M×, hencef1(c) = 1 anda = a′ = 1. One argues
symmetrically in case(1, 1) = (a′f1(c), b

′) and(a, b) = (a′, f2(c)b
′). We conclude that(a, b)

represents the unit class inN1 ∐M N2 if and only if a = b = 1. Now, suppose that the class of
(a, b) is invertible inN1 ∐M N2; it follows that there exists(c, d) such thatac = 1 andbd = 1,
which implies thata = 1 andb = 1, whence the contention. �
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Lemma 3.1.13.Let S ⊂ M be any submonoid. The localizationj : M → S−1M induces
an injective mapj∗ : SpecS−1M → SpecM which identifiesSpecS−1M with the subset of
SpecM consisting of all prime idealsp such thatp ∩ S = ∅.

Proof. For everyp ∈ SpecM , denote byS−1p the ideal ofS−1M generated by the image of
p. We claim thatp = j∗(S−1p) for everyp ∈ SpecM such thatp ∩ S = ∅. Indeed, clearly
p ⊂ j∗(S−1p); next, if f ∈ j∗(S−1p), there existss ∈ S and g ∈ p such thats−1g = f
in S−1M ; therefore there existst ∈ S such thattg = tsf in M , especiallytsf ∈ p, hence
f ∈ p, sincet, s /∈ p. Likewise, one checks easily thatS−1p is a prime ideal ifp ∩ S = ∅, and
q = S−1(j∗q) for everyq ∈ SpecS−1M , whence the contention. �

Remark 3.1.14.(i) If we takeSp :=M\p, the complement of a prime idealp ofM , we obtain
the monoid

Mp := S−1
p M

andSpecMp ⊂ SpecM is the subset consisting of all prime idealsq contained inp.
(ii) Likewise, if p ⊂ M is any prime ideal, the spectrumSpec(M \p) is naturally identified

with the subset ofSpecM consisting of all prime idealsq containingp (details left to the reader).
(iii) Let S ⊂ M be any submonoid. Then there exists a smallest faceF of M containingS

(namely, the intersection of all the faces that containS). It is easily seen thatF is the subset of
all x ∈ M such thatxM ∩ S 6= ∅. From this characterization, it is clear thatS−1M = F−1M .
In other words, every localization ofM is of the typeMp for somep ∈ SpecM .

Lemma 3.1.15.LetM be a monoid, andI ⊂ M any ideal. Thenrad(I) is the intersection of
all the prime ideals ofM containingI.

Proof. It is easily seen that a prime ideal containingI also containsrad(I). Conversely, say
that f ∈ M \ rad(I); let ϕ : M → Mf be the localization map. Denote bym the maximal
ideal ofMf . We claim thatI ⊂ ϕ−1m, Indeed, otherwise there existg ∈ I, h ∈ M andn ∈ N
such thatg−1 = f−nh in Mf ; this means that there existm ∈ N such thatfm+n = fmgh in
M , hencefm+n ∈ I, which contradicts the assumption onf . On the other hand, obviously
f /∈ ϕ−1m. �

Lemma 3.1.16.(i) LetM be a monoid, andG ⊂ M× a subgroup.

(a) The map given by the rule :I 7→ I/G establishes a natural bijection from the set
of ideals ofM onto the set of ideals ofM/G.

(b) Especially, the natural projectionπ :M →M/G induces a bijection :

π∗ : SpecM/G→ SpecM

(ii) Let (Mi | i ∈ I) be any finite family of monoids, and for eachj ∈ I, denote by
πj :

∏
i∈IMi →Mj the natural projection. The induced map
∏

i∈I

SpecMi → Spec
∏

i∈I

Mi : (pi | i ∈ I) 7→
⋃

i∈I

π∗
i pi

is a bijection.
(iii) Let (Mi | i ∈ I) be any filtered system of monoids. The natural map

Spec colim
i∈I

Mi → lim
i∈I

SpecMi

is a bijection.

Proof. (i): By lemma 2.3.31(iii),M/G is the set-theoretic quotient ofM by the translation
action ofG. By definition, any idealI of M is stable under theG-action, hence the quotient
I/G is well defined, and one checks easily that it is an ideal ofM/G. Moreover, ifp ⊂ M
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is a prime ideal, it is easily seen thatp/G is a prime ideal ofM/G. Assertions (a) and (b) are
straightforward consequences.

(ii): The assertion can be rephrased by saying that every faceF of
∏

i∈IMi is a product of
facesFi ⊂ Mi. However, ifm := (mi | i ∈ I) ∈ F , then, for eachi ∈ I we can write
m = m(i) · n(i), where, for eachj ∈ I, thej-th-component ofm(i) (resp. ofn(i)) equals1
(resp.mj), unlessj = i, in which case it equalsmi (resp.1). Thus,m(i) ∈ F for everyi ∈ I,
and the contention follows easily.

(iii): Denote byM the colimit of the system(Mi | i ∈ I), andϕi : Mi → M the natural
morphisms of monoids, as well asϕf : Mi → Mj the transition maps, for every morphism
f : i→ j in I. Recall that the set underlyingM is the colimit of the system of sets(Mi | i ∈ I)
(lemma 2.3.29(iii)). Let nowp• := (pi | ∈ I) be a compatible system of prime ideals,i.e.
such thatpi ∈ SpecMi for every i ∈ I, andϕ−1

f pj = pi for every f : i → j. We let
β(p•) :=

⋃
i∈I ϕi(pi). We claim thatβ(p•) is a prime ideal ofM . Indeed, suppose thatx, y ∈M

andxy ∈ β(p•); sinceI is filtered, we may findi ∈ I, xi, yi ∈ Mi, andzi ∈ pi, such that
x = ϕi(xi), y = ϕi(yi), andxy = ϕi(zi). Especially,ϕi(zi) = ϕi(xiyi), so there exists a
morphismf : i → j such thatϕf(zi) = ϕf(xiyi). But ϕf (zi) ∈ pj, so eitherϕf(xi) ∈ pj or
ϕf(yi) ∈ pj , and finally eitherx ∈ p or y ∈ p, as required.

Let p ⊂ M be any prime ideal; it is easily seen thatβ(ϕ−1
i p | i ∈ I) = p. To conclude, it

suffices to show thatpi = ϕ−1
i β(p•), for every compatible systemp• as above, and everyi ∈ I.

Hence, fixi ∈ I and pickxi ∈Mi such thatϕi(xi) ∈ β(p•); then there existsj ∈ I andxj ∈ pj
such thatϕi(xi) = ϕj(xj). SinceI is filtered, we may findk ∈ I and morphismsf : i→ k and
g : j → k such thatϕf(xi) = ϕg(xj), soϕf (xi) ∈ pk, and finallyxi ∈ pi, as sought. �

Remark 3.1.17.In case(Mi | i ∈ I) is an infinite family of monoids, the natural map of lemma
3.1.16(ii) is still injective, but it is not necessarily surjective. For instance, letI be any infinite
set, and letU ⊂ P(I) be a non-principal ultrafilter; denote by∗N the quotient ofNI under
the equivalence relation∼U such that(ai | i ∈ I) ∼U (bi | i ∈ I) if and only if there exists
U ∈ U such thatai = bi for everyi ∈ U . It is clear that the composition law onNI descends
to ∗N; the resulting structure(∗N,+) is called the monoid of hypernatural numbers. Denote by
π : NI → ∗N the projection, and let0 ∈ NI be the unit; then it is easily seen that{π(0)} is a
face of∗N, butπ−1(π(0)) is not a product of facesFi ⊂ N.

Definition 3.1.18. LetM be a monoid.
(i) Thedimensionof M , denoteddimM ∈ N ∪ {+∞}, is defined as the supremum of all

r ∈ N such that there exists a chain of strict inclusions of prime ideals ofM :

p0 ⊂ p1 ⊂ · · · ⊂ pr.

(ii) The heightof a prime idealp ∈ SpecM is defined asht p := dimMp.
(iii) A facetof M is the complement of a prime ideal ofM of height one.

Remark 3.1.19.(i) Notice that not all epimorphisms inMnd are surjections on the underlying
sets; for instance, every localization mapM → S−1M is an epimorphism.

(ii) If ϕ : N → M is a map of fine monoids (see definition 3.1.6(vi)), then it will follow
from corollary 3.4.2 thatN ×M N is also finitely generated. IfM is not integral, then this fails
in general : a counter-example is provided by the morphismϕ constructed in (3.1.2).

(iii) Let Σ be any set; it is easily seen that a free monoidM ≃ N(Σ) admits a unique minimal
system of generators, in natural bijection withΣ. Especially, the cardinality ofΣ is determined
by the isomorphism class ofM ; this invariant is called therank of the free monoidM . This is
the same as the rank ofM as anN-module (see example 1.2.27).

(iv) A submonoid of a finitely generated monoid is not necessarily finitely generated. For
instance, consider the submonoidM ⊂ N⊕2, withM := {(0, 0)} ∪ {(a, b) | a > 0}. However,
the following result shows that a face of a finitely generatedmonoid is again finitely generated.
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Lemma 3.1.20.Let f : M → N be a map of monoids,F ⊂ N a face ofN , andΣ ⊂ N a
system of generators forN . Then :

(i) N× is a face ofN , andf−1F is a face ofM .
(ii) Σ ∩ F is a system of generators forF .

(iii) If N is finitely generated,SpecN is a finite set, anddimN is finite.
(iv) If N is finitely generated (resp. fine) then the same holds forF−1N .

Proof. (i) and (ii) are left to the reader, and (iii) is an immediate consequence of (ii). To show
(iv), notice that – in view of (ii) – the setΣ ∪ {f−1 | f ∈ F ∩ Σ} is a system of generators of
F−1N . �

Definition 3.1.21. (i) If M is a (pointed or not pointed) monoid, andS is a pointedM-module,
we say thatS is integral, if for everyx, y ∈ M and everys ∈ S such thatxs = ys 6= 0, we
havex = y. Theannihilator idealof S is the ideal

AnnM(S) := {m ∈M |ms = 0 for everys ∈ S}.
If s ∈ S is any element, we also writeAssM(s) := AssM(Ms). Thesupportof S is the subset :

SuppS := {p ∈ SpecM | Sp 6= 0}.
(ii) A pointed monoid(M, 0M) is calledintegral, if it is integral when regarded as a pointed

M-module; it is calledfine, if it is finitely generated and integral in the above sense.
(iii) The forgetful functorMnd◦ → Set (notation of (2.3.28)) admits a left adjoint, which

assigns to any setΣ thefree pointed monoidN(Σ)
◦ := (N(Σ))◦.

(iv) A morphismϕ : M → N of pointed monoids islocal, if bothM,N 6= 0, andϕ is local
when regarded as a morphism of non-pointed monoids.

Remark 3.1.22. (i) Quite generally, a (non-pointed) monoidM is finitely generated (resp.
free, resp. integral, resp. fine) if and only ifM◦ has the corresponding property for pointed
monoids. However, there exist integral pointed monoids which are not of the formM◦ for any
non-pointed monoidM .

(ii) Let (M, 0M) be a pointed monoid. Anidealof (M, 0M) is a pointed submoduleI ⊂M .
Just as for non-pointed monoids, we say thatI is a prime ideal, if M \ I is a (non-pointed)
submonoid ofM , and a non-pointed submonoid which is the complement of a prime ideal, is
called afaceofM . Hence the smallest ideal is{0}. Notice though, that{0} is not necessarily a
prime ideal, hence the spectrumSpec (M, 0M) does not always admit a least element. However,
if M = N◦ for some non-pointed monoidN , the natural morphism of monoidsN → N◦

induces a bijection :

Spec (N◦, 0N◦)→ SpecN.

(iii) Let I ⊂ M be any ideal; the inclusion mapI → M can be regarded as a morphism of
pointedM-modules (ifM is not pointed, this is achieved via the faithful imbedding (2.3.15)),
whence a pointedM-moduleM/I, with a natural morphismM →M/I. The latter map is also
a morphism of monoids, for the obvious monoid structure onM/I. One checks easily that, if
M is integral,M/I is an integral pointed monoid.

(iv) Let M be a (pointed or not pointed) monoid,p ⊂ M a prime ideal. Then the natural
morphism of monoidsM →M/p induces a bijection :

SpecM/p
∼→ {q ∈ SpecM | p ⊂ q} = SpecM \p.

(v) Let M be a (pointed or not pointed) monoid, andS 6= 0 a pointedM-module. Then
the support ofS contains at least the maximal ideal ofM . This trivial observation shows that a
pointedM-module is0 if and only if its support is empty.
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(vi) Let M be a pointed monoid, andΣ ⊂ M a non-pointedsubmonoid. The localization
Σ−1M (defined in the category of monoids, as in (2.3.33)) is actually a pointed monoid : its
zero element0Σ−1M is the image of0M .

(vii) If M is a (pointed or not pointed) monoid,Σ ⊂ M anynon-pointedsubmonoid, andS
a pointedM-module, we let as usualΣ−1S := Σ−1M ⊗M S (see remark 2.3.21(i), ifM is not
pointed). The resulting functorM-Mod◦ → Σ−1M-Mod◦ is exact. Indeed, it is right exact,
since it is left adjoint to the restriction of scalars arising from the localization mapM → Σ−1M
(see (1.2.26)), and one verifies directly that it commutes with finite limits. Also, it is clear that

SuppΣ−1S = SuppS ∩ Spec Σ−1M.

(viii) Let M be a pointed monoid, andN ⊂ M a pointed submonoid. Since the final object
1 of the category of pointed monoids is not isomorphic to the initial object1◦, the push-out of
the diagram1 ← N → M is not an interesting object (it is always isomorphic to1). Even if
we form the quotientM/N in the category of non-pointed monoids, we still get always1, since
0M ∈ N , and therefore in the quotientM/N the images of0M and of the unit ofM coincide.

The only case that may give rise to a non-trivial quotient, iswhenN is non-pointed; in this
situation we may formM/N in the category of non-pointed monoids, and then remark that the
image of0M yields a zero element0M/N for M/N , so the latter is a pointed monoid.

Example 3.1.23.(i) Let M be a (pointed or not pointed) monoid,G ⊂ M× a subgroup, and
S a pointedM-module. ThenM/G ⊗M S = S/G is the set of orbits ofS under the induced
G-action.

(ii) In the situation of (i), notice that the functor

M-Mod→M/G-Mod : S 7→ S/G

is exact, henceM/G is a flatM-module. (See definition 2.3.22(i).)
(iii) Likewise, if Σ ⊂ M is a non-pointed submonoid, then the localizationΣ−1M is a flat

M-module, due to remark 3.1.22(vii).
(iv) Suppose thatS is an integral pointedM-module (withM either pointed or not pointed),

and letΣ ⊂ M be a non-pointed submonoid. ThenΣ−1S is also an integral pointedΣ−1M-
module. Indeed, suppose that the identity

(3.1.24) (s−1a) · (s′−1b) = (s−1a) · (s′′−1c) 6= 0

holds for somea, b, c ∈ S ands, s′, s′′ ∈ Σ; we need to check thats′−1b = s′′−1c, or equiva-
lently, thats′′b = s′c in Σ−1S. However, (3.1.24) is equivalent tos′′ab = s′ac in Σ−1S, and
the latter holds if and only if there existst ∈ Σ such thatts′′ab = ts′ac in S. The two sides in
the latter identity are6= 0, as the same holds for the two sides of the identity (3.1.24);therefore
s′′b = s′c holds already inS, and the contention follows.

(v) Likewise, in the situation of (iv),S/Σ := S⊗MM/Σ is an integral pointedM/Σ-module.
Indeed, notice the natural identificationS/Σ = Σ−1S ⊗Σ−1M (Σ−1M)/Σgp which – in view of
(iv) – reduces the proof to the case whereΣ is a subgroup ofM×. Then the assertion is easily
verified, taking into account (i).

Especially, ifM is an integral pointed monoid, andΣ ⊂ M is any non-pointed submonoid,
then bothΣ−1M andM/Σ are integral pointed monoids (this generalizes lemma 2.3.38).

(vi) Let G be any abelian group,ϕ : M → G a morphism of non-pointed monoids. Then
G◦ is a flatM◦-module. For the proof, we may – in light of (iii) – replaceM byMgp, thereby
reducing to the case whereM is a group. Next, by (ii), we may assume thatϕ is injective, in
which caseG is a freeM-module with basisG/M .

Remark 3.1.25. (i) Let M → N andM → N ′ be morphisms of pointed monoids;N and
N ′ can be regarded as pointedM-modules in an obvious way, hence we may form the tensor
productN ′′ := N ⊗M N ′; the latter is endowed with a unique monoid structure such that the
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mapse : N → N ′′ ande′ : N ′ → N ′′ given by the rulen 7→ n ⊗ 1 for all n ∈ N (resp.
n′ 7→ 1⊗n′ for all n′ ∈ N ′) are morphisms of monoids. Just as for usual ring homomorphisms,
the monoidN ′′ is a coproduct ofN andN ′ overM , i.e. there is a unique isomorphism of
pointed monoids:

(3.1.26) N ⊗M N ′ ∼→ N ∐M N ′

that identifiese ande′ to the natural morphismsN → N ∐M N ′ andN ′ → N ∐M N ′. As usual
all this extends to non-pointed monoids. (Details left to the reader.)

(ii) Especially, if we takeM = {1}◦, the initial object inMnd◦, we obtain an explicit
description of the pointed monoidN ⊕ N ′ : it is the quotient(N × N ′)/∼, where∼ denotes
the minimal equivalence relation such that(x, 0) ∼ (0, x′) for everyx ∈ N , x′ ∈ N ′. From
this, a direct calculation shows that a direct sum of pointedintegral monoids is again a pointed
integral monoid.

Remark 3.1.27. (i) Clearly every pointedM-moduleS is the colimit of the filtered family
of its finitely generated submodules. Moreover,S is the colimit of a filtered family of finitely
presented pointedM-modules. Recall the standard argument : pick a countable set I, and letC
be the (small) full subcategory of the categoryM-Mod◦ whose objects are the coequalizers of
every pair of maps of pointedM-modulesp, q : M (I1) → M (I2), for every finite setsI1, I2 ⊂ I
(this means that, for every such pairp, q we pick one representative for this coequalizer). Then
there is a natural isomorphism of pointedM-modules :

colim
iC/S

ιS
∼→ S

wherei : C → M-Mod◦ is the inclusion functor, andιS is the functor as in (1.1.16).
(ii) If S is finitely generated, we may find a finite filtration ofS by submodules0 = S0 ⊂

S1 ⊂ · · · ⊂ Sn = S such thatSi+1/Si is a cyclicM-module, for everyi = 1, . . . , n.
(iii) Notice that, if S is integral andS ′ ⊂ S is any submodule, thenS/S ′ is again integral.

Moreover, ifS is integral and cyclic, we have a natural isomorphism ofM-modules :

S
∼→M/AnnM(S).

(Details left to the reader.)
(iv) Suppose furthermore, thatM ♯ is finitely generated, andS is any pointedM-module.

Lemma 3.1.16(i.a) and proposition 3.1.9(ii) easily imply that every ascending chain

I0 ⊂ I1 ⊂ I2 ⊂ · · ·
of ideals ofM is stationary; especially, the set{AnnM(s) | s ∈ S \ {0}} admits maximal
elements. LetI be a maximal element in this set; a standard argument as in commutative
algebra shows thatI is a prime ideal : indeed, say thatxy ∈ I = AnnM(s) andx /∈ I; then
xs 6= 0, hencey ∈ AnnM(xs) = I, by the maximality ofI. Now, if S is also finitely generated,
it follows that we may find a finite filtration ofS as in (ii) such that, additionally, each quotient
Si+1/Si is of the formM/p, for some prime idealp ⊂M .

These properties make the class of integral pointed modulesespecially well behaved : es-
sentially, the full subcategoryM-Int.Mod◦ of M-Modo consisting of these modules mimics
closely a category ofA-modules for a ringA, familiar from standard linear algebra. This shall
be amply demonstrated henceforth. For instance, we point out the following combinatorial
version of Nakayama’s lemma :

Proposition 3.1.28.LetM be a (pointed or not pointed) monoid,S a finitely generated integral
pointedM-module, andS ′ ⊂ S a pointed submodule, such that

S = S ′ ∪mM · S.
ThenS = S ′.
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Proof. After replacingS by S/S ′, we may assume thatmMS = S, in which case we have
to check thatS = 0. Suppose then, thatS 6= 0; from remark 3.1.27(ii,iii) it follows thatS
admits a (pointed) submoduleT ⊂ S such thatS/T ≃ M/mM . Especially,mM · (S/T ) = 0,
i.e. mMS ⊂ T , and thereforeS = T , which contradicts the choice ofT . The contention
follows. �

Remark 3.1.29.(i) The integrality assumption cannot be omitted in proposition 3.1.28. Indeed,
takeM := N andS := 0◦, where0 denotes the finalN-module. ThenS 6= 0, butmMS = S.

(ii) Let us say that an element of theM-moduleS is primitive, if it does not lie inmMS. We
deduce from proposition 3.1.28, the following :

Corollary 3.1.30. LetM be a sharp (pointed or not pointed) monoid,S a finitely generated
integral pointed monoid. Then the setS \ mMS of primitive elements ofS is finite, and is the
unique minimal system of generators ofS.

Proof. Indeed, it is easily seen that every system of generators ofS must contain all the primitive
elements, soS \mMS must be finite. On the other hand, letS ′ ⊂ S be the submodule generated
by the primitive elements; clearlyS ′ ∪mMS = S, henceS ′ = S, by proposition 3.1.28. �

3.1.31. LetR be any ring,M a non-pointed monoid. Notice that theM-module underlying
anyR[M ]-module is naturally pointed, whence a forgetful functorR[M ]-Mod → M-Mod◦.
The latter admits a left adjoint

M-Mod◦ → R[M ]-Mod : (S, 0S) 7→ R〈S〉 := CokerR[0S].

Likewise, the monoid(A, ·) underlying any (commutative unitary)R-algebraA is naturally
pointed, whence a forgetful functorR-Alg→Mnd◦, which again admits a left adjoint

Mnd◦ → R-Alg : (M, 0M) 7→ R〈M〉 := R[M ]/(0M )

where(0M) ⊂ R[M ] denotes the ideal generated by the image of0M .
If (M, 0M) is a pointed monoid, andS is a pointed(M, 0M)-module, then notice thatR〈S〉

is actually aR〈M〉-module, so we have as well a natural functor

(M, 0M)-Mod◦ → R〈M〉-Mod S 7→ R〈S〉
which is again left adjoint to the forgetful functor.

For instance, letI ⊂ M be an ideal; from the foregoing, it follows thatR〈M/I〉 is naturally
anR[M ]-algebra, and we have a natural isomorphism :

R〈M/I〉 ∼→ R[M ]/IR[M ].

Explicitly, for anyx ∈ F := M \I, let x ∈ R〈M/I〉 be the image ofx; thenR〈M/I〉 is a free
R-module, with basis(x | x ∈ F ). The multiplication law ofR〈M/I〉 is determined as follows.
Givenx, y ∈ F , thenx · y = xy if xy ∈ F , and otherwise it equals zero.

Notice that, ifI1 andI2 are two ideals ofM , we have a natural identification :

R〈M/(I1 ∩ I2)〉 ∼→ R〈M/I1〉 ×R〈M/(I1∪I2)〉 R〈M/I2〉.
These algebras will play an important role in section 6.5. Asa special case, suppose thatp ⊂M
is a prime ideal; then the inclusionM \p ⊂M induces an isomorphism ofR-algebras :

R[M \p] ∼→ R〈M/p〉.
Furthermore, general nonsense yields a natural isomorphism ofR-modules :

(3.1.32) R〈S ⊗M S ′〉 ∼→ R〈S〉 ⊗R〈M〉 R〈S ′〉 for all pointedM-modulesS andS ′.
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3.1.33. LetA be a commutative ring with unit, andf : M → (A, ·) a morphism of pointed
monoids. Thenf induces (forgetful) functors :

A-Mod→M-Mod◦ A-Alg→M/Mnd◦

(notation of (1.1.12)) which admit left adjoints :

M-Mod◦ → A-Mod S 7→ S ⊗M A := Z〈S〉 ⊗Z〈M〉 A

M/Mnd◦ → A-Alg N 7→ N ⊗M A := Z〈N〉 ⊗Z〈M〉 A.

Sometimes we may also use the notation :

S ⊗M N := Z〈S〉 ⊗Z〈M〉 N and S
L

⊗M K• := Z〈S〉
L

⊗Z〈M〉 K•

for any pointedM-moduleS, anyA-moduleN and any objectK• of D−(A-Mod). The latter
derived tensor product is obtained by tensoring with a flatZ〈M〉-flat resolution ofZ〈S〉. (Such
resolutions can be constructed combinatorially, startingfrom a simplicial resolution ofS.) All
the verifications are standard, and shall be left to the reader.

Definition 3.1.34.LetM be a pointed monoid,A a commutative ring with unit,ϕ :M → (A, ·)
a morphism of pointed monoids,N anA-module. We say thatN is ϕ-flat (or justM-flat, if no
ambiguity is likely to arise), if the functor

M-Int.Mod◦ → A-Mod : S 7→ S ⊗M N

is exact, in the sense that it sends exact sequences of pointed integral M-modules, to exact
sequences ofA-modules. We say thatN is faithfullyϕ-flat if this functor is exact in the above
sense, and we haveS ⊗M N = 0 if and only if S = 0.

Remark 3.1.35. (i) Notice that the functorS 7→ S ⊗M N of definition 3.1.34 is right exact in
the categorical sense (i.e. it commutes with finite colimits), since it is a right adjoint. However,
even whenN is faithfully flat, this functor is not always left exact in the categorical sense : it
does not commute with finite products, nor with equalizers, in general.

(ii) Let M andS be as in definition 3.1.34, and letR be any non-zero commutative unitary
ring. Denote byϕ : M → (R〈M〉, ·) the natural morphism of pointed monoids. In light of
(3.1.32), it is clear that ifR〈S〉 is a flatR〈M〉-module, thenS is a flat pointedM-module, and
the latter condition implies thatR〈S〉 isϕ-flat.

Lemma 3.1.36.LetM be a monoid,A a ring, ϕ : M → (A, ·) a morphism of monoids, and
assume thatϕ is local andA is ϕ-flat. ThenA is faithfullyϕ-flat.

Proof. Let S be an integral pointedM-module, and suppose thatS ⊗M A = {0}; we have to
show thatS = {0}. Say thats ∈ S, and letMs ⊂ S be theM-submodule generated bys.
SinceA is ϕ-flat, it follows easily thatMs ⊗M A = {0}, hence we are reduced to the case
whereS is cyclic. By remark 3.1.27(iii), we may then assume thatS = M/I for some ideal
I ⊂ M . It follows thatS ⊗M A = A/ϕ(I)A, so thatϕ(I) generatesA. Sinceϕ is local, this
implies thatI =M , whence the contention. �

Lemma 3.1.37.Let M be an integral pointed monoid,I, J ⊂ M two ideals,A a ring, α :
M → (A, ·) a morphism of monoids,N anα-flatA-module, andS a flatM-module. Then :

IS ∩ JS = (I ∩ J)S
α(I)N ∩ α(J)N = α(I ∩ J)N.
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Proof. We consider the commutative ladder of pointedM-modules, with exact rows and injec-
tive vertical arrows :

(3.1.38)

0 // I ∩ J //

��

I //

��

I/(I ∩ J) //

��

0

0 // J // M // M/(I ∪ J) // 0

By assumption, the ladder ofA-modules (3.1.38)⊗MN has still exact rows and injective vertical
arrows. Then, the snake lemma gives the following short exact sequence involving the cokernels
of the vertical arrows :

0→ JN/(I ∩ J)N → N/IN
p−→ N/(IN + JN)→ 0

(where we have writtenJN instead ofα(J)N , and likewise for the other terms). However
Ker p = JN/(IN ∩ JN), whence the second stated identity. The first stated identity can be
deduced from the second, by virtue of remark 3.1.35(ii). �

Remark 3.1.39.By inspection of the proof, we see that the first identity of lemma 3.1.37 holds,
more generally, wheneverZ〈S〉 is ϕ-flat, whereϕ : M → Z〈M〉 is the natural morphism of
pointed monoids.

Proposition 3.1.40.LetM be a pointed integral monoid,A a ring,ϕ :M → (A, ·) a morphism
of monoids,N anA-module. Then we have :

(i) The following conditions are equivalent :
(a) N isϕ-flat.
(b) TorZ〈M〉

i (Z〈T 〉, N) = 0 for everyi > 0 and every pointed integralM-moduleT .
(c) Tor

Z〈M〉
1 (Z〈M/I〉, N) = 0 for every idealI ⊂ M .

(d) The natural mapI ⊗M N → N is injective for every idealI ⊂M .
(ii) If moreover,M ♯ is finitely generated, then the conditions(a)-(d)of (i) are equivalent to

either of the following two conditions :
(e) TorZ〈M〉

1 (Z〈M/p〉, N) = 0 for every prime idealp ⊂M .
(f) The natural mapp⊗M N → N is injective for every prime idealp ⊂M .

Proof. Clearly (a)⇒(b)⇒(c)⇒(e). Next, by considering the short exact sequence of pointed
integralM-modules0→ I →M →M/I → 0 we easily see that (c)⇔(d) and (e)⇔(f).

(c)⇒(a) : Let Σ := (0 → S ′ → S → S ′′ → 0) be a short exact sequence of pointed
integralM-modules; we need to show that the induced mapS ′ ⊗M N → S ⊗M N is injective.
Since the sequenceZ〈Σ〉 is still exact, the longTor-exact sequence reduces to showing that
Tor

Z〈M〉
1 (Z〈T 〉, N) = 0 for every pointed integralM-moduleT . In view of remark 3.1.27(i),

we are easily reduced to the case whereT is finitely generated; next, using remark 3.1.27(ii,iii),
the long exactTor-sequence, and an easy induction on the number of generatorsof T , we may
assume thatT =M/I, whence the contention.

Lastly, if M ♯ is finitely generated, then remark 3.1.27(iv) shows that, inthe foregoing argu-
ment, we may further reduce to the case whereT = M/p for a prime idealp ⊂ M ; this shows
that (e)⇒(a). �

Lemma 3.1.41.Let M be a pointed monoid,S a pointedM-module, and suppose that the
following conditions hold forS :

(F1) If s ∈ S anda ∈ AnnM(s), then there existb ∈ AnnM(a) such thats ∈ bS.
(F2) If a1, a2 ∈ M and s1, s2 ∈ S satisfy the identitya1s1 = a2s2 6= 0, then there exist

b1, b2 ∈M andt ∈ S such thatsi = bit for i = 1, 2 and a1b1 = a2b2.

Then the natural mapI ⊗M S → S is injective for every idealI ⊂M .
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Proof. Let I be an ideal, and suppose that two elementsa1⊗s1 anda2⊗s2 of I⊗MS are mapped
to the same element ofS. If aisi = 0 for i = 1, 2, then (F1) says that there existb1, b2 ∈M and
t1, t2 ∈ S such thataibi = 0 andsi = biti for i = 1, 2; thusai ⊗ si = ai ⊗ biti = aibi ⊗ si = 0
in I ⊗M S. In caseaisi 6= 0, pick b1, b2 ∈ M and t ∈ S as in (F2); we conclude that
a1 ⊗ s1 = a1 ⊗ b1t = a1b1 ⊗ t = a2b2 ⊗ t = a2 ⊗ s2 in I ⊗M S, whence the contention. �

Theorem 3.1.42.LetM be an integral pointed monoid,S a pointedM-module. The following
conditions are equivalent :

(a) S isM-flat.
(b) For every morphismM → P of pointed monoids,P ⊗M S isP -flat.
(c) For every short exact sequenceΣ of integral pointedM-modules, the sequenceΣ⊗M S

is again short exact.
(d) Conditions(F1) and(F2)of lemma3.1.41hold forS.

Proof. Clearly (b)⇒(a)⇒(c).
(c)⇒(d): To show (F1), setI :=Ma, and denote byi : I →M the inclusion; (c) implies that

the induced mapi⊗M S : I ⊗M S → S is injective. However, we have a natural isomorphism
I

∼→ M/AnnM(a) of M-modules (remark 3.1.27(iii)), whence an isomorphism :I ⊗M S
∼→

S/AnnM(a)S, and under this identification,i ⊗M S is induced by the mapS → S : s 7→ as.
Thus, multiplication bya maps the subsetS \AnnM(a)S injectively into itself, which is the
claim.

For (F2), notice thatZ〈S〉 is ϕ-flat under condition (c), forϕ : M → Z〈M〉 the natural
morphism. Now, say thata1s1 = a2s2 6= 0 in S; setI := Ma1, J := Ma2; the assumption
means thata1s1 ∈ IS ∩ JS, in which case remark 3.1.39 shows that there existt ∈ S and
b1, b2 ∈ M such thata1b1 = a2b2, anda1s1 = a1b1t, hencea2s2 = a2b2t. Since we have seen
that multiplication bya1 mapsS \AnnM(a1)S injectively into itself, we deduce thats1 = b1t,
and likewise we gets2 = b2t.

To prove that (d)⇒(b), we observe :

Claim 3.1.43. Let P be a pointed monoid,Λ a small locally directed category (see definition
1.1.37(iv)), andS• : Λ→ P -Mod◦ a functor, such thatSλ fulfills conditions (F1) and (F2), for
everyλ ∈ Ob(Λ). Then the colimit ofS• also fulfills conditions (F1) and (F2).

Proof of the claim. In light of remark 1.1.38(ii), we may assume thatΛ is either discrete or
path-connected. Suppose first thatΛ is path-connected; then remark 2.3.17(ii) allows to check
directly that conditions (F1) and (F2) hold for the colimit of S•, since they hold for everySλ.
If Λ is discrete, the assertion is that conditions (F1) and (F2) are preserved by arbitrary (small)
direct sums, which we leave as an exercise for the reader. ♦

To a given pointedM-moduleS, we attach the small categoryS∗, such that :

Ob(S∗) = S\{0} and HomS∗(s′, s) = {a ∈M | as = s′}.
The composition of morphisms is induced by the composition law ofM , in the obvious way.
Notice thatS∗ is locally directed if and only ifS satisfies condition (F2).

We define a functorF : S∗ → M-Mod◦ as follows. For everys ∈ Ob(S∗) we letF (s) :=
M , and for every morphisma : s′ → s we letF (a) := a ·1M . We have a natural transformation
τ : F ⇒ cS, wherecS : S∗ → M-Mod◦ is the constant functor associated toS; namely, for
everys ∈ Ob(S∗), we letτs : M → S be the map given by the rulea 7→ as for all a ∈ M .
There follows a morphism of pointedM-modules :

(3.1.44) colim
S∗

F → S

Claim 3.1.45. If S fulfills conditions (F1), the map (3.1.44) is an isomorphism.
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Proof of the claim.Indeed, we have a natural decomposition ofS∗ as coproduct of a family
(S∗

i | i ∈ I) of path-connected subcategories (for some small setI : see remark 1.1.38(ii));
especially we haveHomS∗(s, s′) = ∅ if s ∈ Ob(S∗

i ) ands′ ∈ Ob(S∗
j ) for somei 6= j in I.

For eachi ∈ I, let Fi : S∗
i → M-Mod◦ be the restriction ofF . There follows a natural

isomorphism : ⊕

i∈I

colim
S∗
i

Fi
∼→ colim

S∗
F.

Since the colimit ofFi commutes with the forgetful functor to sets, an inspection of the defi-
nitions yields the following explicit description of the colimit Ti of Fi. Every element ofTi is
represented by some pair(s, a) wheres ∈ Ob(S∗

i ) ⊂ S\{0} anda ∈ M ; such pair is mapped
to as by (3.1.44), and two such pairs(s, a), (s′, a′) are identified inTi if there existsb ∈ M
such thatbs = s′ andba′ = a.

Hence, denote bySi the image under (3.1.44) ofTi; we deduce first, thatSi ∩ Sj = {0} if
i 6= j. Indeed, say thatt ∈ Si ∩ Sj ; by the foregoing, there existsi ∈ Ob(S∗

i ), sj ∈ Ob(S∗
j ),

andai, aj ∈ M , such thataisi = t = ajsj . If t 6= 0, we get morphismsai : t → si and
aj : t → sj in S∗; say thatt ∈ S∗

k for somek ∈ I; it then follows thatS∗
i = S∗

k = S∗
j , a

contradiction. Next, it is clear that (3.1.44) is surjective. It remains therefore only to show that
eachTi maps injectively ontoSi. Hence, say that(s1, a1) and(s2, a2) represent two elements of
Ti with t := a1s1 = a2s2. If t 6= 0, we get, as before, morphismsa1 : t→ s1 anda2 : t→ s2 in
S∗
i , and the two pairs are identified inTi to the pair(t, 1). Lastly, if t = 0, condition (F1) yields
b ∈ M ands′ ∈ S such thata1b = 0 ands1 = bs′, whence a morphismb : s1 → s′ in S∗

i , and
Fi(b)(a1, s1) = (0, s′) which represents the zero element ofTi. The same argument applies as
well to (a2, s2), and the claim follows. ♦

Claim 3.1.46. LetM → P be any morphism of pointed monoids, andS a pointedM-module
fulfilling conditions (F1) and (F2). Then the natural mapI ⊗M S → P ⊗M S is injective, for
every idealI ⊂ P .

Proof of the claim.From claim 3.1.45 we deduce thatP ⊗M S is the locally directed colimit of
the functorP ⊗M F , and notice that the pointedP -moduleP fulfills conditions (F1) and (F2);
by claim 3.1.43 we deduce thatP ⊗M S also fulfills the same conditions, so the claim follows
from lemma 3.1.41. ♦

After these preliminaries, suppose that conditions (F1) and (F2) hold forS, and letΣ :=
(0→ T ′ → T → T ′′ → 0) be a short exact sequence of pointedM-modules. We wish to show
thatΣ ⊗M S is still short exact. However, ifU ′′ ⊂ T ′′ is anyM-submodule, letU ⊂ T be the
preimage ofU ′′, and notice that the induced sequence0 → T ′ → U → U ′′ → 0 is still short
exact. Since a filtered colimit of short exact sequences is short exact, remark 3.1.27(i) allows to
reduce to the case whereT ′′ is finitely generated.

We shall argue by induction on the numbern of generators ofT ′′. Hence, suppose first that
T ′′ is cyclic, and lett ∈ T be any element whose image inT ′′ is a generator. SetC :=Mt ⊂ T ,
and letC ′ ⊂ T ′ be the preimage ofC. We obtain a cocartesian (and cartesian) diagram of
pointedM-modules :

D :

C ′ //

��

C

��
T ′ // T.

The induced diagramD ⊗M S is still cocartesian, hence the same holds for the diagram ofsets
underlyingD ⊗M S (remark 2.3.17(ii)). Especially, if the induced mapC ′ ⊗M S → C ⊗M S
is injective, the same will hold for the mapT ′ ⊗M S → T ⊗M S. We may thus replaceT ′ and
T by respectivelyC ′ andC, which allows to assume that alsoT is cyclic. In this case, pick a
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generatoru ∈ T ; we claim that there exists a unique multiplication lawµT onT , such that the
surjectionp :M → T : a 7→ au is a morphism of pointed monoids. Indeed, for everyt, t′ ∈ T ,
write t = au for somea ∈ M , and setµT (t, t′) := at′. Using the linearity ofp we easily
check thatµT (t, t′) does not depend on the choice ofa, and the resulting composition lawµT
is commutative and associative. ThenT ′ is an ideal ofT , so claim 3.1.46 tells us that the map
T ′ ⊗M S → T ⊗M S is injective, as required.

Lastly, suppose thatn > 1, and the assertion is already known wheneverT ′′ is generated by
at mostn− 1 elements. LetU ′′ ⊂ T ′′ be a pointedM-submodule, such thatU ′′ is generated by
at mostn− 1 elements, andT ′′/U ′′ is cyclic. Denote byU ⊂ T the preimage ofU ′′; we deduce
short exact sequencesΣ′ := (0→ T ′ → U → U ′′ → 0) andΣ′′ := (0→ U → T → T ′′/U ′′ →
0), and by inductive assumption, bothΣ′ ⊗M S andΣ′′ ⊗M S are short exact. Therefore the
natural mapT ′⊗M S → T ⊗M S is the composition of two injective maps, hence it is injective,
as stated. �

Remark 3.1.47. In the situation of remark 3.1.35(ii), suppose thatM is pointed integral. Then
theorem 3.1.42 implies thatS is a flat pointedM-module if and only ifR〈S〉 isϕ-flat.

Corollary 3.1.48. LetM be an integral pointed monoid,S a pointedM-module. Then

(i) The following conditions are equivalent :
(a) S isM-flat.
(b) For every idealI ⊂M , the induced mapI ⊗M S → S is injective.

(ii) If moreoverM ♯ is finitely generated, then these conditions are equivalentto :
(c) For every prime idealp ⊂M , the induced mapp⊗M S → S is injective.

Proof. (i): Indeed, by remark 3.1.47 and proposition 3.1.40(i) (together with (3.1.32)), both (a)
and (b) hold if and only ifZ〈S〉 is ϕ-flat, forϕ :M → Z〈M〉 the natural morphism.

(ii): This follows likewise from proposition 3.1.40(ii). �

Corollary 3.1.49. Letϕ : M → N be a morphism of pointed monoids,G ⊂ M×, H ⊂ N×

two subgroups such thatϕ(G) ⊂ H, and denote byϕ : M/G → N/H the induced morphism.
Let alsoS be anyN-module. We have :

(i) If S(ϕ) is a flatM-module, thenS/H(ϕ) is a flatM/G-module (notation of(1.2.26)).
(ii) If moreover,M is a pointed integral monoid andS is a pointed integralH-module,

then also the converse of(i) holds.

Proof. (i): We have a natural isomorphism

(S/H)(ϕ)
∼→ N/H ⊗N/ϕG S(ϕ)/ϕG.

However, by example 3.1.23(ii),N/H is a flatN/ϕG-module, andS(ϕ)/ϕG is a flatM/G-
module, whence the contention.

(ii): By theorem 3.1.42, it suffices to check that conditions(F1) and (F2) of lemma 3.1.41
hold in S(ϕ), and notice that, by the same token, both conditions hold fortheM/G-module
S/H(ϕ) = S(ϕ)/G, sinceM/G is pointed integral (example 3.1.23(v)).

Hence, say thatϕ(a)s = 0 for somea ∈ M ands ∈ S; we may then findb ∈ M , t′ ∈ S and
g ∈ G such thatϕ(gb)t = s andab = 0. Settingt := ϕ(g)t′, we deduce that (F1) holds.

Next, say thatϕ(a1)s1 = ϕ(a2)s2 6= 0 for somea1, a2 ∈M ands1, s2 ∈ S; then we may find
g ∈ G, h1, h2 ∈ H, b1, b2 ∈ M andt′ ∈ S such thatga1b1 = a2b2 and

(3.1.50) ϕ(bi)hit
′ = si for i = 1, 2.

After replacingb1 by gb1 andh1 by h1ϕ(g−1), we reduce to the case wherea1b1 = a2b2. From
(3.1.50) we deduce that

ϕ(a1b1)h1t
′ = ϕ(a1)s1 = ϕ(a2)s2 = ϕ(a2b2)h2t

′ = ϕ(a1b1)h2t
′
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whenceh1 = h2, sinceS is a pointed integralH-module. Settingt := h1t
′, we see that (F2)

holds. �

Corollary 3.1.51. Let ϕ : M → N be a flat morphism of pointed monoids, withM pointed
integral, and letp ⊂ N be any prime ideal. Then the morphismM/ϕ−1p→ N/p induced byϕ
is also flat.

Proof. Let F := N \p; by theorem 3.1.42, it suffices to check that conditions (F1)and (F2)
of lemma 3.1.41 hold for theϕ−1F -moduleF . However, since0 /∈ F , condition (F1) holds
trivially. Moreover, by assumption these two conditions hold for theM-moduleN ; hence, say
thatϕ(a1) · s1 = ϕ(a2) · s2 in F , for somea1, a2 ∈ ϕ−1F ands1, s2 ∈ F . It follows that there
existb1, b2 ∈M andt ∈ N such thata1b1 = a2b2 in M , andϕ(bi) · t = si for i = 1, 2. SinceF
is a face, this implies thatϕ(b1), ϕ(b2), t ∈ F , so (F2) holds forF , as stated. �

Another corollary is the following analogue of a well known criterion due to Lazard.

Proposition 3.1.52.LetM be an integral pointed monoid,S an integral pointedM-module,R
a non-zero commutative ring with unit. The following conditions are equivalent :

(a) S isM-flat.
(b) S is the colimit of a filtered system of free pointedM-modules (see remark2.3.17(ii)).
(c) R〈S〉 is a flatR〈M〉-module.

Proof. Obviously (b)⇒(a) and (b)⇒(c).
(c)⇒(a) has already been observed in remark 3.1.35(ii).
(a)⇒(b): It suffices to prove that ifS is flat, the categoryS∗ attached toS as in the proof

of theorem 3.1.42, is pseudo-filtered. However, a simple inspection of the construction shows
thatS∗ is pseudo-filtered if and only ifS satisfies both condition (F2) of lemma 3.1.41, and the
following further condition. For everya, b ∈ M ands ∈ S such thatas = bs 6= 0, there exists
t ∈ S andc ∈ M such thatac = bc andct = s. This condition is satisfied by every integral
pointedM-module, whence the contention. �

3.1.53. Consider now, a cartesian diagram of integral pointed monoids :

D(P0, I, P1) :

P0
//

��

P1

��
P2

// P3

whereP2 (resp.P3) is a quotientP0/I (resp.P1/IP1) for some idealI ⊂ P0, and the vertical
arrows ofD(P0, I, P1) are the natural surjections. In this situation, it is easilyseen that the
induced mapI → IP1 is bijective; especially,I is both aP0-module and aP1-module. Let
ϕi : Pi → Z〈Pi〉 be the units of adjunction, fori = 0, 1, 2. Let alsoM be anyZ〈P0〉-module.

Lemma 3.1.54.In the situation of(3.1.53), we have :

(i) LetJ ⊂ P0 be any ideal. ThenS := P0/J admits a three-step filtration

0 ⊂ Fil0S ⊂ Fil1S ⊂ Fil2S = S

such thatFil0S andgr2S areP2-modules, andgr1S is aP1-module.
(ii) The following conditions are equivalent :

(a) M isϕ0-flat.
(b) M ⊗P0 Pi is ϕi-flat andTorZ〈P0〉

1 (M,Z〈Pi〉) = 0, for i = 1, 2.
(iii) The following conditions are equivalent :

(a) TorZ〈P0〉
1 (M,Z〈Pi〉) = 0 for i = 1, 2, 3.

(b) TorZ〈Pi〉1 (M ⊗P0 Pi,Z〈P3〉) = 0 for i = 1, 2.
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(iv) Suppose moreover, thatP3 6= 0 is a free pointedP2-module. Then theZ〈P0〉-module
M isϕ0-flat if and only if theZ〈P1〉-moduleM ⊗P0 P1 isϕ1-flat.

Proof. (i): DefineFil1S := Ker(S → P0/(I ∪ J)) = (I ∪ J)/J . Then it is already clear that
S/Fil1S is aP2-module. Next, letFil0S := Ker(Fil1S → (I ∪ JP1)/JP1) = JP1/J . Since
IP1 = I, we see thatFil0S is aP2-module, and(I ∪ JP1)/JP1 is aP1-module.

(ii): Clearly (a)⇒(b), hence suppose that (b) holds, and let us prove (a). By proposition
3.1.40(i), it suffices to show thatTorZ〈P0〉

1 (M,Z〈P0/I〉) = 0 for every idealJ ⊂ P0. In view of
(i), we are then reduced to showing thatTor

Z〈P0〉
1 (M,Z〈S〉) = 0, wheneverS is aPi-module,

for i = 1, 2. However, for suchPi-moduleS, we have a base change spectral sequence

E2
pq : Tor

Z〈Pi〉
p (TorZ〈P0〉

q (M,Z〈Pi〉),Z〈S〉)⇒ Tor
Z〈P0〉
p+q (M,Z〈S〉).

Under assumption (b), we deduce :Tor
Z〈P0〉
1 (M,Z〈S〉) = Tor

Z〈Pi〉
1 (M ⊗P0 Pi,Z〈S〉) = 0.

(iii): Notice that the induced diagram of ringsZ〈D(P0, I, P1)〉 is still cartesian. Then, this is
a special case of [36, Lemma 3.4.15].

(iv): Suppose thatM ⊗P0 P1 is ϕ1-flat, andP3 is a free pointedP2-module, sayP3 ≃ P
(Λ)◦
2 ,

for some setΛ 6= ∅; then theZ〈P2〉-moduleZ〈P3〉 is isomorphic toZ〈P2〉(Λ), especially it is
faithfully flat, and we deduce thatTorZ〈P0〉

1 (M,Z〈Pi〉) = 0 for i = 1, 2, by (iii). On the other
hand,M ⊗P0 P3 is ϕ3-flat, so it also follows thatM ⊗P0 P2 is ϕ2-flat, by proposition 3.1.52.
Summing up, this shows thatM fulfills condition (ii.b), hence also (ii.a), as sought. �

3.1.55. Let nowP → Q be an injective morphism of integral pointed monoids, and suppose
thatP ♯ andQ♯ are finitely generated monoids, andQ is a finitely generatedP -module. Denote
ϕP : P → Z〈P 〉 andϕQ : Q→ Z〈Q〉 the usual units of adjunction.

Theorem 3.1.56.In the situation of(3.1.55), letM be aZ〈P 〉-module, and suppose that the
Z〈Q〉-moduleM ⊗P Q is ϕQ-flat. ThenM is ϕP -flat.

Proof. Using lemma 3.1.54(iv), and an easy induction, it suffices toshow that there exists a
finite chain

(3.1.57) P = Q0 ⊂ Q1 ⊂ · · · ⊂ Qn = Q

of inclusions of integral pointed monoids, and for everyj = 0, . . . , n− 1 an idealIj ⊂ Qj , and
a cartesian diagram of integral pointed monoidsD(Qj , Ij, Qj+1) as in (3.1.53), and such that
Qj+1/Ij 6= 0 is a free pointedQj/Ij-module. (Notice that eachQ♯

i is a quotient ofQi/P
×, and

the latter is a submodule ofQ/P×, henceQ♯
i is still a finitely generated monoid, by proposition

3.1.9(i).) IfP = Q, there is nothing to prove; so we may assume thatP is strictly contained in
Q, and – invoking again proposition 3.1.9(i) – we further reduce to showing that there exists a
monoidQ1 ⊂ Q strictly containingP , and an idealI ⊂ P , such that the diagramD(P, I, Q1)
fulfills the above conditions.

Suppose first that the support ofQ/P contains only the maximal idealmP of P , and let
x1, . . . , xr be a finite system of generators formP (proposition 3.1.9(ii)). For eachi = 1, . . . , r,
the localization(Q/P )xi is a Pxi-module with empty support, hence(Q/P )xi = 0 (remark
3.1.22(v)). It follows that every element ofQ/P is annihilated by some power ofxi, and since
Q/P is finitely generated, we may findN ∈ N large enough, such thatxNi Q/P = 0 for
i = 1, . . . , r. After replacingN by some possibly larger integer, we getmN

P · Q/P = 0, and
we may assume thatN is the least integer with this property. IfN = 0, there is nothing to
prove; hence suppose thatN > 0, and setQ1 := P ∪ mN−1

P Q. Notice thatQ1 is a monoid,
andQ1/P 6= 0 is annihilated bymP . Especially,mPQ1 = mP . Moreover, the induced map
P/mP → Q1/mP is injective andQ1 is an integral pointed module, therefore the groupP× acts
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freely onQ1\mP , i.e.Q1/mP is a free pointedP/mP -module. It follows easily that, if we take
I := mP , we do obtain a diagramD(P,mP , Q1) with the sought properties, in this case.

For the general case, letp ⊂ P be a minimal element ofSuppQ/P (for the ordering given
by inclusion). Then the induced morphismPp → Qp still satisfies the conditions of (3.1.55)
(lemma 3.1.20(iv)). Moreover,SuppQp/Pp = {pPp} by remark 3.1.22(vii). By the previous
case, we deduce that there exists a chain of inclusions of integral pointed monoidsPp ⊂ Q′

1 ⊂
Qp, such that the resulting diagramD(Pp, pPp, Q

′
1) is cartesian, andQ′

1/pPp 6= 0 is a free
pointedPp/pPp-module. Lete1, . . . , ed be a basis of the latterPp/pPp-module, withe1 = 1.
Hence,ei ∈ Qp \ pPp for every i = 1, . . . , d, and after multiplyinge2, . . . , ed by a suitable
element ofP \ p, we may assume that eachei is the image inQp of an elementei ∈ Q.
Moreover, for everyi, j ≤ d, eithereiej = 0, or else there existsaij ∈ Pp andk(i, j) ≤ d
such thateiej = aijek(i,j). Furthermore, fix a system of generatorsx1, . . . , xr for p; then, for
everyi ≤ r and everyj ≤ d we havexiej ∈ pPp. Again, after multiplyinge2, . . . , ed by some
c ∈ P \p, we may assume thataij ∈ P for everyi, j ≤ d, and moreover thatxiej lies in the
image ofp for everyi ≤ r andj ≤ d.

And if we multiply yet againe2, . . . , ed by a suitable element ofP \p, we may finally reach a
system of elementse1, . . . , ed ∈ Q such thate1 = 1 and :

• For everyi, j ≤ d, we have eithereiej = 0 or elseeiej = aijek(i,j).
• xiej ∈ p for everyi ≤ r andj ≤ d.

Clearly these elements span aP -moduleQ1 which is a monoid containingP and contained in
Q; moreover, by construction we havepQ1 = p, hence the resulting diagramD(P, p, Q1) is
cartesian. Notice also that(Q1/p)p ≃ Q′

1/pPp, and thatP/p = P ′
◦ , whereP ′ := P \p is an

integral (non-pointed) monoid. To conclude it suffices now to apply the following

Claim 3.1.58. Let P ′ be an integral non-pointed monoid,S a pointedP ′
◦ -module, ande :=

(e1, . . . , ed) a system of generators forS. Suppose thatS ⊗P ′
◦
P ′gp
◦ is a free pointedP ′gp

◦ -
module, and the image ofe is a basis for this module. ThenS is a free pointedP ′

◦ -module, with
basise.

Proof of the claim. If e is not a basis, we have a relation inS of the typea1e1 = a2e2, for
somea1, a2 ∈ P ′. This relation must persist inS ⊗P ′

◦
P ′gp
◦ , and implies thata1 = a2 = 0 in

P ′gp
◦ . However, under the stated assumptions the localization map P ′

◦ → P ′gp
◦ is injective, a

contradiction. �

3.2. Integral monoids. We begin presently the study of a special class of monoids, the integral
non-pointed monoids, and the subclass of saturated monoids(see definition 2.3.40(iii)). Later,
we shall complement this section with further results on finemonoids (see sections 3.4 and 6.5).
Throughout this section, all the monoids under consideration shall be non-pointed.

Definition 3.2.1. Let ϕ :M → N be a morphism of monoids.

(i) ϕ is said to beintegral if, for any integral monoidM ′, and any morphismM → M ′,
the push-outN ⊗M M ′ is integral.

(ii) ϕ is said to bestrongly flat (resp. strongly faithfully flat) if the induced morphism
Z[ϕ] : Z[M ]→ Z[N ] is flat (resp. faithfully flat).

Lemma 3.2.2.Letf :M → N andg : N → P be two morphisms of monoids.

(i) If f andg are integral (resp. strongly flat), the same holds forg ◦ f .
(ii) If f is integral (resp. strongly flat), andM → M ′ is any other morphism, then the

morphism1M ′ ⊗M f :M ′ →M ′ ⊗M N is integral (resp. strongly flat).
(iii) If f is integral, andS ⊂ M andT ⊂ N are any two submonoids such thatf(S) ⊂ T ,

then the induced morphismS−1M → T−1N is integral.
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(iv) If S ⊂M is any submonoid, the natural mapM → S−1M is strongly flat.
(v) If f is integral, then the same holds forf int, and the natural mapM int ⊗M N → N int

is an isomorphism.
(vi) The unit of adjunctionM →M int is an integral morphism.

Proof. (i) is obvious. Assertion (ii) for integral maps is likewiseclear, and (ii) for strongly flat
morphisms follows from (2.3.52). Assertion (iv) follows immediately from (2.3.53).

(iii): Let S−1M → M ′ be any map of integral monoids; in view of lemma 2.3.34, we have
P :=M ′ ⊗S−1M T−1N ≃ T−1(M ′ ⊗M N), henceP is integral, which is the claim.

(v): The second assertion follows easily by comparing the universal properties (details left to
the reader); using this and and (ii), we deduce thatf int is integral.

(vi) is left to the reader. �

Theorem 3.2.3.Letϕ : M → N be a morphism of integral monoids. Consider the following
conditions :

(a) ϕ is integral.
(b) ϕ is flat (see remark2.3.23(vi)).
(c) ϕ is flat and injective.
(d) ϕ is strongly flat.
(e) For every fieldk, the induced mapk[ϕ] : k[M ]→ k[N ] is flat.

Then :(e)⇔ (d)⇔ (c)⇒ (b)⇔ (a).

Proof. This result appears in [52, Prop.4.1(1)], with a different proof.
(a)⇒(b): Let I ⊂M be any ideal; we consider theM-module :

R(M, I) :=
⊕

n∈N

In

whereIn denotes, for eachn ∈ N, then-th power ofI in the monoid(P(M), ·) of (3.1.1).
Then there exists an obvious multiplication law onR(M, I), such that the latter is aN-graded
integral monoid, and the inclusionM → R(M, I) in degree zero is a morphism of monoids.
We callR(M, I) theRees monoidassociated toM andI.

Denote also byj : R(M, I)→M ×N the natural inclusion map. By assumption, the monoid
R(M, I) ⊗M N is integral. However, the natural mapR(M, I) ⊗M N → (R(M, I) ⊗M N)gp

factors throughj⊗MN . The latter means that, for everyn ∈ N, the induced mapIn⊗MN → N
is injective. Then the assertion follows from proposition 3.1.40 and remark 2.3.21(ii).

(b)⇒(a): LetM → M ′ be any morphism of integral monoids; we need to show that the
natural mapM ′ ⊗M N →M ′gp ⊗Mgp Ngp is injective (see remark 3.1.25(i)). The latter factors
through the morphismM ′ ⊗M N → M ′gp ⊗M N , which is injective by theorem 3.1.42 and
remark 2.3.21(ii). We are thus reduced to proving the injectivity of the natural map :

M ′gp ⊗Mgp (Mgp ⊗M N)→M ′gp ⊗Mgp Ngp.

By comparing the respective universal properties, it is easily seen thatMgp ⊗M N is the lo-
calizationϕ(M)−1N , which of course injects intoNgp. Then the contention follows from the
following general :

Claim3.2.4. LetG be a group,T → T ′ an injective morphism of monoids,G→ P a morphism
of monoids. Then the natural mapP ⊗G T → P ⊗G T ′ is injective.

Proof of the claim.This follows easily from remark 3.1.25(i) and lemma 2.3.31(ii). ♦

(d)⇒(e) and (c)⇒(b) are trivial.
(e)⇒(c): The flatness ofϕ has already been noticed in remark 3.1.35(ii). To show thatϕ is

injective, leta1, a2 ∈ M and letk be any field. Under assumption (e), the image ink[N ] of
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the annihilatorAnnk[M ](a1 − a2) generates the idealAnnk[N ](ϕ(a1)− ϕ(a2)). Setb := a1a
−1
2 ;

it follows thatAnnk[Mgp](1 − b) generatesAnnk[Ngp](1 − ϕ(b)). However, one checks easily
that the annihilator of1 − b in k[Mgp] is either0 if b is not a torsion element ofMgp, or else
is generated (as an ideal) by1 + b + · · · + bn−1, wheren is the order ofb in the groupMgp.
Now, if ϕ(a1) = ϕ(a2), we haveϕ(b) = 1, hence the annihilator of1 − b cannot be0, and in
fact k[Ngp] = Annk[Ngp](1 − ϕ(b)) = nk[Ngp]. Sincek is arbitrary, it follows thatn = 1, i.e.
a1 = a2.

(c)⇒(d): sinceϕ is injective,N◦ is an integral pointedM◦-module, so the assertion is a
special case of proposition 3.1.52. �

Remark 3.2.5. (i) Let G be a group; then every morphism of monoidsM → G is integral.
Indeed, lemma 3.2.2(i,vi) reduces the assertion to the casewhereM is integral, in which case it
is an immediate consequence of theorem 3.2.3 and example 3.1.23(vi).

(ii) Let M be an integral monoid, andS a flat pointedM◦-module. From theorem 3.1.42 we
see thatT := S\{0} is anM-submodule ofS, henceS = T◦.

(iii) Let ϕ : M → N be a morphism of integral monoids, and setΓ := Cokerϕgp; then
the natural mapπ : N → Γ defines a grading onN (see definition 2.3.8(i)), which we call the
ϕ-grading. As usual, we shall writeNγ instead ofπ−1(γ), for everyγ ∈ Γ. We shall use the
additive notation for the composition law ofΓ; especially, the neutral element shall be denoted
by 0. Clearlyϕ factors through a morphism of monoidsM → N0, and each graded summand
Nγ is naturally aM-module.

(iv) With the notation of (iii), we claim that the induced morphismϕ : ϕ(M) → N is flat
(hence strongly flat, by theorem 3.2.3), if and only ifNγ is a filtered union of cyclicM-modules,
for everyγ ∈ Γ. Indeed, notice that a cyclicM-submodule ofNγ is a freeϕ(M)-module of
rank one (sinceN is integral), hence the condition implies thatNγ is a flatϕ(M)-module,
henceϕ flat. Conversely, suppose thatϕ is flat, and letn1, n2 ∈ Nγ (for someγ ∈ Γ); this
means that there exista1, a2 ∈ M such thatϕ(a1)n1 = ϕ(a2)n2 in N . Then, condition (F2) of
theorem 3.1.42 says that there existn′ ∈ N andb1, b2 ∈ M such thatni = ϕ(bi)n

′ for i = 1, 2;
especially,n′ ∈ Nγ, which shows thatNγ is a filtered union of cyclicM-modules.

(v) With the notation of (iii), notice as well, that a morphismϕ :M → N of integral monoids
is exact (see definition 2.3.40(i)) if and only ifKerϕgp ⊂ M andϕ induces an isomorphism
M/Kerϕgp ∼→ N0. (Details left to the reader.)

Theorem 3.2.6.Let M → N be a finite, injective morphism of integral monoids, andS a
pointedM◦-module. ThenS isM◦-flat if and only ifN◦ ⊗M◦ S isN◦-flat.

Proof. In light of theorem 3.1.42, we may assume thatN◦ ⊗M◦ S isN◦-flat, and we shall show
thatS is M◦-flat. To this aim, let1 denote the trivial monoid (the initial and final object in
the category of monoids); any pointedM◦-moduleX is a pointed1◦-module by restriction of
scalars, and ifX andY are any two pointedM◦-modules, we define aM◦-module structure on
X ⊗1◦ Y by the rule

a · (x⊗ y) := ax⊗ ay for everya ∈M◦, x ∈ X andy ∈ Y .
With this notation, we remark :

Claim 3.2.7. Let ϕ : M → G be a morphism of monoids, whereG is a group andM is
integral. Then a pointedM◦-moduleS is M◦-flat if and only if the same holds for theM◦-
moduleS ⊗1◦ G◦.

Proof of the claim.Suppose thatS is M◦-flat; thenS = T◦ for someM-moduleT (remark
3.2.5(ii)), and it is easily seen thatS⊗1◦G◦ = (T ×G)◦. By theorem 3.1.42, it suffices to check
that conditions (F1) and (F2) of lemma 3.1.41 hold for(T ×G)◦.
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Hence, suppose thata ∈ M◦ andh ∈ (T × G)◦ satisfy the identityah = 0; in this case, a
simple inspection shows that eithera = 0 or h = 0; condition (F1) follows straightforwardly.
To check (F2), say thata1 · (s1, g) = a2 · (s2, g2) 6= 0, for someai ∈ M , si ∈ S, gi ∈ G
(i = 1, 2); since (F2) holds forS, we may findb1, b2 ∈ M andt ∈ S such thata1b1 = a2b2 and
bit = si (i = 1, 2). Notice thatg := ϕ(b1)

−1g1 = ϕ(b2)
−1g2 in G, thereforebi · (t, g) = (si, gi)

for i = 1, 2, whence the contention.
Conversely, suppose thatS⊗1◦ G◦ isM◦-flat; we wish to show that (F1) and (F2) hold forS.

However, suppose thatas = 0 for somea ∈ M◦ ands ∈ S with s 6= 0; thena · (s ⊗ e) = 0
(wheree ∈ G is the neutral element); since (F1) holds forS ⊗1◦ G◦, we deduce that there exist
b ∈M◦ andt⊗ g ∈ S⊗1◦ G◦ such thatba = 0 ands⊗ e = b · (t⊗ g) = bt⊗ϕ(b)g; this implies
thatbt = s, so (F1) holds forS, as sought.

Lastly, suppose thata1s1 = a2s2 6= 0 for someai ∈ M andsi ∈ S (i = 1, 2). It follows that
a1 · (s1 ⊗ ϕ(a2)) = a2 · (s2 ⊗ ϕ(a1)). By applying condition (F2) to this identity inS ⊗1◦ G◦,
we deduce that the same condition holds also forS. ♦

Next, we observe that there is a natural isomorphism ofN◦-modules :

(3.2.8) N◦ ⊗M◦ (S ⊗1◦ N
gp
◦ )

∼→ (N◦ ⊗M◦ S)⊗1◦ N
gp
◦ n⊗ (s⊗ g) 7→ (n⊗ s)⊗ ϕ(n)g

whose inverse is given by the rule :(n⊗ s)⊗ g 7→ n⊗ (s⊗ ϕ(n)−1g) for everyn ∈ N , s ∈ S,
g ∈ Ngp

◦ . We leave to the reader the verification that these maps are well defined, and they are
inverse to each other. In view of (3.2.8) and claim 3.2.7, we may then replaceS by S ⊗1◦ N

gp
◦ ,

which allows to assume thatS is an integral pointedM◦-module andN◦ ⊗M◦ S is an integral
pointedN◦-module. In this case, in view of proposition 3.1.52 we know thatZ〈N◦ ⊗M◦ S〉 is a
flat Z〈N◦〉-module, and it suffices to show thatZ〈S〉 is a flatZ〈M◦〉-module.

However, under our assumptions, the ring homomorphismZ〈M◦〉 → Z〈N◦〉 is finite and
injective, so the assertion follows from [45, Part II, Th.1.2.4] and (3.1.32). �

Lemma 3.2.9.LetM be an integral monoid, andS ⊂M a submonoid. We have :

(i) The natural mapS−1M sat → (S−1M)sat is an isomorphism.
(ii) If M is saturated, thenM/S is saturated, and ifS is a group, also the converse holds.

(iii) The inclusion mapM → M sat is a local morphism.
(iv) The inclusionM ⊂M sat induces a natural bijection :

SpecM sat ∼→ SpecM.

Proof. (i) and (iii) are left to the reader. For (ii), the natural isomorphismS−1M/Sgp ∼→ M/S,
together with (i), reduces to the case whereS is a group, in which case it suffices to remark that
(M/S)sat = M sat/S. Lastly, to show (iv) it suffices to prove that, for any faceF ⊂ M , the
submonoidF sat ⊂ M sat is a face, andF sat ∩M = F , and that every face ofM sat is of this
form. These assertions are easy exercises, which we leave aswell to the reader. �

Lemma 3.2.10.LetM be a saturated monoid such thatM ♯ is fine. Then there exists an iso-
morphism of monoids :

M
∼→M ♯ ×M×

and ifM is fine,M× is a finitely generated abelian group. Moreover, the projectionM → M ♯

induces a bijection :
SpecM ♯ ∼→ SpecM : p 7→ p×M×.

Proof. Under the stated assumptions,G := Mgp/M× is a free abelian group of finite rank,
hence the projectionMgp → G admits a splittingσ : G → Mgp. SetM0 := M ∩ σ(G); it is
easily seen thatM = M0 ×M×, whenceM0 ≃ M ♯. If M is fine,Mgp is a finitely generated
abelian group, hence the same holds for its direct factorM×. The last assertion can be proven
directly, or can be regarded as a special case of lemma 3.1.16(i.b). �
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Definition 3.2.11. Letϕ :M → N be a morphism of integral monoids.

(i) We say thatϕ is k-saturated(for some integerk > 0), if the push-outP ⊗M N is
integral andk-saturated, for every morphismM → P with P integral andk-saturated.

(ii) We say thatϕ is saturated, if the following holds. For every morphism of monoids
M → P such thatP is integral and saturated, the monoidP ⊗M N is also integral and
saturated.

Clearly, ifϕ is k-saturated for every integerk > 0, thenϕ is saturated.

Lemma 3.2.12.Letϕ :M → N be a morphism of integral monoids, andS ⊂M , T ⊂ N two
submonoids such thatϕ(S) ⊂ T . The following holds :

(i) The localization mapM → S−1M is saturated.
(ii) If ϕ is saturated, the same holds for the morphismsS−1M → T−1N andM/S → N/T

induced byϕ.
(iii) If S andT are two groups, thenϕ is saturated if and only if the same holds for the

induced morphismM/S → N/T .
(iv) If ϕ is saturated, then the natural mapN ⊗M M sat → N sat is an isomorphism.

Proof. (i) follows from the standard isomorphism :S−1M ⊗M N
∼→ ϕ(S)−1N , together with

lemma 3.2.9(i). Next, letM/S → P andS−1M → Q be morphisms of monoids. Then

P ⊗M/S N/T ≃ (P ⊗M N)/T and Q⊗S−1M T−1N ≃ T−1(Q⊗M N)

(lemma 2.3.34) so assertions (ii) and (iii) follow from lemma 3.2.9(i,ii).
(iv) follows by comparing the universal properties. �

Example 3.2.13.(i) LetM be an integral monoid,I ⊂M an ideal, and consider again the Rees
monoidR(M, I) of the proof of theorem 3.2.3. ClearlyR(M, I) is an integral monoid. However,
easy examples show that, even whenM is saturated,R(M, I) is not generally saturated. More
precisely, the following holds. For every idealJ ⊂M , set

J sat := {a ∈Mgp | an ∈ Jn for some integern > 0}

whereJn denotes then-th power ofJ in the monoid(P, ·) of (3.1.1). ThenJ sat is an ideal of
M sat. With this notation, we have the identity :

R(M, I)sat =
⊕

n∈N

(In)sat.

(Verification left to the reader.)
(ii) For instance, takeM := Q⊕2

+ , and letI ⊂ M be the ideal consisting of all pairs(x, y)
such thatx + y > 1. ThenIn = {(x, y) ∈ Q⊕2

+ | x + y > n}, and it is easily seen that
In = (In)sat for everyn ∈ N, hence in this caseR(M, I) is saturated, in view of (ii). It is easily
seen thatR(M, I) does not fulfill condition (F2) of lemma 3.1.41, hence the natural inclusion
map i : M → R(M, I) is not flat (theorem 3.1.42), hence it is not an integral morphism,
according to theorem 3.2.3. On the other hand, we have :

Lemma 3.2.14.With the notation of example3.2.13(ii), the morphismi is saturated.

Proof. We prefer to work with the multiplicative notation, so we shall argue with the monoid
(expQ⊕2

+ , ·) (see (3.1)). Indeed, letϕ :M → P be any morphism of monoids, withP saturated.
ClearlyR(M, I) is the direct sum of theP -modulesP ⊗M In, for all n ∈ N.

Claim3.2.15. The natural mapP ⊗M In → InP is an isomorphism, for everyn ∈ N



142 OFER GABBER AND LORENZO RAMERO

Proof of the claim.Indeed, the map is obviously surjective. Hence, suppose that a1x1 = a2x2
for somea1, a2 ∈ In, x1, x2 ∈ P such thatx1⊗a1 = x2⊗a2. For everyϑ ∈ Q with 0 ≤ ϑ ≤ 1,
setaϑ := aϑ1 · a1−ϑ2 and notice that

xϑ := a1a
−1
ϑ x1 = a2a

−1
ϑ x2 ∈ P gp

and ifN ∈ N is large enough, so thatNϑ ∈ N, thenxNϑ = xNϑ1 xNϑ2 ∈ P , hencexϑ ∈ P .
Next, for any(a, b), (a′, b′) ∈ Q⊕2

+ , set(a, b) ∨ (a′, b′) := (min(a, a′),min(b, b′)). Choose an
increasing sequence0 := ϑ0 < ϑ1 < · · · < ϑn := 1 of rational numbers, such that

bi := aϑi ∨ aϑi+1
∈ In for everyi = 0, . . . , n− 1.

Then there existci, di ∈ Q⊕2
+ such thataϑi = bici andaϑi+1

= bidi for i = 0, . . . , n − 1. We
may then compute inIn ⊗M P :

aϑi ⊗ xϑi = bici ⊗ xϑi = bi ⊗ cixϑi and likewise aϑi+1
⊗ xϑi+1

= bi ⊗ dixϑi+1
.

By construction, we havecixϑi = dixϑi+1
for i = 0, . . . , n− 1, whence the contention. ♦

In view of claim 3.2.15, we are reduced to showing thatR(P, IP ) is saturated, and by example
3.2.13, this comes down to proving that(InP )sat = InP for everyn ∈ N. However, say that
x ∈ P gp, andxn = a1x1 · · · anxn for someai ∈ I andxi ∈ P ; set a := (a1 · · ·an)1/n,
and notice thata ∈ I. Thenxn = an · x1 · · ·xn, so thatxa−1 ∈ P , and finallyx ∈ IP , as
required. �

Lemma 3.2.14 shows that a saturated morphism is not necessarily integral. Notwithstanding,
we shall see later that integrality holds for an important class of saturated morphisms (corollary
3.4.4). Now we wish to globalize the class of saturated morphisms, to an arbitrary topos. Of
course, we could define the notion of saturated morphism ofT -monoids, just by repeating word
by word definition 3.2.11(ii). However, it is not clear that the resulting condition would be of
a type which can be checked on stalks, in the sense of remark 2.2.14(ii). For this reason, we
prefer to proceed as in Tsuji’s work [74].

Lemma 3.2.16.Let T be a topos,ϕ : M → N andψ : N → P two morphisms of integral
T -monoids. We have:

(i) If ϕ andψ are exact, the same holds forψ ◦ ϕ.
(ii) If ψ ◦ ϕ is exact, the same holds forϕ.

(iii) Consider a commutative diagram of integralT -monoids :

(3.2.17)

M
ϕ //

ψ
��

N

ψ′

��
M ′ ϕ′

// N ′.

Then the following holds :
(a) If (3.2.17)is a cartesian diagram andϕ′ is exact, thenϕ is exact.
(b) If (3.2.17)is cocartesian (in the categoryInt.MndT ) andϕ is exact, thenϕ′ is

exact.

Proof. For all these assertions, remark 2.3.41(ii) easily reducesto the case whereT = Set,
which therefore we assume from start. Now, (i) and (ii) are left to the reader.

(iii.a): Let x ∈ Mgp such thatϕgp(x) ∈ N ; hence(ϕ′ ◦ ψ)gp(x) = ψ′(ϕgp(x)) ∈ N ′, and
thereforeψgp(x) ∈M ′, sinceϕ′ is exact. It follows thatx ∈M , soϕ is exact.

(iii.b): Let x ∈ (M ′)gp such that(ϕ′)gp(x) ∈ N ′; then we may write(ϕ′)gp(x) = ϕ′(y) ·ψ′(z)
for somey ∈ M ′ andz ∈ N . Therefore,(ϕ′)gp(xy−1) = ψ′(z); since the functorP 7→ P gp

commutes with colimits, it follows that we may findw ∈ Mgp such thatψgp(w) = xy−1 and
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ϕgp(w) = z. Sinceϕ is exact, we deduce thatw ∈ M , thereforexy−1 ∈ M ′, and finally
x ∈M ′, whence the contention. �

3.2.18. LetT be a topos; for two morphismsP ← M → N of integralT -monoids, we set

N
int⊗M P := (N ⊗M P )int

which is the push-out of these morphisms, in the categoryInt.MndT . Notice that, for every
morphismf : T ′ → T of topoi, the natural morphism ofT ′-monoids

(3.2.19) f ∗(N
int⊗M P )→ f ∗N

int⊗f∗M f ∗P

is an isomorphism (by lemmata 2.3.45(i) and 2.3.46(i)).
Let nowϕ : M → N be a morphism of integralT -monoids. For any integerk > 0, let

kM andkN be thek-Frobenius maps ofM andN (definition 2.3.40(ii)), and consider the
cocartesian diagram :

(3.2.20)

M
kM //

ϕ

��

M

ϕ′

��
N

kM
int
⊗M1N // P .

The endomorphismkN factors throughkM
int⊗M 1N and a unique morphismβ : P → N such

thatβ ◦ ϕ′ = ϕ. A simple inspection shows thatkP = (kM ⊗M 1N) ◦ β. Now, if kM is exact,

then the same holds forkM
int⊗M 1N , in view of lemma 3.2.16(iii.b). Hence, ifP is k-saturated,

thenβ is exact (lemma 3.2.16(ii)), and ifM is k-saturated, also the converse holds. Likewise,
if M is k-saturated andβ is exact, thenN is k-quasi-saturated.

These considerations motivate the following :

Definition 3.2.21. Let T be a topos,ϕ :M → N a morphism of integralT -monoids.

(i) A commutative diagram of integralT -monoids :

M
ϕ //

��

N

��

M ′ ϕ′

// N ′

is called anexact square, if the induced morphismM ′ int⊗M N → N ′ is exact.
(ii) ϕ is said to bek-quasi-saturatedif the commutative diagram :

(3.2.22)

M
ϕ //

kM
��

N

kN
��

M
ϕ // N

is an exact square (the vertical arrows are thek-Frobenius maps).
(iii) ϕ is said to bequasi-saturatedif it is k-quasi-saturated for every integerk > 0.

Proposition 3.2.23.LetT be a topos.

(i) If (3.2.17)is an exact square, andM → P is any morphism of integralT -monoids,

the squareP
int⊗M (3.2.17)is exact.
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(ii) Consider a commutative diagram of integralT -monoids :

(3.2.24)

M
ϕ1 //

ψ
��

N

��

ϕ2 // P

ψ′

��

M ′
ϕ′
1 // N ′

ϕ′
2 // P ′

and suppose that the left and right square subdiagrams of(3.2.24)are exact. Then the
same holds for the square diagram :

M
ϕ2◦ϕ1 //

ψ
��

P

ψ′

��
M ′

ϕ′
2◦ϕ

′
1 // P ′.

Proof. (i): We have a commutative diagram :

(P
int⊗M M ′)

int⊗M N
σ //

ω

��

P
int⊗M (M ′ int⊗M N)

1P
int
⊗Mα

��

(P
int⊗M M ′)

int⊗P (P
int⊗M N)

β // P
int⊗M N ′

whereω, σ are the natural isomorphisms, andβ andα :M ′ int⊗M N → N ′ are the natural maps.

By assumption,α is exact, hence the same holds for1P
int⊗M α, by lemma 3.2.16(iii.b). Soβ is

exact, which is the claim.
(ii): Let α : M ′ int⊗M N → N ′ andβ : N ′ int⊗N P → P ′ be the natural maps; by assumptions,

these are exact morphisms. However, we have a natural commutative diagram :

(M ′ int⊗M N)
int⊗N P

ω //

α
int
⊗N1P

��

M ′ int⊗M P

γ

��

N ′ int⊗N P
β // P ′

whereω is the natural isomorphism, andγ is the map deduced fromψ′ andϕ′
2 ◦ ϕ′

1. Then the
assertion follows from lemma 3.2.16(i,iii.b). �

Corollary 3.2.25. Let T be a topos,ϕ : M → N , ψ : N → P two morphisms of integral
T -monoids, andh, k > 0 any two integers. The following holds :

(i) If ϕ is bothh-quasi-saturated andk-quasi-saturated, thenϕ is hk-quasi-saturated.
(ii) If ϕ andψ arek-quasi-saturated, the same holds forψ ◦ ϕ.

(iii) If M → P is any map of integralT -monoids, andϕ is k-quasi-saturated (resp. quasi-

saturated), then the same holds forϕ
int⊗M 1P : P → N

int⊗M P .
(iv) Let S ⊂ ϕ−1(N×) be aT -submonoid. Thenϕ is k-quasi-saturated (resp. quasi-

saturated) if and only if the same holds for the induced mapϕS : S−1M → N .
(v) LetG ⊂ Kerϕ be a subgroup. Thenϕ is k-quasi-saturated (resp. quasi-saturated) if

and only if the same holds for the induced mapϕ :M/G→ N .
(vi) ϕ is quasi-saturated if and only if it isp-quasi-saturated for every prime numberp.
(vii) M is k-saturated (resp. saturated) if and only if the unique morphism ofT -monoids

{1} →M is k-quasi-saturated (resp. quasi-saturated).
(viii) If ϕ is k-quasi-saturated (resp. quasi-saturated), andM is k-saturated (resp. satu-

rated), thenN is k-saturated (resp. saturated).
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(ix) If M is integral, andN is aT -group,ϕ is quasi-saturated.

Proof. (i) and (ii) are straightforward consequences of proposition 3.2.23(ii).

To show (iii), setP ′ := N
int⊗M P and let us remark that we have a commutative diagram

P

ϕ
int
⊗M1P

��

// P 1
//

��

P

ϕ
int
⊗M1P

��

P ′ // P 2
// P ′

such that :

• the composition of the top (resp. bottom) arrows is thek-Frobenius map

• the left square subdiagram is (3.2.22)
int⊗M P

• the right square subdiagram is cocartesian (hence exact).

then the assertion follows from proposition 3.2.23.
(iv): Suppose thatϕ is k-quasi-saturated. Then the same holds forS−1ϕ : S−1M →

S−1M
int⊗M N , according to (iii). However, we have a natural isomorphismS−1M

int⊗M N
∼→

ϕ(S)−1N = N , soϕS is k-quasi-saturated.
Conversely, suppose thatϕS is k-quasi-saturated. By (ii), in order to prove that the same

holds forϕ, it suffices to show that the localisation mapM → S−1M is k-quasi-saturated. But
this is clear, since (3.2.22) becomes cocartesian if we takefor ϕ the localisation map.

(v): To begin with,M/G is an integral monoid, by lemma 2.3.38. Suppose thatϕ is k-quasi-

saturated. Arguing as in the proof of (iv) we see that the natural mapN → (M/G)
int⊗M N is an

isomorphism, henceϕ is k-quasi-saturated, by (iii).
Conversely, suppose thatϕ is k-quasi-saturated. By (ii), in order to prove thatϕ is saturated,

it suffices to show that the same holds for the projectionM → M/G. By (iii), we are further
reduced to showing that the unique mapG→ {1} is k-quasi-saturated, which is trivial.

(vi) is a straightforward consequence of (i). Assertion (vii) can be verified easily on the
definitions. Next, suppose thatϕ is quasi-saturated andM is saturated. By (ii) and (vii) it
follows that the unique morphism{1} → N is quasi-saturated, hence (vii) implies thatN is
saturated, so (viii) holds.

(ix): In view of (iv), we are reduced to the case whereM is also a group, in which case the
assertion is obvious. �

Proposition 3.2.26.Letϕ : M → N be an integral morphism of integral monoids,k > 0 an
integer. The following conditions are equivalent :

(a) ϕ is k-quasi-saturated.
(b) ϕ is k-saturated.
(c) The push-outP of the cocartesian diagram(3.2.20), is k-saturated.

Proof. (a)⇒(b) by virtue of corollary 3.2.25(iii,viii), and trivially(b)⇒(c). Lastly, the implica-
tion (c)⇒(a) was already remarked in (3.2.18). �

Corollary 3.2.27. Let ϕ : M → N be an integral morphism of integral monoids. Thenϕ is
quasi-saturated if and only if it is saturated. �

Proposition 3.2.26 motivates the following :

Definition 3.2.28. Let T be a topos,ϕ : M → N a morphism of integralT -monoids,k > 0
an integer. We say thatϕ is k-saturated(resp.saturated) if ϕ is integral andk-quasi-saturated
(resp. and quasi-saturated).
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In caseT = Set, we see that an integral morphism of integral monoids is saturated in the
sense of definition 3.2.28, if and only if it is saturated in the sense of the previous definition
3.2.11. We may now state :

Corollary 3.2.29. LetP(T, ϕ) be the property “ϕ is an integral (resp. exact, resp.k-saturated,
resp. saturated) morphism of integralT -monoids” (for a toposT ). ThenP can be checked on
stalks. (See remark2.2.14(ii).)

Proof. The fact that integrality of aT -monoid can be checked on stalks, has already been es-
tablished in lemma 2.3.46(ii). For the property “ϕ is an integral morphism” (between integral
T -monoids), it suffices to apply theorem 3.2.3 and proposition 2.3.26.

For the property “ϕ is exact” one applies lemma 2.3.46(iii). From this, and from(3.2.19) one
deduces that also the properties ofk-saturation and saturation can be checked on stalks.�

Lemma 3.2.30.Let f :M → N be a morphism of integral monoids. We have :

(i) If f is exact, thenf is local.
(ii) Conversely, iff is an integral and local morphism, thenf is exact.

Proof. (i) is left to the reader as an exercise.
(ii): Supposex ∈ Mgp is an element such thatb := fS(x) ∈ N . Write x = z−1y for certain

y, z ∈ M ; thereforeb · f(z) = f(y) holds inN , and theorems 3.2.3, 3.1.42 imply that there
existc ∈ N anda1, a2 ∈ M , such that1 = c · f(a1), b = c · f(a2) andya1 = za2. Sincef is
local, we deduce thata1 ∈M×, hencex = a−1

1 a2 lies inM . �

Proposition 3.2.31.Let f :M → N be an integral map of integral monoids,k > 0 an integer,
andN =

⊕
γ∈ΓNγ thef -grading ofN (see remark3.2.5(iii)). Then the following conditions

are equivalent :

(a) f is k-quasi-saturated.
(b) Nkγ = Nk

γ for everyγ ∈ Γ. (Here thek-th power of subsets ofN is taken in the
monoidP(N), as in(3.1.1).)

Proof. (a)⇒(b): Let π : Ngp → Γ be the projection, suppose thaty ∈ Nkγ for someγ ∈ Γ,
and pickx ∈ Ngp such thatπ(x) = γ. This means thaty = xk · f gp(z) for somez ∈ Mgp.
By (a), it follows that we may find a pair(a, b) ∈ M × N and an elementw ∈ Mgp, such
that (aw−k, bw) = (z, x) in Mgp × Ngp. Especially,b, b · f(a) ∈ Nγ, and consequentlyy =
bk−1 · (b · f(a)) ∈ Nkγ, as stated.

(b)⇒(a): Let S := f−1(N×); by lemmata 3.2.30(ii) and 3.2.2(iii), the induced mapfS :
S−1M → N is exact and integral. Moreover, by corollary 3.2.25(iv),f is k-quasi-saturated if
and only if the same holds forfS, and clearly thef -grading ofN agrees with thefS-grading.
Hence we may replacef by fS and assume from start thatf is exact. In this case,G :=
Ker f gp ⊂ M , and corollary 3.2.25(v) says thatf is k-quasi-saturated if and only if the same
holds for the induced mapf :M/G→ N ; moreoverf is still integral, since it is deduced from
f by push-out along the mapM → M/G. Hence we may replacef by f , thereby reducing to
the case wheref is injective. Also,f is flat, by theorem 3.2.3. The assertion boils down to the
following. Suppose that(x, y) ∈ Mgp ×Ngp is a pair such thata := f gp(x) · yk ∈ N ; we have
to show that there exists a pair(m,n) ∈M ×N whose class in the push-outP of the diagram

N
f←−M

kM−−−→ M

agrees with the image of(x, y) in P gp. However, setγ := π(y), and notice thata ∈ Nkγ, hence
we may writea = n1 · · ·nk for certainn1, . . . , nk ∈ Nγ. Then, according to remark 3.2.5(iv),
we may findn ∈ Nγ andx1, . . . , xk ∈ M such thatni = n · f(xi) for everyi = 1, . . . , k. It
follows thaty · n−1 ∈ f gp(Mgp), sayy = n · f(z) for somez ∈ Mgp. Setm := x1 · · ·xk; then
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(x, y) = (x, n · f(z)) represents the same class as(x · zk, n) in P gp. Especially,f(x · zk) ·nk =
a = f(m) · nk, hencem = x · nk, sincef is injective. The claim follows. �

Corollary 3.2.32. Let f : M → N be an integral and local morphism of integral and sharp
monoids. Then :

(i) f is exact and injective.
(ii) If furthermore,f is saturated, thenCoker f gp is a torsion-free abelian group.

Proof. (i): It follows from lemma 3.2.31 thatf is exact. Next, suppose thatf(a1) = f(a2)
for somea1, a2 ∈ M . By theorem 3.2.3 and 3.1.42, it follows that there existb1, b2 ∈ M and
t ∈ N such that1 = f(b1)t = f(b2)t anda1b1 = a2b2. SinceN is sharp, we deduce that
f(b1) = f(b2) = 1, and sincef is local andM is sharp, we getb1 = b2 = 1, thusa1 = a2,
whencex = 1, which is the contention.

(ii): Let us endowN with its f -grading. Suppose now thatg ∈ G is a torsion element, and
say thatgk = 1 in G for some integerk > 0; by propositions 3.2.31 and 3.2.26, we then have
N1 = Nk

g . Especially, there exista1, . . . , ak ∈ Ng, such thata1 · · ·ak = 1. SinceN is sharp,
we must haveai = 1 for i = 1, . . . , k, henceg = 1. �

Corollary 3.2.33. Letϕ : M → N be a morphism of integral monoids,F ⊂ N any face, and
ϕF : ϕ−1F → F the restriction ofϕ.

(i) If ϕ is flat, then the same holds forϕF , and the induced mapCokerϕgp
F → Cokerϕgp

is injective.
(ii) If ϕ is saturated, the same holds forϕF .

Proof. (i): The fact thatϕF is flat, is a special case of corollary 3.1.51. The assertion about
cokernels boils down to showing that the induced diagram of abelian groups :

(ϕ−1F )gp
ϕgp
F //

��

F gp

��
Mgp

ϕgp

// Ngp

is cartesian. However, say thatϕgp(a1a
−1
2 ) = f1f

−1
2 for somea1, a2 ∈ M andf1, f2 ∈ F . This

means thatϕ(a1)f2 = ϕ(a2)f1 in N ; by condition (F2) of theorem 3.1.42, we deduce that there
existb1, b2 ∈ M andt ∈ N such thatb2a1 = b1a2 andfi = t · ϕ(bi) (i = 1, 2). SinceF is a
face, it follows thatb1, b2 ∈ ϕ−1F , hencea1a

−1
2 = b1b

−1
2 ∈ (ϕ−1F )gp, as required.

(ii): By (i), the morphismϕF is integral, hence it suffices to show thatϕF quasi-saturated
(proposition 3.2.26), and to this aim we shall apply the criterion of proposition 3.2.31. Indeed,
letN =

⊕
γ∈ΓNγ (resp.F =

⊕
γ∈ΓF

Fγ) be theϕ-grading (resp. theϕF -grading); according
to (i), the induced mapj : ΓF → Γ is injective. This means thatFγ = F ∩ Nj(γ) for every
γ ∈ ΓF . Hence, for every integerk > 0 we may compute

Fkγ = F ∩Nk
j(γ) = (F ∩Nj(γ))

k = F k
γ

where the first identity follows by applying proposition 3.2.31 (and proposition 3.2.26) to the
saturated mapϕ, and the second identity holds becauseF is a face ofN . �

3.3. Polyhedral cones.Fine monoids can be studied by means of certain combinatorial ob-
jects, which we wish to describe. Part of the material that follows is borrowed from [35].
Again,all the monoids in this section are non-pointed.
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3.3.1. Quite generally, aconvex coneis a pair(V, σ), whereV is a finite dimensionalR-vector
space, andσ ⊂ V is a non-empty subset such that :

R+ · σ = σ = σ + σ

where the addition is formed in the monoid(P(V ),+) as in (3.1.1), and scalar multiplication
by the setR+ is given by the rule :

R+ · S := {r · s | r ∈ R+, s ∈ S} for everyS ∈P(V ).

A subsetS ⊂ σ is called aray of σ, if it is of the formR+ · {s}, for somes ∈ σ\{0}.
We say that(V, σ) is a closed convex coneif σ is closed as a subset ofV (of course,V is

here regarded as a topological space via any choice of isomorphismV ≃ Rn). We denote by
〈σ〉 ⊂ V theR-vector space generated byσ. To a convex cone(V, σ) one assigns thedual cone
(V ∨, σ∨), whereV ∨ := HomR(V,R), the dual ofV , and :

σ∨ := {u ∈ V ∨ | u(v) ≥ 0 for everyv ∈ σ}.
Also, theopposite coneof σ is the cone

−σ := {−v ∈ V | v ∈ σ}.
Notice thatσ∨ and−σ are always closed cones. Notice as well that the restrictionof the addition
law of V determines a monoid structure(σ,+) on the setσ. A map of cones

ϕ : (W,σW )→ (V, σV )

is anR-linear mapϕ : W → V such thatϕ(σW ) ⊂ σV . Clearly, the restriction ofϕ yields a
map of monoids(σW ,+)→ (σV ,+). If S ⊂ V is any subset, we set :

S⊥ := {u ∈ V ∨ | u(s) = 0 for everys ∈ S} ⊂ V ∨.

Lemma 3.3.2.Let (V, σ) be a closed convex cone, Then, under the natural identificationV
∼→

(V ∨)∨, we have(σ∨)∨ = σ.

Proof. This follows from [19, Ch.II,§5, n.3, Cor.5]. �

3.3.3. Aconvex polyhedral coneis a cone(V, σ) such thatσ is of the form :

σ := {r1v1 + · · ·+ rsvs ∈ V | ri ≥ 0 for everyi ≤ s}
for a given set of vectorsv1, . . . , vs ∈ V , calledgeneratorsfor the coneσ. One also says that
{v1, . . . , vs} is agenerating setfor σ, and thatR+ · v1, . . . ,R+ · vs aregenerating raysfor σ.
We say thatσ is asimplicial cone, if it is generated by a system of linearly independent vectors.

Lemma 3.3.4.Let (V, σ) be a convex polyhedral cone,S a finite generating set forσ. Then :

(i) For everyv ∈ σ there is a subsetT ⊂ S consisting of linearly independent vectors,
such thatv is contained in the convex polyhedral cone generated byT .

(ii) (V, σ) is a closed convex cone.

Proof. (i): Let T ⊂ S be a subset such thatv is contained in the cone generated byT ; up to
replacingT by a subset, we may assume thatT is minimal,i.e. no proper subset ofT generates
a cone containingv. We claim thatT consists of linearly independent vectors. Otherwise, we
may find a linear relation of the form

∑
w∈T aw · w = 0, for certainaw ∈ R, at least one of

which is non-zero; we may then assume that :

(3.3.5) aw > 0 for at least one vectorw ∈ T .
Say also thatv =

∑
w∈T bw · w with bw ∈ R+; by the minimality assumption onT , we must

actually havebw > 0 for everyw ∈ T . We deduce the identity :v =
∑

w∈T (bw − taw) · w for
everyt ∈ R; let t0 be the supremum of the set of positive real numberst such thatbw− taw ≥ 0
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for everyw ∈ T . In view of (3.3.5) we havet0 ∈ R+; moreoverbw− t0aw ≥ 0 for everyw ∈ T ,
andbw − t0aw = 0 for at least one vectorw, which contradicts the minimality ofT .

(ii): In view of (i), we are reduced to the case whereσ is generated by finitely many linearly
independent vectors, and for such cones the assertion is clear (details left to the reader). �

3.3.6. A faceof a convex coneσ is a subset of the formσ ∩ Ker u, for someu ∈ σ∨. The
dimension(resp.codimension) of a faceτ of σ is the dimension of theR-vector space〈τ〉 (resp.
of theR-vector space〈σ〉/〈τ〉). A facetof σ is a face of codimension one. Notice that ifσ is
a polyhedral cone, andτ is a face ofσ, then(V, τ) is also a convex polyhedral cone; indeed if
S ⊂ V is a generating set forσ, thenS ∩ τ is a generating set forτ .

Lemma 3.3.7.Let (V, σ) be a convex polyhedral cone. Then the faces of(V, σ) are the same as
the faces of the monoid(σ,+).

Proof. Clearly we may assume thatσ 6= {0}. Let F be a face of the polyhedral coneσ, and
pick u ∈ σ∨ such thatF = σ ∩Ker u. Thenσ \ F = {x ∈ σ | u(x) > 0}, and this is clearly an
ideal of the monoid(σ,+); henceF is a face of(σ,+).

Conversely, suppose thatF is a face of(σ,+). First, we wish to show thatF is a cone inV .
Indeed, letf ∈ F , andr > 0 any real number; we have to prove thatr · f ∈ F . To this aim, it
suffices to show that(r/N) · f ∈ F for some integerN > 0, so that, after replacingr by r/N
for N large enough, we may assume that0 < r < 1. In this case,(1− r) · f ∈ σ, and we have
f = r · f + (1− r) · f , so thatr · f ∈ F , sinceF is a face of(σ,+).

Next, denote byW ⊂ V theR-vector space spanned byF . Suppose first thatV = W , and
consider anym ∈ σ; thenm = f1 − f2 for somef1, f2 ∈ F , hencef1 = f2 +m. SinceF is a
face of(σ,+), this implies thatm lies inF , soF = σ in this case, especiallyF is a face of the
convex polyhedral coneσ.

So finally, we may assume thatW is a proper subspace ofV . In this case, letN := σ+(−F ).
We notice thatN 6= V . Indeed, ifm ∈ σ and−m ∈ N , we may write−m = m′ − f for some
m′ ∈ σ andf ∈ F ; hencef = m + m′, and thereforem ∈ F ; in other words,N avoids the
whole of−(σ \ F ), which is not empty forσ 6= {0}.

Thus,N is a proper convex cone ofV . Now, letu1, . . . , uk ∈ N∨ be a system of generators of
theR-subspace ofV ∨ spanned byN∨, and setu := u1+ · · ·+ uk. Suppose thatx ∈ σ ∩Ker u;
then−x ∈ Ker ui for everyi = 1, . . . , k, and therefore−x ∈ N∨∨ = N (lemma 3.3.2). Hence,
we may write−x = m − f for somem ∈ σ andf ∈ F , or equivalently,f = m + x, which
shows thatx ∈ F . Summarizing, we have proved thatF = σ ∩ Ker u, i.e. F is a face of the
convex coneσ. �

Proposition 3.3.8.Let (V, σ) be a convex polyhedral cone. The following holds :

(i) Any intersection of faces ofσ is still a face ofσ.
(ii) If τ is a face ofσ, andγ is a face of(V, τ), thenγ is a face ofσ.

(iii) Every proper face ofσ is the intersection of the facets that contain it.

Proof. (i): Say thatτi = σ ∩Ker ui, whereu1, . . . , un ∈ σ∨. Then
⋂n
i=1 τi = σ ∩Ker

∑n
i=1 ui.

(ii): Say thatτ = σ ∩ Keru andγ = τ ∩ Ker v, whereu ∈ σ∨ andv ∈ τ∨. Then, for large
r ∈ R+, the linear formv′ := v + ru is non-negative on any given finite generating set ofσ,
hence it lies inσ∨, andγ = σ ∩Ker v′.

(iii): To begin with, we prove the following :

Claim3.3.9. (i) Every proper face ofσ is contained in a facet.
(ii) Every face ofσ of codimension2 is the intersection of exactly two facets.

Proof of the claim.We may assume that〈σ〉 = V . Let τ be a face ofσ of codimension at least
two, and denote byσ be the image ofσ in the quotientV := V/〈τ〉; clearly (V , σ) is again a
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polyhedral cone. Moreover, chooseu ∈ σ∨ such thatτ = σ∩Ker u; the linear formu descends
to u ∈ σ∨, thereforeσ ∩Ker u = {0} is a face ofσ.

(ii): If τ has codimension two,V has dimension two. Suppose that the assertion is known for
(V , σ); then we find exactly two facetsγ1, γ2 of σ whose intersection is{0}. Their preimages
in V intersectσ in facetsγ1, γ2 that satisfyγ1 ∩ γ2 = τ . Hence, we may assume from start that
τ = {0} andV has dimension two, in which case the verification is easy, andshall be left to the
reader.

(i): Arguing by induction on the codimension, it suffices to show thatτ is contained in a
proper face spanning a larger subspace. To this aim, supposethat the claim is known forσ;
since{0} is a face ofσ of codimension at least two, it is contained in a proper faceγ; the
preimageγ of the latter intersectsσ in a proper face containingτ . Thus again, we are reduced
to the case whereτ = {0}. Picku0 ∈ σ∨ such thatσ ∩ Keru0 = {0}; choose also any other
u1 ∈ V ∨ such thatσ ∩ Keru1 6= {0}. SincedimR V

∨ ≥ 2, we may find a continuous map
f : [0, 1] → V ∨ \{0} with f(0) = u0 andf(1) = u1. Let P+(V ) be the topological space
of rays ofV (i.e. the topological quotientV \{0}/∼ by the equivalence relation such that
v ∼ v′ if and only if v andv′ generate the same ray), and define likewiseP+(V

∨); let also
Z ⊂ P := P+(V ) × P+(V

∨) be the incidence correspondence,i.e. the subset of all pairs
(v, u) such thatu(v) = 0, for any representativeu of the classu andv of the classv. Finally,
let P+(σ) ⊂ P+(V ) be the image ofσ\{0}. ThenZ (resp. P+(σ)) is a closed subset ofP
(resp. ofP+(V )), henceY := Z ∩ (P+(σ) × P+(V

∨)) is a closed subset ofP . Since the
projectionπ : P → P+(V

∨) is proper,π(Y ) is closed inP+(V
∨). Let f : [0, 1] → P+(V

∨)
be the composition off and the natural projectionV ∨\{0} → P+(V

∨); thenf−1(π(Y )) is a
closed subset of[0, 1], hence it admits a smallest element, saya (notice thata > 0). Moreover,
ua ∈ σ∨; indeed, otherwise we may findv ∈ σ\{0} such thatua(v) < 0, and sinceu0(v) > 0,
we would haveub(v) = 0 for someb ∈ (0, a). The latter means thatf(b) ∈ π(Y ), which
contradicts the definition ofa. Since by construction,σ ∩Kerua 6= {0}, the claim follows. ♦

Let τ be any face ofσ; to show that (iii) holds forτ , we argue by induction on the codimension
of τ . The case of codimension 2 is covered by claim 3.3.9(ii). Ifτ has codimension> 2, we
apply claim 3.3.9(i) to find a proper faceγ containingτ ; by induction,τ is the intersection of
facets ofγ, and each of these is the intersection of two facets inσ (again by claim 3.3.9(ii)),
whence the contention. �

3.3.10. Supposeσ spansV (i.e. 〈σ〉 = V ) and letτ be a facet ofσ; by definition there exists an
elementuτ ∈ σ∨ such thatτ = σ∩Ker uτ , and one sees easily that the rayRτ := R+ ·uτ ⊂ σ∨

is well-defined, independently of the choice ofuτ . Hence the half-space :

Hτ := {v ∈ V | uτ (v) ≥ 0}
depends only onτ . Recall that theinterior (resp. thetopological closure) of a subsetE ⊂ V is
the largest open subset (resp. the smallest closed subset) of V contained inE (resp. containing
E). Thetopological boundaryof E is the intersection of the topological closures ofE and of
its complementV \E.

Proposition 3.3.11.Let (V, σ) be a convex polyhedral cone, such thatσ spansV . We have:

(i) The topological boundary ofσ is the union of its facets.
(ii) If σ 6= V , thenσ =

⋂
τ⊂σHτ , whereτ ranges over the facets ofσ.

(iii) The raysRτ , whereτ ranges over the facets ofσ, generate the coneσ∨.

Proof. (i): Notice thatσ spansV if and only if the interior ofσ is not empty. A proper face
τ is the intersection ofσ with a hyperplaneKer u ⊂ V with u ∈ σ∨ \{0}; therefore, every
neighborhoodU ⊂ V of any pointv ∈ τ intersectsV \σ. This shows thatτ lies in the
topological boundary ofσ.
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Conversely, ifv is in the boundary ofσ, choose a sequence(vi | i ∈ N) of points ofV \σ,
converging to the pointv; by lemma 3.3.2, for everyi ∈ N there existsui ∈ σ∨ such that
ui(vi) < 0. Up to multiplication by scalars, we may assume that the vectorsui lie on some
sphere inV ∨ (choose any norm onV ∨); hence we may find a convergent subsequence, and we
may then assume that the sequence(ui | i ∈ N) converges to an elementu ∈ V ∨. Necessarily
u ∈ σ∨, thereforev lies on the faceσ ∩ Ker u, and the assertion follows from proposition
3.3.8(iii).

(ii): Suppose, by way of contradiction, thatv lies in every half-spaceHτ , butv /∈ σ. Choose
any pointv′ in the interior ofσ, and lett ∈ [0, 1] be the largest value such thatw := tv +
(1 − t)v′ ∈ σ. Clearlyw lies on the boundary ofσ, hence on some facetτ , by (i). Say that
τ = σ ∩Ker u; thenu(v′) > 0 andu(w) = 0, sou(v) < 0, a contradiction.

(iii): When σ = V , there is nothing to prove, hence we may assume thatσ 6= V . In this case,
suppose thatu ∈ σ∨, andu is not in the coneC generated by the raysRτ . Applying lemma
3.3.2 to the cone(V ∨, C), we deduce that there exists a vectorv ∈ V with v ∈ Hτ for all the
facetsτ of σ, andu(v) < 0, which contradicts (ii). �

Corollary 3.3.12. Let (V, σ) and(V, σ′) be two convex polyhedral cones. Then :

(i) (Farkas’ theorem)The dual(V ∨, σ∨) is also a convex polyhedral cone.
(ii) If τ is a face ofσ, thenτ ∗ := σ∨∩τ⊥ is a face ofσ∨ such that〈τ ∗〉 = 〈τ〉⊥. Especially:

(3.3.13) dimR〈τ〉+ dimR〈τ ∗〉 = dimR V.

The ruleτ 7→ τ ∗ is a bijection from the set of faces ofσ to those ofσ∨. The smallest
face ofσ is σ ∩ (−σ).

(iii) (V, σ ∩ σ′) is a convex polyhedral cone, and every face ofσ ∩ σ′ is of the formτ ∩ τ ′,
for some facesτ of σ andτ ′ of σ′.

Proof. (i): SetW := 〈σ〉 ⊂ V , and pick a basisu1, . . . , uk of W⊥; by proposition 3.3.11(iii),
the assertion holds for the dual(W∨, σ∨) of the cone(W,σ). However,W∨ ≃ V ∨/W⊥, hence
the dual cone(V ∨, σ∨) is generated by lifts of generators of(W∨, σ∨), together with the vectors
ui and−ui, for i = 1, . . . , k.

(ii): Notice first that the faces ofσ∨ are exactly the conesσ∨∩{u}⊥, for u ∈ σ = (σ∨)∨. For
a givenv ∈ σ, let τ be the smallest face ofσ such thatv ∈ τ ; this means thatτ∨ ∩ {v}⊥ = τ⊥

(where(V ∨, τ∨) is the dual of(V, τ)). Henceσ∨∩{v}⊥ = σ∨∩(τ∨∩{v}⊥) = τ ∗, so every face
of σ∨ has the asserted form. The ruleτ 7→ τ ∗ is clearly order-reversing, and from the obvious
inclusionτ ⊂ (τ ∗)∗ it follows thatτ ∗ = ((τ ∗)∗)∗, hence this map is a bijection. It follows from
this, that the smallest face ofσ is (σ∨)∗ = σ ∩ (σ∨)⊥ = (σ∨)⊥ = σ ∩ (−σ). In particular,
we see that(σ ∩ (−σ))∗ = σ∨, and furthermore, (3.3.13) holds forτ := σ ∩ (−σ). Identity
(3.3.13) for a general faceτ can be deduced by insertingτ in a maximal chain of faces ofσ,
and comparing with the dual chain of faces ofσ∨ (details left to the reader). Finally, it is clear
that〈τ〉 ⊂ 〈τ ∗〉⊥; since these spaces have the same dimension, we deduce that〈τ〉⊥ = 〈τ ∗〉.

(iii): Indeed, lemma 3.3.2 implies thatσ∨ + σ′∨ is the dual ofσ ∩ σ′, hence (i) implies
that σ ∩ σ′ is polyhedral. It also follows that every faceτ of σ ∩ σ′ is the intersection of
σ ∩ σ′ with the kernel of a linear formu + u′, for someu ∈ σ∨ andu′ ∈ σ′∨. Consequently,
τ = (σ ∩Ker u) ∩ (σ′ ∩Ker u′). �

Corollary 3.3.14. For a convex polyhedral cone(V, σ), the following conditions are equivalent:

(a) σ ∩ (−σ) = {0}.
(b) σ contains no non-zero linear subspaces.
(c) There existsu ∈ σ∨ such thatσ ∩Ker u = {0}.
(d) σ∨ spansV ∨.
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Proof. (a)⇔ (b) sinceσ ∩ (−σ) is the largest subspace contained inσ. Next, (a)⇔ (c) since
σ ∩ (−σ) is the smallest face ofσ. Finally, (a)⇔ (d) sincedimR〈σ ∩ (−σ)〉 + dimR〈σ∨〉 = n
(corollary 3.3.12(ii)). �

3.3.15. A convex polyhedral cone fulfilling the equivalent conditions of corollary 3.3.14 is
said to bestrongly convex. Suppose that(V, σ) is strongly convex; then proposition 3.3.11(iii)
says thatσ is generated by the raysRτ , whereτ ranges over the facets ofσ∨. The raysRτ are
uniquely determined byσ, and are called theextremal raysof σ. Moreover, theseRτ form the
unique minimal set of generating raysfor σ. Indeed, concerning the minimality : for each facet
τ of σ∨, pick vτ ∈ σ with R+ · vτ = Rτ ; suppose thatvτ0 =

∑
τ∈S tτ · vτ for some subsetS of

the set of facets ofσ∨, and appropriatetτ > 0, for everyτ ∈ S. It follows easily thatu(vτ ) = 0
for everyu ∈ τ0, and everyτ ∈ S. But by definition ofRτ , this implies thatS = {τ0}, which
is the claim. Concerning uniqueness : suppose thatΣ is another system of generating rays;
especially, for any facetτ ⊂ σ∨, the rayRτ is in the convex cone generated byΣ; it follows
easily that there existsρ ∈ Σ such thatu(ρ) = 0 for everyu ∈ τ , in which caseρ = Rτ . This
shows thatΣ must contain all the extremal rays.

Example 3.3.16.(i) Suppose thatdimR V = 2, and(V, σ) is a strongly convex polyhedral
cone, and assume thatσ generatesV . Then the only face of codimension two ofσ is {0}, so
it follows easily from claim 3.3.9(ii) thatσ admits exactly two facets, and these are also the
extremal rays ofσ, especiallyσ is simplicial. Of course, these assertions are rather obvious; in
dimension> 2, the general situation is much more complicated.

(ii) Let (V, σ) be a convex polyhedral cone, and suppose thatσ spansV . Let τ be a face
of σ. Notice that(σ,+)gp = (V,+), and (τ,+) is a face of the monoid(σ,+), by lemma
3.3.7. Hence we may view the localizationτ−1σ naturally as a submonoid of(V,+), and it
is easily seen thatτ−1σ is a convex cone. By proposition 3.3.11(iii), the polyhedral coneσ∨

is generated by its extremal raysRl1, . . . ,Rln, and by proposition 3.3.8(iii), we may assume
that τ = σ ∩ Ker (l1 + · · · + lk) for somek ≤ n. Clearly li(v) ≥ 0 for everyv ∈ τ−1σ and
every i ≤ k. Conversely, ifl ∈ (τ−1σ)∨, we must haveτ ⊂ Ker l and l ∈ σ∨; if we write
l =

∑n
i=1 aili for someai ≥ 0, it follows easily thatai = 0 for everyi > k. On the other

hand, suppose thatv ∈ V satisfies the inequalitiesli(v) ≥ 0 for i = 1, . . . , k; then, for every
i = k + 1, . . . , n we may findui ∈ τ such thatli(v + ui) ≥ 0, hencev + uk+1 + · · ·+ un ∈ σ,
and thereforev ∈ τ−1σ. This shows thatτ−1σ is a closed convex cone, and its dual(τ−1σ)∨ is
the convex cone generated byl1, . . . , lk; especially, it is a convex polyhedral cone, and then the
same holds forτ−1σ, by virtue of lemma 3.3.2 and corollary 3.3.12(i).

(iii) In the situation of (ii), letv ∈ τ be any element that lies in therelative interiorof τ , i.e.
in the complement of the union of the facets ofτ . Denote bySv ⊂ τ the submonoid generated
by v. Then we claim that

τ−1σ = S−1
v σ.

Indeed, lets ∈ σ andt ∈ τ be any two element; in view of proposition 3.3.11(i), it is easily seen
that there exists an integerN > 0 such thatv −N−1t ∈ τ , hencet′ := Nv − t ∈ τ . Therefore
s− t = (s+ t′)−Nv ∈ S−1σ, and the assertion follows.

Lemma 3.3.17.Let f : V → W be a linear map of finite dimensionalR-vector spaces,(V, σ)
a convex polyhedral cone. The following holds :

(i) (W, f(σ)) is a convex polyhedral cone.
(ii) Suppose moreover, thatσ ∩ Ker f does not contain non-zero linear subspaces ofV .

Then, for every faceτ of f(σ) there exists a faceτ ′ of σ such thatf(τ ′) ⊂ τ , andf
restricts to an isomorphism :〈τ ′〉 ∼→ 〈τ〉.

Proof. (i) is obvious. To show (ii) we argue by induction onn := dimR Ker f . The assertion is
obvious whenn = 0, hence suppose thatn > 0 and that the claim is already known whenever
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Ker f has dimension< n. Let τ be a face off(σ); thenf−1τ is a face off−1f(σ), hence
σ ∩ f−1τ is a face ofσ = σ ∩ f−1f(σ). In view of proposition 3.3.8(ii), we may then replace
σ by σ ∩ f−1τ , and therefore assume from start thatτ = f(σ). We may as well assume that
V = 〈σ〉 andW = 〈τ〉. The assumption onσ implies especially thatσ 6= V , henceσ is the
intersection of the half-spacesHγ corresponding to its facetsγ (proposition 3.3.11(ii)). For each
facetγ of σ, let uγ be a chosen generator of the rayRγ (notation of (3.3.10)). Sinceσ ∩ Ker f
does not contain non-zero linear subspaces, we may find a facet γ such thatV ′ := Ker uγ does
not containKer f . Then, the inductive assumption applies to the restrictionf|V ′ : V ′ → W
and the convex polyhedral coneσ ∩ V ′, and yields a faceτ ′ of the latter, such thatf induces
an isomorphism〈τ ′〉 ∼→ 〈f(σ ∩ V ′)〉. Finally, 〈f(σ ∩ V ′)〉 = W , sinceV ′ does not contain
Ker f . �

Lemma 3.3.18.Let f : V → W be a linear map of finite dimensionalR-vector spaces,f∨ :
W∨ → V ∨ the transpose off , and(W,σ) a convex polyhedral cone. Then :

(i) (V, f−1σ) is a convex polyhedral cone and(f−1σ)∨ = f∨(σ∨).
(ii) For every faceδ of f−1σ, there exists a faceτ of σ such thatδ = f−1τ . If furthermore,
〈σ〉+f(V ) = W , we may find such aτ so that additionally,f induces an isomorphism:

V/〈δ〉 ∼→ W/〈τ〉.

(iii) Conversely, for every faceτ of σ, the conef−1τ is a face off−1σ, and(f−1τ)∗ is the
smallest face of(f−1σ)∨ containingf∨(τ ∗) (notation of corollary3.3.12(ii)).

Proof. (i): By corollary 3.3.12(i),(W∨, σ∨) is a convex polyhedral cone, hence we may find
u1, . . . , us ∈ σ∨ such thatσ =

⋂s
i=1 u

−1
i (R+). Thereforef−1σ =

⋂s
i=1(ui ◦ f)−1(R+). Let

γ ⊂ V ∨ be the cone generated by the set{u1◦f, . . . , us◦f}; thenf−1σ = γ∨, and the assertion
results from lemma 3.3.2 and a second application of (i).

(iii): For everyu ∈ σ∨, we have :f−1(σ ∩ Keru) = (f−1σ) ∩ Keru ◦ f . Since we already
know that(f−1σ)∨ = f∨(σ∨), we see that the faces off−1σ are exactly the subsets of the form
f−1τ , whereτ ranges over the faces ofσ. Next, for any suchτ , the setf∨(τ ∗) consists of all
u ∈ V ∨ of the formu = w ◦ f for somew ∈ σ∨ such thatw(τ) = 0. From this description it
is clear thatf∨(τ ∗) ⊂ (f−1τ)∗. To show that(f−1τ)∗ is the smallest face containingf∨(τ ∗), it
then suffices to prove thatf∨(τ ∗)⊥ ∩ f−1σ ⊂ f−1τ . However, letv ∈ f∨(τ ∗)⊥ ∩ f−1σ; then
w ◦ f(v) = 0 for everyw ∈ τ ∗, i.e. f(v) ∈ (τ ∗)∗ = τ , whence the contention.

(ii): The first assertion has already been shown; hence, suppose that〈σ〉 + f(V ) = W . We
deduce thatσ∨∩Ker f∨ does not contain non-zero linear subspaces ofW∨; indeed, ifu ∈ W∨,
and bothu and−u lie in σ∨, thenu vanishes on〈σ〉, and ifu ∈ Ker f∨, thenu vanishes as well
on f(V ), henceu = 0. We may then apply lemma 3.3.17(ii) to find a faceγ of σ∨ such that
f∨(γ) ⊂ δ∗ andf∨ restricts to an isomorphism :〈γ〉 ∼→ 〈δ∗〉. Especially,δ∗ is the smallest face
of (f−1σ)∨ containingf∨(γ), henceδ∗ = (f−1γ∗)∗ by (iii), i.e. δ = f−1γ∗. We also deduce
thatf induces an isomorphism :V/〈δ∗〉⊥ ∼→W/〈γ〉⊥. Since〈δ∗〉⊥ = 〈δ〉 and〈γ〉⊥ = 〈γ∗〉, the
second assertion holds withτ := γ∗. �

Lemma 3.3.19.Let (V, σ) and(V ′, σ′) be two convex polyhedral cones. Then :

(i) (V ⊕ V ′, σ × σ′) is a convex polyhedral cone.
(ii) Every face ofσ × σ′ is of the formτ × τ ′, for some facesτ of σ andτ ′ of σ′.

Proof. Indeed,σ × σ′ = (p−1
1 σ) ∩ (p−1

2 σ′), wherep1 and p2 are the natural projections of
V ⊕ V ′ onto V andV ′. Hence, assertions (i) and (ii) follow from corollary 3.3.12(iii) and
lemma 3.3.18(i). �
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3.3.20. Let(L,+) be a free abelian group of finite rank,σ ⊂ LR := L ⊗Z R a convex
polyhedral cone. We say thatσ is L-rational (or briefly : rational, when there is no danger of
ambiguity) if it admits a generating set consisting of elements ofL. Then it is clear that every
face of a rational convex polyhedral cone is again rational (see (3.3.6)). On the other hand, let

(M,+) ⊂ (L,+)

be a submonoid ofL; we shall denote by(LR,MR) the convex cone generated byM (i.e. the
smallest convex cone inLR containing the image ofM). If M is fine,MR is a convex polyhedral
cone. Later we shall also find useful to consider the subset :

MQ := {m⊗ q |m ∈M, q ∈ Q+} ⊂ LQ := L⊗Z Q

which is a submonoid ofLQ.

Proposition 3.3.21.Let (L,+) be a free abelian group of finite rank, with dual

L∨ := HomZ(L,Z).

Let also(LR, σ) and(LR, σ
′) be twoL-rational convex polyhedral cones. We have :

(i) The dual(L∨
R, σ

∨) is anL∨-rational convex polyhedral cone.
(ii) (LR, σ ∩ σ′) is also anL-rational convex polyhedral cone.

(iii) Let g : L′ → L (resp. h : L → L′) be a map of free abelian groups of finite rank,
and denote bygR : L′

R → LR (resp.hR : LR → L′
R) the inducedR-linear map. Then,

(L′
R, g

−1
R σ) and(L′

R, hR(σ)) areL′-rational.
(iv) LetL′ be another free abelian group of finite rank, and(L′

R, σ
′) anL′-rational convex

polyhedral cone. Then(LR ⊕ L′
R, σ × σ′) isL⊕ L′-rational.

Proof. (i) and (ii) follow easily, by inspecting the proof of corollary 3.3.12(i),(iii) : the details
shall be left to the reader.

(iii): The assertion concerninghR(σ) is obvious. To show the assertion forg−1
R σ, one ar-

gues as in the proof of lemma 3.3.18(i) : by (i), we may findu1, . . . , us ∈ L∨ such that
σ =

⋂s
i=1 u

−1
i,R(R+). Thereforeg−1

R σ =
⋂s
i=1(ui ◦ g)−1

R (R+). Let γ ⊂ V ∨ be the cone gen-
erated by the set{(u1 ◦ g)R, . . . , (us ◦ g)R}; theng−1

R σ = γ∨, and the assertion results from
lemma 3.3.2 and a second application of (i).

Lastly, arguing as in the proof of lemma 3.3.19(i), one derives (iii) from (ii) and (iii). �

Parts (i) and (iii) of the following proposition provide thebridge connecting convex polyhe-
dral cones to fine monoids.

Proposition 3.3.22.Let (L,+) be a free abelian group of finite rank,(LR, σ) an L-rational
convex polyhedral cone, and setσL := L ∩ σ. Then :

(i) (Gordan’s lemma)σL is a fine and saturated submonoid ofL, andL ∩ 〈σ〉 = σgp
L .

(ii) For everyv ∈ LR, the subsetL ∩ (σ − v) is a finitely generatedσL-module.
(iii) For any submonoidM ⊂ L, we have :MQ =MR ∩ LQ andM sat =MR ∩ L.

Proof. (Hereσ − v ⊂ LR denotes the translate ofσ by the vector−v, i.e. the subset of all
w ∈ LR such thatw + v ∈ σ.) Choosev1, . . . , vs ∈ L that generateσ, and set

Cε :=

{
s∑

i=1

tivi | ti ∈ [0, ε] for i = 1, . . . , s

}
for everyε > 0.

(i): ClearlyL ∩ σ is saturated. SinceC1 is compact andL is discrete,C1 ∩ L is a finite set.
We claim thatC1 ∩ L generates the monoidσL. Indeed, ifv ∈ σL, write v =

∑s
i=1 rivi, with

ri ≥ 0 for everyi = 1, . . . , s; henceri = mi+ ti for somemi ∈ N andti ∈ [0, 1[, and therefore
v = v′ +

∑s
i=1mivi, wherev′, v1, . . . , vs ∈ C1 ∩ L. Next, it is clear thatσgp

L ⊂ L ∩ 〈σ〉; for
the converse, say thatw ∈ L ∩ 〈σ〉, and writew = w1 − w2, for somew1, w2 ∈ σ. Then
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w1 =
∑s

i=1 tivi for someti ≥ 0; we pick t′i ∈ N such thatt′i ≥ ti for everyi ≤ s, and we set
w′
i :=

∑s
i=1 t

′
ivi. It follows thatw = w′

1 − w′
2, wherew′

2 := w2 + (w′
1 − w1)), and notice that

w′
1 ∈ σL andw′

2 ∈ σ; then we must havew′
2 ∈ σL as well, and thereforew ∈ σgp

L .
(ii) is similar : from the compactness ofC1 one sees thatL ∩ (C1 − v) is a finite set; on

the other hand, arguing as in the proof of (i), one checks easily that the latter set generates the
σL-moduleL ∩ (σ − v).

(iii): Let x ∈MR ∩ LQ; then we may write

(3.3.23) x =
n∑

i=1

ri ⊗mi wheremi ∈M , ri > 0 for everyi ≤ n.

Claim 3.3.24. In the situation of proposition 3.3.22(iii), letx ∈ MR ∩ LQ, and writex as in
(3.3.23). Then, for everyε > 0 there existq1, . . . , qn ∈ Q+ with |ri − qi| < ε for every
i = 1, . . . , n, and such thatx =

∑n
i=1 qi ⊗mi.

Proof of the claim.Up to a reordering, we may assume thatm1, . . . , mk form a basis of the
Q-vector space generated bym1, . . . , mn, thereforemk+i =

∑k
j=1 qijmj for a matrix

A := (qij | i = 1, . . . , n− k; j = 1, . . . , k)

with entries inQ. Let r := (r1, . . . , rk) andr′ := (rk+1, . . . , rn); sincex ∈ LQ, we deduce that
b := r+ r′ ·A ∈ Q⊕k. Moreover, ifs := (s1, . . . , sk) ∈ Q⊕k ands′ := (sk+1, . . . , sn) ∈ Q⊕n−k

satisfy the identityb = s+ s′ ·A, then
∑n

i=1 si ⊗mi = x. If we chooses′ very close tor′, then
s shall be very close tor; especially, we can achieve that boths ands′ are vectors with positive
coordinates. ♦

Claim 3.3.24 shows thatx ∈MQ, whence the first stated identity; for the second identity, we
are reduced to showing thatM sat =MQ ∩ L, which is immediate. �

For various algebraic and geometric applications of the theory of polyhedral cones, one is led
to study subdivisions of a given cone, in the sense of the following definition 3.3.25. Later we
shall see a more abstract notion of subdivision, in the context of general fans, which however
finds its roots and motivation in the intuitive manipulations of polyhedra that we formalize
hereafter.

Definition 3.3.25. Let V be a finite dimensionalR-vector space.

(i) A fan in V is a finite set∆ consisting of convex polyhedral cones ofV , such that :
• for everyσ ∈ ∆, and every faceτ of σ, alsoτ ∈ ∆;
• for everyσ, τ ∈ ∆, the intersectionσ ∩ τ is also an element of∆, and is a face of

bothσ andτ .
(ii) We say that∆ is asimplicial fanif all the elements of∆ are simplicial cones.

(iii) Suppose thatV = L ⊗Z R for some free abelian groupL; then we say that∆ is
L-rational if the same holds for everyτ ∈ ∆.

(iv) A refinementof the fan∆ is a fan∆′ in V with
⋃
σ∈∆ σ =

⋃
τ∈∆′ τ , and such that every

τ ∈ ∆ is the union of theγ ∈ ∆′ contained inτ .
(v) A subdivisionof a convex polyhedral cone(V, σ) is a refinement of the fan∆σ consist-

ing of σ and its faces.

Lemma 3.3.26.Let (V, σ) be any convex polyhedral cone,∆ a subdivision of(V, σ). We let

∆s := {τ ∈ ∆ | 〈τ〉 = 〈σ〉}.
Then

⋃
τ∈∆s τ = σ.

Proof. Let τ0 ∈ ∆ be any element. Thenσ′ :=
⋃
τ 6=τ0

τ is a closed subset ofσ. If 〈τ0〉 6= 〈σ〉,
thenσ \ τ0 is a dense open subset ofσ contained inσ′; it follows that σ′ = σ in this case.
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Especially,τ0 =
⋃
τ 6=τ0

(τ ∩ τ0); since eachτ ∩ τ0 is a face ofτ0, we see that there must exist
τ 6= τ0 such thatτ0 is a face ofτ . The lemma follows immediately. �

Example 3.3.27.(i) Certain useful subdivisions of a polyhedral coneσ are produced by means
of auxiliary real-valued functions defined onσ. Namely, let us say that a continuous function
f : σ → R is a roof, if the following holds. There exist finitely manyR-linear formsl1, . . . , ln
on V , such thatf(v) = min(l1(v), . . . , ln(v)) for everyv ∈ σ. The concept of roof shall be
reintroduced in section 3.6, in a more abstract and general guise; however, in order to grasp the
latter, it is useful to keep in mind its more concrete polyhedral incarnation. We attach tof a
subdivision ofσ, as follows. For everyi, j = 1, . . . , n definelij := li − lj , and letτi ⊂ V ∨ be
the polyhedral coneσ∨ + Rli1 + · · ·+ Rlin. From the identitylik = lij + ljk we easily deduce
that τ∨i ∩ τ∨j is a face of bothτ∨i andτ∨j , for everyi, j = 1, . . . , n. Denote byΘ the smallest
subdivision ofσ containing all theτ∨i ; it is easily seen that

σ =

n⋃

i=1

τ∨i

and the restriction off to eachτ∨i agrees withli.
(ii) Conversely, letf : σ → R a continuous function; suppose there exists a subdivisionΘ

of σ, and a system(lτ | τ ∈ Θ) of R-linear forms onV such that

• f(v) = lτ (v) for everyτ ∈ Θ and everyv ∈ τ .
• f(u+ v) ≥ f(u) + f(v) for everyu, v ∈ σ.

Then we claim thatf is a roof onσ. Indeed, letΘs ⊂ Θ be the subset of allτ that span〈σ〉.
Notice fist that the system(lτ | τ ∈ Θs) already determinesf uniquely, by virtue of lemma
3.3.26. Next, letτ, τ ′ ∈ Θs be any two elements, and pick an elementv of the interior ofτ . For
anyu ∈ τ ′ and anyε > 0 we have, by assumption :f(v + εu) ≥ f(v) + f(εu). If ε is small
enough, we have as wellv + εu ∈ τ , in which case the foregoing inequality can be written as :

lτ (v) + ε · lτ (u) = lτ (v + εu) ≥ lτ (v) + ε · lτ ′(u)
whencelτ (u) ≥ lτ ′(u) = f(u) and the assertion follows.

Proposition 3.3.28.Let f : V → W be a linear map of finite dimensionalR-vector spaces,
(V, σ) a convex polyhedral cone, andh : σ → f(σ) the restriction off . Then :

(i) There exists a subdivision∆ of (W, f(σ)) such that :

h−1(a+ b) = h−1(a) + h−1(b) for everyτ ∈ ∆ and everya, b ∈ τ .
(ii) Suppose moreover thatV = L ⊗Z R, W = L′ ⊗Z R and f = g ⊗Z 1R for a map

g : L → L′ of free abelian groups. Ifσ is L-rational, then we may find anL-rational
subdivision∆ such that(i) holds.

Proof. Let V0 be the largest linear subspace contained inσ ∩ Ker f . Notice that, under the
assumptions of (ii), we have :V0 = R ⊗Z Ker g. One verifies easily that the proposition
holds for the given mapf and the cone(V, σ), if and only if it holds for the induced map
f : V/V0 → W/f(V0) and the cone(V/V0, σ) (whereσ is the image ofσ in V/V0). Hence, we
may replacef by f , and assume from start thatσ∩Ker f contains no non-zero linear subspaces.
Moreover, we may assume thatσ spansV andf(σ) spansW .

(i): Let S be the set of facesτ of σ such thatf restricts to an isomorphism〈τ〉 ∼→W .

Claim 3.3.29. Let λ ⊂ f(σ) be any ray. Then :

(i) λ′ := h−1λ is a strongly convex polyhedral cone. Especially,λ′ is generated by its
extremal rays (see (3.3.15)).
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(ii) For every extremal rayρ of λ′ with ρ * Ker f , there existsτ ∈ S such thatρ =
τ ∩ f−1(λ).

Proof of the claim.λ′ is a convex polyhedral cone by lemma 3.3.18(i) and corollary3.3.12(iii).
To see thatλ′ is strongly convex, notice that any subspaceL ⊂ f−1(λ) lies already inKer f ,
and ifL ⊂ σ, we must haveL = {0} by assumption. Letρ be an extremal ray ofλ′ which is not
contained inKer f ; notice thatλ′ is the intersection of the polyhedral conesλ1 := h−1〈λ〉 and
λ2 := f−1λ, hence we can find facesδi of λi (i = 1, 2) such thatρ = δ1∩δ2 (corollary 3.3.12(iii)
and lemma 3.3.18(i)). However, the only proper face ofλ2 is Ker f (lemma 3.3.18(ii)), hence
δ2 = λ2. Likewise,f−1〈λ〉 has no proper faces, henceδ1 = γ ∩ f−1〈λ〉 for some faceγ of σ
(again by corollary 3.3.12(iii)). Sinceλ2 is a half-space inf−1〈λ〉, we deduce easily that either
δ1 = ρ or δ1 = 〈ρ〉. Especially,dimR(f

−1〈λ〉)/〈δ1〉 = dimR Ker f . We may then apply lemma
3.3.18(ii) to the imbeddingf−1〈λ〉 ⊂ V , to find a faceτ of σ such that :

τ ∩ f−1〈λ〉 = δ1 〈τ〉 ∩ f−1〈λ〉 = 〈ρ〉 dimR V/〈τ〉 = dimRKer f.

It follows that〈τ〉 ∩Ker f = {0}, and thereforeτ ∈ S, as required. ♦

We construct as follows a subdivision of(W, f(σ)). For everyτ ∈ S, let F (τ) be the set
consisting of the facets of the polyhedral conef(τ); set alsoF :=

⋃
τ∈S F (τ). Notice that, for

everyγ ∈ F , the subspace〈γ〉 is a hyperplane ofW ; we let :

U := f(σ)\
⋃

γ∈F

〈γ〉.

ThenU is an open subset off(σ), and the topological closureC of every connected component
C of U is a convex polyhedral cone. Moreover, ifC andD are any two such connected compo-
nents, the intersectionC ∩ D is a face of bothC andD. We let∆ be the subdivision off(σ)
consisting of the conesC – whereC ranges over all the connected components ofU – together
with all their faces.

Claim3.3.30. For everyδ ∈ ∆ and everyτ ∈ S, the intersectionδ ∩ f(τ) is a face ofδ.

Proof of the claim.Due to proposition 3.3.8(iii), we may assume thatδ is the topological closure
of a connected componentC of U . We may also assume thatf(τ) 6= W , otherwise there is
nothing to prove; in that case, we havef(τ) =

⋂
γ∈F (τ)Hγ , where, for eachγ ∈ F (τ), the

half-spaceHγ is the unique one that contains bothf(τ) andγ (proposition 3.3.11(ii)). It then
suffices to show thatδ ∩ Hγ is a face ofδ for each suchHγ . We may assume thatδ * Hγ.
SinceC is connected andC ⊂ W \〈γ〉, it follows thatδ ⊂ −Hγ, the topological closure of the
complement ofHγ. Hence(−Hγ)

∨ ⊂ δ∨ (where(−Hγ)
∨ is the dual of the polyhedral cone

(W,−Hγ)), and thereforeδ ∩Hγ = δ ∩Hγ ∩ (−Hγ) = δ ∩ 〈γ〉 is indeed a face ofδ. ♦

Next, for everyw ∈ f(σ), let I(w) := {τ ∈ S | w ∈ f(τ)}.

Claim3.3.31. Let δ ∈ ∆, andw1, w2 ∈ δ. ThenI(w1 + w2) ⊂ I(w1) ∩ I(w2).

Proof of the claim.Suppose first thatw1+w2 is contained in a faceδ′ of δ; say thatδ′ = δ∩Ker u,
for someu ∈ δ∨. This means thatu(w1 +w2) = 0, henceu(w1) = u(w2) = 0, i.e.w1, w2 ∈ δ′.
Hence, we may replaceδ by δ′, and assume thatδ is the smallest element of∆ containing
w1+w2. Thus, suppose thatτ ∈ I(w1+w2); thereforew1+w2 ∈ f(τ)∩ δ. From claim 3.3.30
we deduce thatδ ⊂ f(τ), henceτ ∈ I(w1) ∩ I(w2), as claimed. ♦

Finally, we are ready to prove assertion (i). Hence, leta, b ∈ f(σ) be any two vectors that lie
in the same element of∆. Clearly :

h−1(a) + h−1(b) ⊂ h−1(a + b)
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hence it suffices to show the converse inclusion. However, directly from claim 3.3.29(ii) we
derive the identity :

h−1(R+ · w) = (σ ∩Ker f) +
∑

τ∈I(w)

(τ ∩ f−1(R+ · w)) for everyw ∈ f(σ).

Taking into account claim 3.3.31, we are then reduced to showing that :

τ ∩ f−1(R+ · (a+ b)) ⊂ (τ ∩ f−1(R+ · a)) + (τ ∩ f−1(R+ · b)) for everyτ ∈ I(a+ b).

The latter assertion is obvious, sincef restricts to an isomorphism〈τ〉 ∼→W .
(ii): By inspecting the construction, one verifies easily that the subdivision∆ thus exhibited

shall beL-rational, wheneverσ is. �

3.3.32. Later we shall also be interested in rational variants of the identities of proposition
3.3.28(i). Namely, consider the following situation. Letg : L → L′ be a map of free abelian
groups of finite rank,gR : LR → L′

R the inducedR-linear map, and(LR, σ) anL-rational convex
polyhedral cone; setτ := gR(σ), and denote byhR : σ → τ (resp.hQ : σ ∩ LQ → τ ∩ L′

Q) the
restriction ofgR. We point out, for later reference, the following observation :

Lemma 3.3.33.In the situation of(3.3.32), suppose that :

h−1
R (x1) + h−1

R (x2) = h−1
R (x1 + x2) for everyx1, x2 ∈ τ

(where the sum is taken in the monoid(P(σ),+)). Then we have as well :

h−1
Q (x1) + h−1

Q (x2) = h−1
Q (x1 + x2) for everyx1, x2 ∈ τ ∩ L′

Q.

Proof. Let x1, x2 ∈ τ ∩ L′
Q be any two elements, andv ∈ h−1

Q (x1 + x2), so we may write
v = v1 + v2 for somevi ∈ h−1

R (xi) (i = 1, 2). Let alsou1, . . . , uk be a finite system of
generators forσ∨, and set

Ji := {j ≤ k | uj(vi) = 0} Ei := g−1
R (xi) ∩

⋂

j∈Ji

Ker uj (i = 1, 2).

ClearlyLQ ∩ Ei is a dense subset ofEi for i = 1, 2, hence, in any neighborhood of(x1, x2) in
L⊕2
R we may find a solution(y1, y2) ∈ L⊕2

Q for the system of equations

gR(yi) = xi uj(yi) = 0 for i = 1, 2 and everyj ∈ Ji.
Sinceuj(xi) > 0 for everyj /∈ Ji, we will also haveuj(yi) > 0 for everyj /∈ Ji, providedyi is
sufficiently close toxi. The lemma follows. �

3.3.34. We conclude this section with some considerations that shall be useful later, in our
discussion of normalized lengths for model algebras (see (9.3.41)). Keep the notation of propo-
sition 3.3.22, and for every subsetU ⊂ LR, let

SL,σ(U) := {L ∩ (σ − v) | v ∈ U} and set SL,σ := SL,σ(LR).

There is a naturalL-module structure onSL,σ; namely, notice that

(L ∩ (σ − v)) + l = L ∩ (σ − (v − l)) for everyv ∈ LR andl ∈ L
hence the ruleτl : S 7→ S+ l defines a bijection ofSL,σ onto itself, for everyl ∈ L, and clearly
τl ◦ τl′ = τl+l′ for everyl, l′ ∈ L. Also, for everyS ∈ SL,σ define

Ω(σ, S) := {v ∈ LR | L ∩ (σ − v) = S}
and denote byΩ(σ, S) the topological closure ofΩ(σ, S) in LR. For givenu ∈ L∨

R andr ∈ R,
setHu,r := {v ∈ LR | u(v) ≥ r}. We shall say that a subset ofLR is Q-linearly constructible,
if it lies in the boolean subalgebra ofP(LR) generated by the subsetsHu⊗Q1R,r, for u ranging
over all theQ-linear formsLQ → Q, andr ranging over all rational numbers.
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Proposition 3.3.35.With the notation of(3.3.34), the following holds :

(i) SL,σ(U) is a finite set, for every bounded subsetU ⊂ LR.
(ii) SL,σ is a finitely generatedL-module.

(iii) For every non-emptyS ∈ SL,σ, the subsetΩ(σ, S) isQ-linearly constructible.
(iv) Suppose moreover, thatσ spansLR. Then, for everyS ∈ SL,σ, the subsetΩ(σ, S) is

contained in the topological closure of its interior (see(3.3.10)).
(v) For everyS ∈ SL,σ, and everyv ∈ Ω(σ, S), we haveS ⊂ L ∩ (σ − v).

Proof. (i): DefineCε as in the proof of proposition 3.3.22; sinceU is bounded, it is contained
in the union of finitely many subsets ofLR of the formC1 + l, for l ranging over a finite subset
of L. On the other hand,τl induces a bijection

SL,σ(C1)
∼→ LL,σ(C1 − l) for everyl ∈ L.

Hence, it suffices to check the assertion forU = C1. However, the proof of proposition
3.3.22(ii) shows thatL ∩ (σ − v) is generated byL ∩ (C1 − v); if v ∈ C1, the latter subset
is contained inC ′ := C1∪ (−C1), which is a compact subset ofLR. ThereforeL∩C ′ is a finite
set, and the claim follows.

(ii): We have already observed that theL-moduleSL,σ is generated bySL,σ(C1), and this is
a finite set, by (i).

(iii): Fix a minimal systemS1, . . . , Sn of generators of theL-moduleSL,σ (i.e. theSi are
chosen representatives for the orbits of theL-action onSL,σ). After replacingSi by some
translatesSi + l (for an appropriatel ∈ L) we may also assume that eitherSi = ∅, or else
0 ∈ Si, and notice that this implies :

(3.3.36) Si ⊂ 〈σ〉 ∩ L = σgp
L for everyi = 1, . . . , n

(proposition 3.3.22(i)). Set

Aij := {l ∈ L | Si ⊂ Sj − a} for everyi, j ≤ n

and notice thatAij is aσL-module, for everyi, j ≤ n.

Claim3.3.37. If Si, Sj 6= ∅, theσL-moduleAij is finitely generated.

Proof of the claim. Fix l ∈ L such thatσL + l ⊂ Si. Next, say thatx1, . . . , xt is a finite
system of generators for theσL-moduleSj (proposition 3.3.22(ii)); by virtue of (3.3.36), for
everys = 1, . . . , t, we may writexs = as−bs for certainas, bs ∈ σL. Setl′ := b1+ · · ·+bt, and
notice thatSj ⊂ σL − l′. Now, if Si ⊂ Sj − a, we deduce thatσL + l ⊂ σL − a− l′, especially
l ∈ σL − a− l′, i.e. a ∈ σL − (l + l′). This shows thatAij is isomorphic to an ideal ofσL, and
then the claim follows from proposition 3.1.9(ii). ♦

Now, let i, j ≤ n such thatSi, Sj 6= ∅. Suppose first thati 6= j, and letA′
ij ⊂ Aij be any

finite generating system for theσL-moduleAij . From the construction, it is clear that every
element ofLSj that containsSi, must containSj − l, for somel ∈ A′

ij . To deal with the case
wherei = j, we remark, more generally :

Claim3.3.38. LetP be any fine and saturated monoid,M ⊂ P gp a non-empty finitely generated
P -submodule, anda ∈ P gp an element such thataM ⊂M . Thena ∈ P .

Proof of the claim.Pick anym ∈ M , and denote byM ′ ⊂ M the submodule generated by
(akm | k ∈ N). According to proposition 3.1.9(i), there existsN ≥ 0 such thatM ′ is generated
by the finite system(akm | k = 0, . . . , N). Especially,aN+1m ∈M ′, and therefore there exists
x ∈ P andi ≤ N such thataN+1m = aimx in M ; it follows thataN+1−i ∈ P , and finally
a ∈ P , sinceP is saturated. ♦

From (3.3.36) we see thatAii ⊂ σgp
L , if Si 6= ∅; combining with claim 3.3.38, we deduce

thatAii = σL. Moreover, notice as well that ifSi = Si − a for somea ∈ σgp
L , then botha
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and−a ∈ Aii, so thata ∈ σ×
L . Thus, letA′

ii be any set of representatives ofmσ \m2
σ, where

mσ denotes the maximal ideal ofσ♯L. If a ∈ L, andSi − a contains strictlySi, thena is a
non-invertible element ofσL, and taking into account corollary 3.1.10, we see thatA′

ii is finite,
and there existsl ∈ A′

ii such thatSi − l ⊂ Si − a. Next, for everyi ≤ n such thatSi 6= ∅, set

S i :=
⋃

j

{Sj + l | l ∈ A′
ij}

wherej ≤ n runs over the indices such thatSj 6= ∅. Summing up, we conclude thatS i is
a finite set for everyi ≤ n with Si 6= ∅, and if an element ofSL,σ contains strictlySi, then
it contains some element ofS i. Lastly, in order to prove assertion (iii), we may assume that
S = Si for somei ≤ n, and notice that :

(3.3.39) Ω(σ, Si) = {v ∈ LR | S ⊂ σ − v} \
⋃

S′∈S i

{v ∈ LR | S ′ ⊂ σ − v}.

SinceS is finitely generated (proposition 3.3.22(ii)), we reduce to showing that, for everya ∈ L,
the subsetΩ(σ, a) := {v ∈ LR | a ∈ σ − v} is Q-linearly constructible, which follows easily
from proposition 3.3.21(i) and lemma 3.3.2.

(iv): We remark :

Claim3.3.40. LetCε be as in the proof of proposition 3.3.22; For everya ∈ Ω(σ, S) there exists
ε > 0 such thata+ Cε ⊂ Ω(σ, S).

Proof of the claim.Sinceσ is closed inLR, for everya ∈ LR and everyb ∈ LR \ Ω(σ, a) there
existsε > 0 such that(b+ Cε) ∩ Ω(σ, a) = ∅. Taking into account (3.3.39), the claim follows
easily. ♦

If σ spanLR, the subsetCε has non-empty interiorUε, for everyε > 0, and the topological
closure ofUε equalsCε. The assertion is then an immediate consequence of claim 3.3.40.

(v): The assertion follows easily from proposition 3.3.22(ii) : the details shall be left to the
reader. �

3.3.41. LetL be as in (3.3.34), and for all integersn,m > 0 set
1

m
L := {v ∈ LQ |mv ∈ L}

1

m
L[1/n] :=

⋃

k≥0

1

nkm
L.

For future reference, let us also point out :

Lemma 3.3.42.With the notation of(3.3.41), letΩ ⊂ LR be aQ-linearly constructible subset.
Then we have :

(i) The topological closure ofΩ in LR is againQ-linearly constructible.
(ii) There exists an integerm > 0 such that1

m
L[1/n] ∩ Ω is dense inΩ, for everyn > 1.

Proof. (i): Ω is a finite union of non-empty subsets of the formH1 ∩ · · · ∩Hk, where eachHi

is either of the formHu⊗1R,r for some non-zeroQ-linear formu of LQ and somer ∈ Q (and
this is a closed subset ofLR), or else is the complement inLR of a subset of this type (and
then its closure is a half-spaceH−u⊗1R,r). One verifies that the closure ofH1 ∩ · · · ∩Hk is the
intersection of the closures ofH1, . . . , Hk, whence the assertion.

(ii): We may assume thatΩ = Ω1 ∩ Ω2, whereΩ1 is a finite intersection of rational hy-
plerplanes, andΩ2 is a finite intersection of open half-spaces (i.e. of complements of closed
half-spaces). Suppose that1

m
L[1/n] ∩ Ω1 is dense inΩ1; then clearly1

m
L[1/n] ∩ Ω is dense in

Ω. Hence, we may further assume thatΩ is a non-empty intersection of rational hyperplanes.
In this case,Ω is of the formVR + v0, wherev0 ∈ LQ, andVR = V ⊗Z R for some subgroup
V ⊂ L. Notice thatL[1/n] ∩ VR is dense inVR for every integern > 1. Then, any integer
m > 0 such thatv0 ∈ 1

m
L will do. �
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3.4. Fine and saturated monoids.This section presents the more refined theory of fine and
saturated monoids. Again, all the monoids in this section are non-pointed. We begin with a few
corollaries of proposition 3.3.22(i,iii).

Corollary 3.4.1. LetM be an integral monoid, such thatM ♯ is fine. We have :

(i) The inclusion mapM →M sat is a finite morphism of monoids.
(ii) Especially, ifM is fine, any monoidN withM ⊂ N ⊂M sat, is fine.

Proof. (i): From lemma 3.2.9(ii) we deduce thatM sat is a finitely generatedM-module if and
only if (M ♯)sat is a finitely generatedM ♯-module. Hence, we may replaceM by M ♯, and
assume thatM is fine. Pick a surjective group homomorphismϕ : Z⊕n → Mgp; it is easily
seen that :

ϕ−1(M sat) = (ϕ−1M)sat

and clearly it suffices to show thatϕ−1N is finitely generated, hence we may replaceM by
ϕ−1M , and assume throughout thatMgp is a free abelian group of finite rank. In this case,
proposition 3.3.22(i,iv) already implies thatM sat is finitely generated. Leta1, . . . , ak ∈ M sat

be a finite system of generators, and pick integersn1, . . . , nk > 0 such thatanii ∈ M for
i = 1, . . . , k. For everyi = 1, . . . , k let Σi := {aji | j = 0, . . . , ni − 1}; it is easily seen
Σ1 · · ·Σk ⊂ M sat is a system of generators for theM-moduleM sat (where the product of the
setsΣi is formed in the monoidP(M sat) of (3.1.1)).

(ii) follows from (i), in view of proposition 3.1.9(i). �

Corollary 3.4.2. Let f : M1 → M andg : M2 → M be two morphisms of monoids, such that
M1 andM2 are finitely generated, andM is integral. Then the fibre productM1 ×M M2 is a
finitely generated monoid, and ifM1 andM2 are fine, the same holds forM1 ×M M2.

Proof. If the monoidsM , M1 andM2 are integral,M1 ×M M2 injects inMgp
1 ×Mgp Mgp

2

(lemma 2.3.29(iii)), hence it is integral. To show that the fibre product is finitely generated,
choose surjective morphismsN⊕a → M1 andN⊕b → M2, for somea, b ∈ N; by composition
we get maps of monoidsϕ : N⊕a → M , ψ : N⊕b → M , such that the induced morphism
P := N⊕a ×M N⊕b → M1 ×M M2 is surjective. Hence it suffices to show thatP is finitely
generated. To this aim, letL := Ker(ϕgp − ψgp : Z⊕a+b → Mgp); for everyi = 1, . . . , a + b,
denote also byπi : Z⊕a+b → Z the projection onto thei-th direct summand. The system
{πi | i = 1, . . . , a+b} generates a rational convex polyhedral coneσ ⊂ L∨⊗ZR, and one verifies
easily thatP = L ∩ σ∨, so the assertion follows from propositions 3.3.21(i) and 3.3.22(i). �

Corollary 3.4.3. Let (Γ,+, 0) be an integral monoid,M a finitely generatedΓ-graded monoid.
ThenM0 is a finitely generated monoid, andMγ is a finitely generatedM0-module, for every
γ ∈ Γ.

Proof. We haveM0 = M ×Γ {0}, henceM0 is finitely generated, by corollary 3.4.2. The
given elementγ ∈ Γ determines a unique morphism of monoidsN → Γ such that1 7→ γ.
Let p1 : M ′ := M ×Γ N → N andp2 : M ′ → M be the two natural projections; by lemma
2.3.29(iii), we haveMγ = p2(p

−1
1 (1)). In light of corollary 3.4.2,M ′ is still finitely generated,

hence we are reduced to the case whereΓ = N andγ = 1. In this case, pick a finite set of
generatorsS for M . One checks easily thatM1 ∩ S generates theM0-moduleM1. �

Corollary 3.4.4. Let M be an integral monoid, such thatM ♯ is fine, andϕ : M → N a
saturated morphism of monoids. Thenϕ is flat.

Proof. In view of corollary 3.4.1(i) and theorem 3.2.6, it suffices to show that theM sat-module
M sat ⊗M N is flat. Hence we may replaceM by M sat, and assume thatM is saturated. Let
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I ⊂ M be any ideal, and defineR(M, I) as in the proof of theorem 3.2.3; by assumption,
R(M, I)sat ⊗M N is a saturated – especially, integral – monoid,i.e. the natural map

R(M, I)⊗M N → R(M, I)gp ⊗Mgp Ngp

is injective. The latter factors through the morphismj⊗MN , wherej : R(M, I)→ M×N is the
obvious inclusion. In light of example 3.2.13(i), we deducethat the induced mapIsat⊗M N →
N is injective. Now, ifI is a prime ideal, thenIsat = I, hence the contention follows from
corollary 3.1.48(ii). �

The following corollary generalizes lemma 3.2.10.

Corollary 3.4.5. Letf :M → N be a local, flat and saturated morphism of fine monoids, with
M sharp. Then there exists an isomorphism of monoids

g : N
∼→ N ♯ ×N×

that fits into a commutative diagram

M
f♯ //

f

��

N ♯

��

N
g // N ♯ ×N×

whose right vertical arrow is the natural inclusion map.

Proof. From lemma 3.2.30(ii), we know thatf is exact, and sinceM is sharp, we easily deduce
that f(M)gp ∩ N× = {1}. Hence, the induced group homomorphismMgp ⊕ N× → Ngp is
injective. On the other hand, sincef is flat, local and saturated, the same holds forf ♯ :M → N ♯

(lemma 3.2.12(iii) and corollary 3.4.4); then corollary 3.2.32(ii) says that the cokernel of the
induced group homomorphismMgp → (N ♯)gp = Ngp/N× is a free abelian groupG (of finite
rank). Summing up, we obtain an isomorphism of abelian groups :

h :Mgp ⊕N× ⊕G ∼→ Ngp

extending the mapf gp. SetN0 := N ∩ h(Mgp ⊕ G); it follows easily that the natural map
N0×N× → N is an isomorphism; especially, the projectionN → N ♯ mapsN0 isomorphically
ontoN ♯, and the contention follows. �

3.4.6. Let(M, ·) be a fine (non-pointed) monoid, so thatMgp is a finitely generated abelian
group. We setMgp

R := logMgp ⊗Z R, and we letMR be the convex polyhedral cone generated
by the image oflogM . Then(MR,+) is a monoid, and we have a natural morphism of monoids

ϕ : logM → (MR,+).

Proposition 3.4.7.With the notation of(3.4.6), we have :

(i) Every face of the polyhedral coneMR is of the formFR, for a unique faceF ofM .
(ii) The induced map :

ϕ∗ : SpecMR → SpecM

is a bijection.

Proof. Clearly, we may assume thatM 6= {1}. Let p ⊂ M be a prime ideal; we denote by
pR the ideal of(MR,+) generated by all elements of the formr · ϕ(x), wherer is any strictly
positive real number, andx is any element ofp. We also denote by(M\p)R the convex cone of
Mgp

R generated by the image ofM \p.

Claim 3.4.8. MR is the disjoint union of(M \p)R andpR.
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Proof of the claim.To begin with, we show thatMR = (M\p)R ∪ pR. Indeed, letx ∈MR; then
we may writex =

∑h
i=1mi ⊗ ai for certaina1, . . . , ah ∈ R+ andm1, . . . , mh ∈ M . We may

assume thata1, . . . , ak ∈ p andak+1, . . . , ah ∈M\p. Now, if k = 0 we havex ∈ (M\p)R, and
otherwisex ∈ pR, which shows the assertion.

It remains to show that(M \p)R ∩ pR = ∅. To this aim, suppose by way of contradiction,
that this intersection contains an elementx; this means that we have finite subsetsS0 ⊂ M \p
andS1 ⊂M such thatS1 ∩ p 6= ∅, and an identity of the form :

(3.4.9) x =
∑

σ∈S0

σ ⊗ aσ =
∑

σ∈S1

σ ⊗ bσ

whereaσ > 0 for everyσ ∈ S0 andbσ > 0 for everyσ ∈ S1. For everyσ ∈ S0, choose
a rational numbera′σ ≥ aσ; after adding the summand

∑
σ∈S0

σ ⊗ (a′σ − aσ) to both sides
of (3.4.9), we may assume thataσ ∈ Q+ for everyσ ∈ S0. Let N ⊂ M be the submonoid
generated byS1; it follows thatx ∈ NR ∩MQ = NQ (proposition 3.3.22(iii)), hence we may
assume that all the coefficientsaσ andbσ are rational and strictly positive (see remark 3.3.24).
We may further multiply both sides of (3.4.9) by a large integer, to obtain that these coefficients
are actually integers. Then, up to further multiplication by some integer, the identity of (3.4.9)
lifts to an identity between elements oflogM , of the form :

∑
σ∈S0

aσ · σ =
∑

σ∈S1
bσ · σ. The

latter is absurd, sinceS1 ∩ p 6= ∅ andS0 ∩ p = ∅. ♦

Claim 3.4.8 implies thatpR is a prime ideal ofMR, and clearlyp ⊂ ϕ∗(pR). Since we have
as wellM \p ⊂ ϕ−1(M \p)R, we deduce thatp = ϕ∗(pR). Hence the rulep 7→ pR yields a
right inverseϕ∗ : SpecM → SpecMR for the natural mapϕ∗. To show thatϕ∗ is also a left
inverse, letq ⊂MR be a prime ideal; by lemma 3.3.7 and proposition 3.3.21(i), the faceMR\q
is of the formMR ∩ Keru, for someu ∈ M∨

R ∩ (logMgp)∨. Then it is easily seen thatMR\q
is the convex cone generated byϕ(M) ∩Ker u, in other words,MR \ q = ϕ−1(Ker u)R. Again
by claim 3.4.8, it follows thatq = (M \ϕ−1(Keru))R = (ϕ∗q)R, as stated. The argument also
shows that every face ofMR is of the from(M \p)R for a unique prime idealp, which settles
assertion (i). �

Corollary 3.4.10. LetM be a fine monoid. We have :

(i) dimM = rkZ(M
gp/M×).

(ii) dim(M \p) + ht p = dimM for everyp ∈ SpecM .
(iii) If M 6= {1} is sharp (see(2.3.32)), there exists a local morphismM → N.
(iv) If M is sharp andMgp is a torsion-free abelian group of rankr, there exists an injective

morphism of monoidsM → N⊕r.

Proof. (i): By proposition 3.4.7, the dimension ofM can be computed as the length of the
longest chainF0 ⊂ F1 ⊂ · · · ⊂ Fd of strict inclusions of faces ofMR. On the other hand, given
such a maximal chain, denote byri the dimension of theR-vector space spanned byFi; in view
proposition 3.3.8(ii),(iii), it is easily seen thatri+1 − ri = 1 for everyi = 0, . . . , d − 1. Since
MR ∩ (−MR) is the minimal face ofMR, we deduce that

dimM = dimRM
gp
R − dimRMR ∩ (−MR).

ClearlydimRM
gp
R = rkZM

gp; moreover, by proposition 3.4.7, the faceMR∩(−MR) is spanned
by the image of the faceM× of M . whence the assertion.

(ii) is similar : again proposition 3.3.8(ii),(iii) implies that, every faceF of MR fits into a
maximal strictly ascending chain of faces ofMR, and the length of any such maximal chain is
dimM , by (i).

(iii): Notice thatrkZMgp > 0, by (i). By proposition 3.4.7(i),MR is strongly convex, there-
fore, by proposition 3.3.21(i), we may find a non-zero linearmapϕ : Mgp ⊗Z Q → Q, such
thatMR ∩Kerϕ⊗Q R = {0} andϕ(M) ⊂ Q+. A suitable positive integer ofϕ will do.
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(iv): Under the stated assumption, we may regardM as a submonoid ofMR, and the latter
contains no non-zero linear subspaces. By corollary 3.3.14and proposition 3.3.21(i), we may
then findr linearly independent formsu1, . . . , ur : Mgp ⊗Z Q → Q which are positive on
M . It follows thatu1 ⊗Q R, . . . , ur ⊗Q R generate a polyhedral coneσ∨ ⊂ M∨

R , so its dual
coneσ ⊂ Mgp

R containsMR. By construction,σ admits preciselyr extremal rays, say the
rays generated by the vectorsv1, . . . , vr, which we can pick inMgp

Q , in which case they form
a basis of the latterQ-vector space. Now, everyx ∈ MR can be written uniquely in the form
x =

∑r
i=1 aivi for certaina1, . . . , ar ∈ Q+; sinceM is finitely generated, we may find an

integerN > 0 independent ofx, such thatNai ∈ N for everyi = 1, . . . , r. In other words,M
is contained in the monoid generated byN−1v1, . . . , N

−1vr; the latter is isomorphic toN⊕r. �

3.4.11. For any monoidM , thedualofM is the monoidM∨ := HomMnd(M,N) (see (3.1.1)).
As usual, there is a natural morphism

M →M∨∨ : m 7→ (ϕ 7→ ϕ(m)) for everym ∈M andϕ ∈M∨.

We say thatM is reflexive, if this morphism is an isomorphism.

Proposition 3.4.12.LetM be a monoid. We have :

(i) M∨ is integral, saturated and sharp.
(ii) If M is finitely generated,M∨ is fine, and we have a natural identification :

(M∨)R
∼→ (MR)

∨.

Moreover, dimM = dimM∨.
(iii) If M is finitely generated and sharp, we have a natural identification :

(M∨)gp
∼→ (Mgp)∨.

(iv) If M is fine, sharp and saturated, thenM is reflexive.

Proof. (i): It is easily seen that the natural group homomorphism

(3.4.13) (M∨)gp → (Mgp)∨ := HomZ(M
gp,Z)

is injective. Now, say thatϕ ∈ (M∨)gp andNϕ ∈ M∨ for someN ∈ N; we may viewϕ as
group homomorphismϕ : Mgp → Z, and the assumption implies thatϕ(M) ⊂ Z ∩ Q+ = N,
whence the contention.

(ii): Indeed, letx1, . . . , xn be a system of generators ofM . Define a group homomorphism
f : (Mgp)∨ → Z⊕n by the rule :ϕ 7→ (ϕ(x1), . . . , ϕ(xn)) for everyf :Mgp → Z. ThenM∨ =
ϕ−1(N⊕n), and since(Mgp)∨ is fine, corollary 3.4.2 implies thatM∨ is fine as well. Next, the
injectivity of (3.4.13) implies especially that(M∨)gp is torsion-free, hence (3.4.13)⊗Z R is still
injective; its restriction to(M∨)R factors therefore through an injective mapf : (M∨)R →
(MR)

∨. The latter map is determined by the image ofM∨, and by inspecting the definitions,
we see thatf(ϕ) := ϕgp ⊗ 1 for everyϕ ∈ M∨. To prove thatf is an isomorphism, it suffices
to show that it has dense image. However, say thatϕ ∈ (MR)

∨; thenϕ : Mgp → R is a group
homomorphism such thatϕ(M) ⊂ R+. SinceM is finitely generated, in any neighborhood of
ϕ in Mgp

R we may find someϕ′ : Mgp → Q+, and thenNϕ′ ∈ M∨ for some integerN ∈ N
large enough. It follows thatϕ′ is in the image off , whence the contention.

The stated equality follows from the chain of identities :

dimM = dimMR = dim(MR)
∨ = dim(M∨)R = dimM∨

where the first and the last follow from proposition 3.4.7(ii), and the second follows from corol-
lary 3.3.12(ii).

(iii): Let us show first that, under these assumptions, (3.4.13)⊗Z R is an isomorphism. In-
deed, ifM is sharp,(MR)

∨ spans(Mgp
R )∨ (corollary 3.3.14 and proposition 3.4.7(i)); then the
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assertion follows from (ii). We deduce that(M∨)gp and(Mgp)∨ are free abelian groups of the
same rank, hence we may find a basisϕ1, . . . , ϕr of (M∨)gp (resp. ψ1, . . . , ψr of (Mgp)∨),
and positive integersN1, . . . , Nr such that (3.4.13) is given by the rule :ϕi 7→ Niψi for every
i = 1, . . . , r. But then necessarily we haveNi = 1 for everyi ≤ r, and (iii) follows.

(iv): It is easily seen thatM∨ = (MR)
∨ ∩ (Mgp)∨ (notation of (3.4.6)). After dualizing again

we find :M∨∨ = ((M∨)R)
∨ ∩ (M∨gp)∨. From (ii) we deduce that((M∨)R)

∨ = (MR)
∨∨ =MR

(lemma 3.3.2), and from (iii) we get :(M∨gp)∨ = (Mgp)∨∨ = Mgp. HenceM∨∨ = MR ∩
Mgp =M (proposition 3.3.22(iii)). �

Remark 3.4.14. (i) Let M be a sharp and fine monoid. Proposition 3.4.12(iii) implies that the
natural map

HomMnd(M,Q+)
gp → HomMnd(M,Q)

is an isomorphism. Indeed, it is easily seen that this map is injective. For the surjectivity, one
uses the identificationHomMnd(M,Q)

∼→ (M∨)gp ⊗Z Q, which follows fromloc.cit. (Details
left to the reader.)

(ii) For i = 1, 2, letNi → N be two morphisms of monoids. By general nonsense, we have
a natural isomorphism :

(N1 ⊗N N2)
∨ ∼→ N∨

1 ×N∨ N∨
2 .

(iii) If fi : Mi → M (i = 1, 2) are morphisms of fine, saturated and sharp monoids, there
exists a natural surjection :

(3.4.15) M∨
1 ⊗M∨ M∨

2 → (M1 ×M M2)
∨

whose kernel is the subgroup of invertible elements. Indeed, setP :=M∨
1 ⊗M∨ M∨

2 ; in view of
(ii) and proposition 3.4.12(iv), we have a natural identificationP ∨∨ ∼→ (M1 ×M M2)

∨, and the
sought map is its composition with the double duality mapP → P ∨∨. Moreover, clearlyP is
finitely generated, and it is also integral and saturated, since saturation commutes with colimits.
Hence – again by proposition 3.4.12(iv) – the double dualitymap induces an isomorphism
P/P× ∼→ P ∨∨.

(iv) In the situation of (iii), iffi : Mi → M (i = 1, 2) are epimorphisms, then (3.4.15) is an
isomorphism. Indeed, in this case the dual morphismsf∨

i : M∨ → M∨
i are injective, so thatP

is sharp (lemma 3.1.12), whence the claim.

Theorem 3.4.16.LetM be a saturated monoid, such thatM ♯ is fine. We have :

(i) M =
⋂

ht p=1

Mp (where the intersection runs over the prime ideals ofM of height one).

(ii) If moreover,dimM = 1, then there is an isomorphism of monoids :

M× × N
∼→M.

(iii) Suppose thatMgp is a torsion-free abelian group, and letR be any normal domain.
Then the group algebraR[M ] is a normal domain as well.

Proof. (i): Pick a decompositionM =M ♯×M× as in lemma 3.2.10, and notice thatM ♯ is fine,
sharp and saturated. The prime ideals ofM are of the formp = p0 ×M×, wherep0 is a prime
ideal ofM ♯. Then it is easily seen thatMp =M ♯

p0 ×M×. Therefore, the sought assertion holds
for M if and only if it holds forM ♯, and therefore we may replaceM by M ♯, which reduces
to the case whereM is sharp, hence the natural morphismϕ : logM → MR is injective. In
such situation, we haveM = MR ∩Mgp andMp = Mp,R ∩Mgp for every prime idealp ⊂ M
(proposition 3.3.22(iii) and lemma 3.2.9(i)). Thus, we arereduced to showing that

MR =
⋂

ht p=1

Mp,R.
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However, setτ := (M \p)R; by inspecting the definitions, one sees thatMp,R = MR + (−τ),
and proposition 3.4.7 shows thatτ is a facet ofMR, henceMp,R is the half-space denotedHτ in
(3.3.10). Then the assertion is a rephrasing of proposition3.3.11(ii).

(ii): Arguing as in the proof of (i), we may reduce again to thecase whereM is sharp, in
which caseM = MR ∩ Mgp. The foregoing shows that, in casedimM = 1, the coneMR

is a half-space, whose boundary hyperplane is the only non-trivial faceσ of MR. However,σ
is generated by the image of the unique non-trivial face ofM , i.e. byM× = {1} (proposition
3.4.7(i)), henceσ = {0}, soMR is a half-line. Now, letu :Mgp

R → R be a non-zero linear form,
such thatu(M) ≥ 0, andx1, . . . , xn a system of non-zero generators forM ; say thatu(x1) is
the least of the valuesu(xi), for i = 1, . . . , n. SinceM is saturated, it follows easily that every
valueu(xi) is an integer multiple ofu(x1) (proposition 3.3.22(iii)), and thenx1 is a generator
for M , soM ≃ N.

(iii): To begin with,R[M ] ⊂ R[Mgp], and sinceMgp is torsion-free, it is clear that[Mgp]
is a domain, hence the same holds forR[M ]. Furthermore, from (i) we derive :R[M ] =⋂

htp=1R[Mp], hence it suffices to show thatR[Mp] is normal wheneverp has height one. How-
ever, we haveR[Mp] ≃ R[M×

p ] ⊗R R[N] in light of (ii), and sinceM×
p is torsion free, it is a

filtered colimit of a family of free abelian groups of finite rank, so everything is clear. �

Example 3.4.17.LetM be a fine, sharp and saturated monoid of dimension2.
(i) By corollary 3.4.10(i) and example 3.3.16, we see thatM admits exactly two facets,

which are fine saturated monoids of dimension one; by theorem3.4.16(ii) each of these facets
is generated by an element, sayei (for i = 1, 2). From proposition 3.3.22(iii) it follows that
Q+e1 ⊕Q+e2 =MQ. Especially, we may find an integerN > 0 large enough, such that :

Ne1 ⊕ Ne2 ⊂M ⊂ N
e1
N
⊕ N

e2
N
.

(ii) Moreover, clearlye1 ande2 areunimodularelements ofMgp (i.e. they generate direct
summands of the latter free abelian group of rank2). We may then find a basisf1, f2 of Mgp

with e1 = f1, ande2 = af1 + bf2, wherea, b ∈ Z and(a, b) = 1. After replacingf2 by some
element of the formcf2 + df1 with c ∈ {1,−1} andd ∈ Z, we may assume thatb > 0 and
0 ≤ a < b. Clearly, such a normalized pair(a, b) determines the isomorphism class ofM , since
MR is the strictly convex cone ofMgp

R whose extremal rays are generated bye1 ande2, and
M =Mgp ∩MR.

(iii) More precisely, suppose thatM ′ is another fine, sharp and saturated monoid of dimen-
sion2, andϕ : M → M ′ an isomorphism. Pick a basisf ′

1, f
′
2 of M ′gp and a normalized pair

(a′, b′) as in (ii), such thate′1 := f1 ande′2 := a′f ′
1+ b′f ′

2 generate the two facets ofM ′. Clearly,
ϕ must send a facet ofM onto a facet ofM ′; we distinguish two possibilities :

• eitherϕ(e1) = e′1 andϕ(e2) = e′2, in which case we getϕ(f2) = b−1(a′−a)f ′
1+b

−1b′f ′
2;

especially,b′, a− a′ ∈ bZ. By consideringϕ−1, we get symmetrically thatb ∈ b′Z, so
b = b′ and therefore(a′, b) = 1 = (a, b) and0 ≤ a, a′ < b, whencea = a′

• or elseϕ(e1) = e′2 andϕ(e2) = e′1, in which case we getϕ(f2) = b−1(1 − aa′)f1 +
b−1b′af2. It follows again thatb′ ∈ bZ, so b = b′, arguing as in the previous case.
Moreover,0 ≤ a′ < b, and1 − aa′ ∈ bZ. In other words, the class ofa′ in the group
(Z/bZ)× is the inverse of the class ofa.

Conversely, it is easily seen that, ifM ′ is as above,f ′
1, f

′
2 is a basis ofM ′gp, and the two facets

of M ′ are generated byf ′
1 anda′f ′

1 + b′f ′
2, for a pair(a′, b′) normalized as in (ii), and such that

aa′ ≡ 1 (mod b), then there exists an isomorphismM
∼→ M ′ of monoids (details left to the

reader). Hence, set(Z/bZ)† := (Z/bZ)×/∼, where∼ denotes the smallest equivalence relation
such that[a] ∼ [a]−1 for every[a] ∈ (Z/bZ)×. We conclude that there exists a natural bijection
between the set of isomorphism classes of fine, sharp and saturated monoids of dimension2,
and the set of pairs(b, [a]), whereb > 0 is an integer, and[a] ∈ (Z/bZ)†.



FOUNDATIONS OFp-ADIC HODGE THEORY 167

3.4.18. LetP be an integral monoid. Afractional idealof P is aP -submoduleI ⊂ P gp

such thatI 6= ∅ andx · I ⊂ P for somex ∈ P . Clearly the union and the intersection of
finitely many fractional ideals, are again fractional ideals. We may also define the product of
two fractional idealsI1, I2 ⊂ P gp : namely, the subset

I1I2 := {xy | x ∈ I1, y ∈ I2} ⊂ P gp

which is again a fractional ideal, by an easy inspection. IfI is a fractional ideal ofP , we say
thatI is finitely generated, if it is such, when regarded as aP -module. For any two fractional
idealsI1, I2, we let

(I1 : I2) := {x ∈ P gp | x · I2 ⊂ I1}.
It is easily seen that(I1 : I2) is a fractional ideal ofP (if x ∈ I2 andyI1 ⊂ P , then clearly
xy(I1 : I2) ⊂ P ). We set

I−1 := (P : I) and I∗ := (I−1)−1 for every fractional idealI ⊂ P gp.

ClearlyJ−1 ⊂ I−1, wheneverI ⊂ J , andI ⊂ I∗ for all fractional idealsI, J . We say thatI is
reflexiveif I = I∗. We remark thatI−1 is reflexive, for every fractional idealI ⊂ P gp. Indeed,
we haveI−1 ⊂ (I−1)∗, and on the other hand(I−1)∗ = (I∗)−1 ⊂ I−1. It follows thatI∗ is
reflexive, for every fractional idealI. Moreover,I∗ ⊂ J∗, wheneverI ⊂ J ; especially,I∗ is the
smallest reflexive fractional ideal containingI. Notice furthermore, thataI−1 = (a−1I)−1 for
everya ∈ P gp; therefore,aI∗ = (aI)∗, for every fractional idealI anda ∈ P gp.

Lemma 3.4.19.LetP be any integral monoid,I, J ⊂ P gp two fractional ideals. Then :
(i) (IJ)∗ = (I∗J∗)∗.
(ii) I∗ is the intersection of the invertible fractional ideals ofP that containI (see definition

2.3.6(iv)).

Proof. (i): Since IJ ⊂ I∗J∗, we have(IJ)∗ ⊂ (I∗J∗)∗. To show the converse inclusion,
it suffices to check thatI∗J∗ ⊂ (IJ)∗, since(IJ)∗ is reflexive, and(I∗J∗)∗ is the smallest
reflaxive fractional ideal containingI∗J∗. Now, let a ∈ I be eny element; we getaJ∗ =
(aJ)∗ ⊂ (IJ)∗, so IJ∗ ⊂ (IJ)∗, and therefore(IJ∗)∗ ⊂ (IJ)∗. Lastly, letb ∈ J∗ be any
element; we getbI∗ = (bI)∗ ⊂ (IJ∗)∗, soI∗J∗ ⊂ (IJ∗)∗, whence the lemma.

(ii): It suffices to unwind the definitions. Indeed,a ∈ P gp lies in I∗ if and only if aI−1 ⊂ P ,
if and only if ab ∈ P , for everyb ∈ P gp such thatbI ⊂ P . In other words,a ∈ I∗ if and only if
a ∈ b−1P for everyb ∈ P gp such thatI ⊂ b−1P , which is the contention. �

3.4.20. LetP be any integral monoid. We denote byDiv(P ) the set of all reflexive fractional
ideals ofP . We define a composition law onDiv(P ) by the rule :

I ⊙ J := (IJ)∗ for everyI, J ∈ Div(P ).

It follows easily from lemma 3.4.19(i) that⊙ is an associative law; indeed we may compute :

(I ⊙ J)⊙K = ((IJ)∗K)∗ = (IJK)∗ = (I(JK)∗)∗ = I ⊙ (J ⊙K)

for everyI, J,K ∈ Div(P ). ClearlyI ⊙ J = J ⊙ I andP ⊙ I = I, for everyI, J ∈ Div(P ),
so (Div(P ),⊙) is a commutative monoid. Notice as well that, ifI ⊂ P , then alsoI∗ ⊂ P
(lemma 3.4.19(ii)), so the subset of all reflexive fractional ideals contained inP is a submonoid
Div+(P ) ⊂ Div(P ).

Example 3.4.21.Let A be an integral domain, andK the field of fractions ofA. Classically,
one defines the notions offractional idealand ofreflexive fractional idealof A : seee.g. [61,
p.80]. In our terminology, these are understood as follows.SetA′ := A ∩K×, and notice that
the monoid(A, ·) is naturally isomorphic to the integral pointed monoidA′

◦. Then a fractional
ideal ofA is anA′

◦-submodule ofK×
◦ = K of the formI◦, whereI ⊂ K× is a fractional ideal

of A′. Likewise one may define the reflexive ideals ofA. The setDiv(A) of all reflexive ideals
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of A is then endowed with the unique monoid structure, such that the mapDiv(A′) → Div(A)
given by the ruleI 7→ I◦ is an isomorphism of monoids.

Lemma 3.4.22.LetP be an integral monoid, andG ⊂ P× a subgroup. We have :

(i) The ruleI 7→ I/G induces a bijection from the set of fractional ideals ofP to the set
of fractional ideals ofP/G.

(ii) A fractional idealI ofP is reflexive if and only if the same holds forI/G.
(iii) The ruleI 7→ I/G defines an isomorphism of monoids

Div(P )
∼→ Div(P/G).

(iv) If P ♯ is fine, every fractional ideal ofP is finitely generated.

Proof. The first assertion is left to the reader. Next, we remark thatI−1/G = (I/G)−1 and
(IJ)/G = (I/G) · (J/G), for every fractional idealsI, J of P , which imply immediately
assertions (ii) and (iii). Lastly, suppose thatP ♯ is finitely generated, and letI be any fractional
ideal ofP ; pickx ∈ I−1; sinceP is integral,I is finitely generated if and only if the same holds
for xI. Hence, in order to show (iv), we may assume thatI ⊂ P , in which case the assertion
follows from proposition 3.1.9(ii) and lemma 3.1.16(i.a). �

In order to characterize the monoidsP such thatDiv(P ) is a group, we make the following :

Definition 3.4.23. LetP be an integral monoid, anda ∈ P gp any element.

(a) We say thata is power-bounded, if there existsb ∈ P such thatanb ∈ P for all n ∈ N.
(b) We say thatP is completely saturated, if all power-bounded elements ofP gp lie in P .

Example 3.4.24.Let (Γ,≤) be an ordered abelian group, and setΓ+ := {γ ∈ Γ | γ ≤ 1}. Then
Γ+ is always a saturated monoid, but it is completely saturatedif and only if the convex rank of
Γ is≤ 1 (see [36, Def.6.1.20]). The proof shall be left as an exercise for the reader.

Proposition 3.4.25.LetP be an integral monoid. We have :

(i) (Div(P ),⊙) is an abelian group if and only ifP is completely saturated.
(ii) If P is fine and saturated, thenP is completely saturated.

(iii) LetA be a Krull domain, and setA′ := A\{0}. Then(A′, ·) is a completely saturated
monoid.

Proof. (i): Suppose thatI ∈ Div(I) admits an inverseJ in the monoid(Div(P ),⊙), and notice
thatI ⊙ I−1 ⊂ P ; it follows easily thatI ⊙ (J ∪ I−1)∗ = P , henceI−1 ⊂ J , by the uniqueness
of the inverse. On the other hand, ifJ strictly containsI−1, thenIJ strictly containsP , which
is absurd. Thus, we see thatDiv(P ) is a group if and only ifI⊙I−1 = P for everyI ∈ Div(P ).
Now, suppose first thatP is completely saturated. In view of lemma 3.4.19(ii), we arereduced
to showing thatP is contained in every invertible fractional ideal containing I−1I. Hence, say
that I−1I ⊂ aP for somea ∈ P gp; equivalently, we havea−1I−1I ⊂ P , i.e. a−1I−1 ⊂ I−1,
and thena−kI−1 ⊂ I−1 for every integerk ∈ N. Say thatb ∈ I−1 andc ∈ I∗; we conclude that
a−kbc ∈ P for everyk ∈ N, soa−1 ∈ P , by assumption, and finallyP ⊂ aP , as required.

Conversely, suppose thatDiv(P ) is a group, and leta ∈ P gp be any power-bounded element.
By definition, this means that theP -submoduleI ofP gp generated by(ak | k ∈ N) is a fractional
ideal ofP . ThenI−1 is a reflexive fractional ideal, and by assumptionI−1 admits an inverse,
which must beI∗, by the foregoing. On the other hand, by construction we haveaI ⊂ I, hence
aI∗ = (aI)∗ ⊂ I∗. We deduce thataP = a(I∗ ⊙ I−1) = aI∗ ⊙ I−1 ⊂ I∗ ⊙ I−1 = P , i.e.
a ∈ P , as stated.

(ii) is a special case of claim 3.3.38.
(iii): See [61,§12] for the basic generalities on Krull domains. One is immediately reduced

to the case whereA is a valuation ring whose valuation groupΓ has rank≤ 1. Taking into
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account (i) and lemma 3.4.22, it then suffices to show that themonoidA′/A× is completely
sataurated. However, the latter is isomorphic to the submonoidΓ+ of elements≤ 1 in Γ, so the
assertion follows from example 3.4.24. �

3.4.26. Letϕ : P → Q be a morphism of integral monoids, andI any fractional ideal ofP ;
notice thatIQ := ϕgp(I)Q ⊂ Qgp is a fractional ideal ofQ. Moreover, the identities

(I1 ∪ I2)Q = I1Q∪ I2Q (I1I2)Q = (I1Q) · (I2Q) for all fractional idealsI1, I2 ⊂ P gp

are immediate from the definitions. Likewise, ifA an integral domain andα : P → (A\{0}, ·)
a morphism of monoids, then theA-submoduleIA := αgp(I)A of the field of fractions ofA
is a fractional ideal of the ringA (in the usual commutative algebraic meaning : see example
3.4.21), and we have corresponding identities :

(I1∪ I2)A = I1A+ I2A (I1I2)A = (I1A) · (I2A) for all fractional idealsI1, I2 ⊂ P gp.

Lemma 3.4.27. In the situation of(3.4.26), suppose thatϕ is flat andA is α-flat, and let
I, J, J ′ ⊂ P gp be three fractional ideals, withI finitely generated. Then we have :

(i) (J : I)Q = (JQ : IQ) and(J : I)A = (J : I)A.
(ii) Especially, ifI is reflexive, the same holds forIQ andIA (see(5.6)).

(iii) Suppose furthermore thatA is local, andα is a local morphism. ThenJA = J ′A if
and only ifJ = J ′.

(iv) If P is fine, the ruleI 7→ IQ andI 7→ IA define morphisms of monoids

Div(ϕ) : Div(P )→ Div(Q) Div(α) : Div(P )→ Div(A)

(whereDiv(A) is defined as in example3.4.21), andDiv(α) is injective, ifα is local
andA is a local domain.

Proof. (i): Say thatI = a1P ∪ · · · ∪ anP for elementsa1, . . . , an ∈ P gp. Then

(J : I) = a−1
1 J ∩ · · · ∩ a−1

n J and (JQ : IQ) = a−1
1 JQ ∩ · · · ∩ a−1

n JQ

and likewise for(J : I)A, hence the assertion follows from an easy induction, and thefollowing

Claim3.4.28. For any two fractional idealsJ1, J2 ⊂ P , we have(J1 ∩ J2)Q = J1Q ∩ J2Q and
(J1 ∩ J2)A = J1A ∩ J2A.

Proof of the claim.Pick anyx ∈ P such thatxJ1, xJ2 ⊂ P ; sinceP is an integral monoid, and
A is an integral domain, it suffices to show thatx(J1 ∩ J2)Q = xJ1Q ∩ xJ2Q and likewise for
x(J1 ∩ J2)A, and notice thatx(J1 ∩ J2) = xJ1 ∩ xJ2. We may thus assume thatJ1 andJ2 are
ideals ofP , in which case the assertion is lemma 3.1.37. ♦

(ii): Suppose thatI is reflexive; from (i) we deduce that((IA)−1)−1 = IA. The assertion
is an immediate consequence, once one remarks that, for any fractional idealJ ⊂ A, there is
a natural isomorphism ofA-modules :J−1 ∼→ J∨ := HomA(J,A). Indeed, the isomorphism
assigns to anyx ∈ J−1 the mapµx : J → A : a 7→ xa for everya ∈ J (details left to the
reader).

(iii): We may assume thatJA = J ′A, and we prove thatJ = J ′, and by replacingJ ′ by
J ∪ J ′, we may assume thatJ ⊂ J ′. Then the contention follows easily from lemma 3.1.36.

(iv): This is immediate from (i) and (iii). �

Remark 3.4.29.In the situation of lemma 3.4.27(iv), obviouslyDiv(ϕ) restricts to a morphism
of submonoids :

Div+(ϕ) : Div+(P )→ Div+(Q).
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3.4.30. Next, suppose thatP is fine and saturated, and letI ⊂ P gp be any fractional ideal.
Then theorem 3.4.16(i) easily implies that :

I−1 =
⋂

ht p=1

(Ip)
−1

where the intersection – running over the prime ideals ofP of height one – is taken within
HomP (I, P

gp), which naturally contains all the(Ip)−1. The structure of the fractional ideals
of Pp whenht p = 1 is very simple : quite generally, theorem 3.4.16(ii) easilyimplies that if
dimP = 1, then all fractional ideals are cyclic, and then clearly they are reflexive. On the other
hand,I is finitely generated, by lemma 3.4.22(iv). We deduce thatI is reflexive if and only if :

(3.4.31) I =
⋂

ht p=1

Ip.

Indeed, suppose that (3.4.31) holds; then we haveI∗ =
⋂

ht p=1(I
−1
p )−1 =

⋂
ht p=1 Ip, since we

have just seen thatIp is a reflexive fractional ideal ofPp, for every prime idealp of height one.

Proposition 3.4.32.Let P be a fine and saturated monoid, and denote byD ⊂ SpecP the
subset of all prime ideals of height one. Then the mapping :

(3.4.33) Z⊕D → Div(P ) :
∑

ht p=1

np[p] 7→
⋂

ht p=1

m
np

Pp

is an isomorphism of abelian groups.

Proof. HeremPp
⊂ Pp is the maximal ideal, and forn ≥ 0, the notationmn

Pp
means the usual

n-th power operation in the monoidP(P gp), which we extend to all integersn, by letting
mn
Pp

:= m−n
Pp

whenevern < 0.
In order to show that (3.4.33) is well defined, setI :=

⋂
ht p=1m

np

p . Pick, for everyp such

thatnp < 0, an elementxp ∈ p, and setyp := x
−np

p ; if np ≥ 0, setyp := 1. Then it is easy to
check (using theorem 3.4.16(i)) that

∏
ht p=1 yp lies in I−1, henceI is a fractional ideal. Next,

for givenp, p′ ∈ D, notice that(Pp)p′ = P gp; it follows that

(3.4.34) Ip = m
np

p for everyp ∈ D
thereforeI is reflexive. Furthermore, it is easily seen (from theorem 3.4.16(ii)), that every
reflexive ideal ofPp is of the formmn

P for some integern, and moreovermn
P = mm

P if and
only if n = m. Then (3.4.31) implies that the mapping (3.4.33) is surjective, and the injectivity
follows from (3.4.34). It remains to check that (3.4.33) is agroup homomorphism, and to this
aim we may assume – in view of lemma 3.4.27(iv) – thatdimP = 1, in which case the assertion
is immediate. �

3.4.35. A morphismϕ : I → J of fractional ideals ofP is, by definition, a morphism of
P -modules. Letx, y ∈ I be any two elements; we may finda, b ∈ P such thatax = by in I,
and thereforeaϕ(x) = ϕ(ax) = ϕ(by) = bϕ(y); thus,ϕ(y) = (b−1a) · ϕ(x) = (x−1y) · ϕ(x).
This shows that, for every morphismϕ : I → J of fractional ideals, there existsc ∈ P gp such
thatϕ(x) = cx for everyx ∈ I. Especially,I ≃ J if and only if there existsa ∈ P gp such that
I = aJ . Likewise one may characterize the morphisms and isomorphisms of fractional ideals
of an integral domain. We denote

Div(P )

the set of isomorphism classes of reflexive fractional ideals ofP . From the foregoing, it is clear
that, if I ≃ I ′, we haveI ⊙ J ≃ I ′ ⊙ J for everyJ ∈ Div(P ); therefore the composition
law ofDiv(P ) descends to a composition law forDiv(P ), which makes it into a (commutative)
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monoid, and ifP is completely saturated, thenDiv(P ) is an abelian group. We also deduce an
exact sequence of monoids

(3.4.36) 1→ P× → P gp jP−−→ Div(P )→ Div(P )→ 1

wherejP is given by the ruleA: a 7→ aP for everya ∈ P ; especially,jP restricts to a morphism
of monoids

j+P : P → Div+(P ).

Likewise, we defineDiv(A), for any integral domainA : see example 3.4.21. Moreover, in the
situation of (3.4.26), we see from lemma 3.4.27(iv) that, ifα is local,P is fine,A is α-flat, and
ϕ is flat, thenDiv(ϕ) andDiv(α) descend to well defined morphisms of monoids

Div(ϕ) : Div(P )→ Div(Q) Div(α) : Div(P )→ Div(A).

Proposition 3.4.37.LetP be a fine and saturated monoid,I, J ⊂ P gp two fractional ideals,A
a local integral domain, andα : P → (A, ·) a local morphism of monoids. We have :

(i) (I : I) = P .
(ii) Suppose thatA is α-flat. ThenIA ≃ JA if and only ifI ≃ J . Especially, in this case

Div(α) is an injective map.

Proof. (i): Clearly it suffices to show that(I : I) ⊂ P . Hence, say thatx ∈ (I : I), and
pick anya ∈ I; it follows thatxna ∈ P for everyn > 0; in the additive grouplogP gp we
have therefore the identityn · log(x) + log(a) ∈ logP , so log(x) + n−1 log(a) ∈ (logP )R
for everyn > 0. Since(logP )R is a convex polyhedral cone in(logP gp)R, we deduce that
x ∈ (logP )R ∩ (logP gp) = logP (proposition 3.3.22(iii)), as claimed.

(ii): We may assume thatIA is isomorphic toJA, and we show thatI is isomorphic toJ .
Indeed, the assumption means thata(IA) = JA for somex ∈ Frac(A); therefore,a ∈ (JA :
IA) anda−1 ∈ (IA : JA), so

A = (IA : JA) · (JA : IA) = ((I : J) · (J : I))A

by virtue of lemma 3.4.27(i). SinceA is local, it follows that there exista ∈ (I : J) and
b ∈ (J : I) such thatα(ab) ∈ A×, whenceab ∈ P×, sinceα is local. It follows easily that
I = aJ , as asserted. �

Example 3.4.38.(i) Let P be a fine and saturated monoid, andD ⊂ SpecP the subset of all
prime ideals of height one; for everyp ∈ D, denote

vp : P → P ♯
p

∼→ N

the composition of the localization map, and the natural isomorphism resulting from theorem
3.4.16(ii). A simple inspection shows that the isomorphism(3.4.33) identifies the mapjP of
(3.4.36) with the morphism of monoids

vP : P gp → Z⊕D x 7→ (vgpp (x) | p ∈ D).

With this notation, the isomorphism (3.4.33) is the map given by the rule :

k• 7→ v−1
P (k• + N⊕D) for everyk• ∈ Z⊕D.

(ii) Suppose now thatP is sharp anddimP = 2, in which caseD = {p1, p2} contains exactly
two elements. According to example 3.4.17(ii), we may find a basisf1, f2 of P gp, such that the
two facetsP \ p1 andP \ p2 of P are generated respectively bye1 := f1 ande2 := af1 + bf2,
for somea, b ∈ N, with a < b and(a, b) = 1. It follows easily thatP is a submonoid of the free
monoid

Q := Ne′1 ⊕ Ne′2 wheree′1 := b−1e1 ande′2 := b−1e2
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andQgp/P gp ≃ Z/bZ (details left to the reader). The induced mapSpecQ → SpecP is a
homeomorphism; especiallyQ admits two prime idealsq1, q2 of height one, so thatqi∩P = pi
for i = 1, 2, whence – by proposition 3.4.32 – a natural isomorphism

s∗ : Div(Q)
∼→ Div(P )

and notice thatjQ : Qgp → Div(Q) is the isomorphism given by the rule :e′i 7→ qi for i = 1, 2.
Moreover, we have commutative diagrams of monoids :

P
s //

vpi
��

Q

vqi
��

N
ti // N

(i = 1, 2).

Clearly,Q \ qi is the facet generated bye′i, so vqi is none else than the projection onto the
direct factorNe′3−i, for i = 1, 2. In order to computevpi , it then suffices to determineti, or
equivalentlytgpi . However, setτi := vgpqi ◦ sgp; clearly τ1(f2) = τ1(e

′
2 − ae′1) = 1, so τ1 is

surjective. Also,τ2(f1) = b andτ2(f2) = −a, soτ2 is surjective as well; therefore botht1 and
t2 are the identity endomorphism ofN. Summing up, we find that

jP = s∗ ◦ jQ ◦ sgp

and the morphismvP is naturally identified withsgp : P gp → Qgp. Especially, we have obtained
a natural isomorphism

Div(P )
∼→ Z/bZ.

We may then rephrase in more intrinsic terms the classification of example 3.4.17(iii) : namely
the isomorphism class ofP is completely determined by the datum ofDiv(P ) and the equiva-
lence class of the height one prime ideals ofP in the quotient setDiv(P )† defined as inloc.cit.

(iii) In the situation of (ii), a simple inspection yields the following explicit description of all
reflexive fractional ideals ofP . Recall that such ideals are of the form

Ik1,k2 := mk1
1 ∩mk2

2 = {x ∈ P gp | vp1(x) ≥ k1, vp2(x) ≥ k2}
wheremi is the maximal ideal ofPpi , andki ∈ Z, for i = 1, 2. Then

Ik1,k2 = {x1e1 + x2e2 | x1, x2 ∈ b−1Z, x1 ≥ b−1k2, x2 ≥ b−1k1} ∩ P gp for all k1, k2 ∈ Z.

With this notation, the cyclic reflexive ideals are then those of the form

(x1f1 + x2f2)P = Ix2b,x1b−x2a with x1, x2 ∈ Z.

Especially, we see that the classes ofp1 = I0,1 andp2 = I1,0 are both of orderb in Div(P ).

The following estimate, special to the two-dimensional case, will be applied – in section 9.6
– to the proof of the almost purity theorem for towers of regular log schemes.

Lemma 3.4.39.LetP be a fine and saturated monoid of dimension2, and denote byb the order
of the finite cyclic groupDiv(P ). We have :

m
[b/2]
P ⊂ I · I−1 for everyI ∈ Div(P )

(where[b/2] denotes the largest integer≤ b/2).

Proof. Notice first that the assertion holds for a givenI ∈ Div(P ), if and only if it holds for
xI, for anyx ∈ P gp. If b = 1, thenP = N⊕2, in which caseDiv(P ) = 0, so every reflexive
fractional ideal ofP is isomorphic toP , and the assertion is clear. Hence, assume thatb > 1;
let p1, p2 be the two prime ideals of height one ofP , and defineQ, e1, e2 andIk1,k2 for every
k1, k2 ∈ Z, as in example 3.4.38(ii,iii). With this notation, notice that

mP \m2
P = {e1, e2} ∪ Σ whereΣ ⊂ {x1e1 + x2e2 | x1, x2 ∈ b−1Z, 0 ≤ x1, x2 < 1}.
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It follows easily that, for everyi ∈ N, every element ofmi
P is of the formx1e1 + x2e2 with

x1, x2 ∈ b−1N andmax(x1, x2) ≥ b−1i. Hence, letI ∈ Div(P ) andx := x1e1 + x2e2 ∈ m
[b/2]
P ,

and say thatbx1 ≥ [b/2]. According to example 3.4.38(iii), we may assume thatI = pj2 = Ij,0
for somej ∈ {0, . . . , b − 1}. Moreover, notice that the assertion holds forI if and only if it
holds forI−1, whose class inDiv(P ) agrees with the class ofpb−j2 . Clearly, eitherj ≤ [b/2] or
b− j ≤ [b/2]; hence, we may assume thatj ∈ {0, . . . , [b/2]}. Thus,P ⊂ I−1, andI ⊂ I · I−1,
and clearlyx ∈ I, so we are done in this case. The case wherebx2 ≥ [b/2] is dealt with in
the same way, by writingI = pj1 for some non-negativej ≤ [b/2] : the details are left to the
reader. �

If f : P → Q is a general morphism of integral monoids, andI a fractional ideal ofQ, the
P -modulef gp−1(I) is not necessarily a fractional ideal ofP (for instance, consider the natural
mapP → P gp). One may obtain some positive results, by restricting to the class of morphisms
introduced by the following :

Definition 3.4.40. Let f : P → Q be a morphism of monoids. We say thatf is of Kummer
type, if f is injective, and the induced mapfQ : PQ → QQ is surjective (notation of (3.3.20)).

Lemma 3.4.41.Let f : P → Q be a morphism of monoids of Kummer type,SQ ⊂ Q a
submonoid, and setSP := f−1SQ. We have :

(i) The mapSpec f : SpecQ→ SpecP is bijective; especiallydimP = dimQ.
(ii) If Q× is a torsion-free abelian group,P is the trivial monoid (resp. is sharp) if and

only if the same holds forQ.
(iii) The induced morphismS−1

P P → S−1
Q Q is of Kummer type.

(iv) If P is integral, the unit of adjunctionP → P sat is of Kummer type.
(v) Suppose thatP is integral and saturated. Thenf ♯ : P ♯ → Q♯ is of Kummer type.
(vi) If bothP andQ are integral, andP is saturated, thenf is exact.

Proof. (ii) and (iv) are trivial, and (iii) is an exercise for the reader.
(i): Let F, F ′ ⊂ Q be two faces such thatf−1F = f−1F ′, and say thatx ∈ F . Then

xn ∈ f(P ) for somen > 0, soxn ∈ f(f−1F ′), whencex ∈ F ′, which implies thatSpec f is
injective. Next, for a given faceF of P , let F ′ ⊂ Q be the subset of allx ∈ Q such that there
existsn > 0 with xn ∈ f(F ). It is easily seen thatF ′ is a face ofQ, and moreoverf−1F ′ = F ,
which shows thatSpec f is also surjective.

(v): Clearly the map(P ♯)Q → (Q♯)Q is surjective. Now, letx, y ∈ P such that the images
of f(x) andf(y) agree inQ♯, i.e. there existsu ∈ Q× with u · f(x) = f(y); we may find
n > 0 such thatun, u−n ∈ f(P ). Say thatun = f(v), u−n = f(w); sincef(vw) = 1, we have
vw = 1, and moreoverf(vxn) = f(yn), sovxn = yn. Thereforexny−n, x−nyn ∈ P , and since
P is saturated we deduce thatxy−1, x−1y ∈ P , so the images ofx andy agree inP ♯.

(vi): Notice first thatf gp is injective, since the same holds forf . Supposex ∈ P gp and
f gp(x) ∈ Q; we may then find an integerk > 0 andy ∈ P such thatf(y) = f(x)k. SinceP is
saturated, it follows thatx ∈ P , sof is exact. �

3.4.42. Suppose thatϕ : P → Q is a morphism of integral monoids of Kummer type, with
P saturated, and letI ⊂ Qgp be a fractional ideal. Thenϕ∗I := ϕgp−1(I) is a fractional ideal
of P . Indeed, by assumption there existsa ∈ Q such thataI ⊂ Q; we may findk > 0 and
b ∈ P such thatak = ϕ(b), soϕ(bx) ∈ ϕ(P )gp∩Q = ϕ(P ) for everyx ∈ ϕ∗I, sinceϕ is exact
(lemma 3.4.41(v)); thereforeb · ϕ∗(I) ⊂ P .

3.4.43. In the situation of (3.4.42), suppose that bothP andQ are fine and saturated, and let
gr•Q

gp be theϕ-grading ofQ, indexed by(Γ,+) := Qgp/P gp (see remark 3.2.5(iii)); for every
x ∈ Qgp, denotex ∈ Γ the image ofx. Let alsoI ⊂ Qgp be any fractional ideal, and denote by
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gr•I theΓ-grading onI deduced from theϕ-grading ofQgp; arguing as in (3.4.42), it is easily
seen that, more generally,ϕ∗(x−1grxI) is a fractional ideal ofP , for everyx ∈ Q (details left
to the reader). For every prime idealq of height one inQ, we have a commutative diagram of
monoids :

(3.4.44)

P
ϕ //

vϕ−1q

��

Q

vq

��
N

eq // N

wherevq andvϕ−1q are defined as in example 3.4.38(i), andeq is the multiplication by a non-zero
(positive) integer, which we call theramification index ofϕ at q, and we denote alsoeq.

Lemma 3.4.45.In the situation of(3.4.43), suppose thatI is a reflexive fractional ideal. Then
ϕ∗(a−1 · graI) is a reflexive fractional ideal ofP , for everya ∈ Qgp.

Proof. Clearly, we may replaceI bya−1I, and reduce to the case wherea = 1, in which case we
have to check thatϕ∗I is a reflexive fractional ideal. However, according to example 3.4.38(i),
we may writeI = v−1

Q (k• + N⊕D), whereD ⊂ SpecQ is the subset of the height one prime
ideals, andk• ∈ Z⊕D. Set

k′• := ([e−1
q kq] | q ∈ D)

(where, for a real numberx, we let [x] be the smallest integer≥ x). SinceSpecϕ is bijective
(lemma 3.4.41(i)), the commutative diagrams (3.4.44) imply thatϕ∗I = v−1

P (k′•+N⊕D), whence
the contention. �

Example 3.4.46.Let P be as in example 3.4.38(ii), setQ := Div+(P ), and takeϕ := j+P :
P → Q (notation of (3.4.35)). The discussion ofloc.cit. shows thatϕ is a morphism of
Kummer type, and notice that theϕ-grading ofQ is indexed byQgp/P gp = Div(P ). Now,
pick anyx ∈ Q, and letx ∈ Div(P ) be the equivalence class ofx; by lemma 3.4.45, theP -
modulegrxQ is isomorphic to a reflexive fractional ideal ofP . We claim that the isomorphism
class ofgrxQ is preciselyx−1 (where the inverse is formed in the commutative groupDiv(P )).
Indeed, leta ∈ P gp be any element; by definition, we havea ∈ ϕ∗(x−1grxQ) if and only if
ϕgp(a) ∈ x−1grxQ, if and only if ax ∈ Q, if and only if a ∈ x−1, whence the claim. Thus, the
family

(grγDiv+(P ) | γ ∈ Div(P ))

is a complete system of representatives for the isomorphismclasses of the reflexive fractional
ideals of a fine, sharp and saturated monoidP of dimension2.

Remark 3.4.47. Further results on reflexive fractional ideals for monoids,and their divisor
class groups can be found in [23].

3.5. Fans. According to Kato ([53,§9]), a fan is to a monoid what a scheme is to a ring.
More prosaically, the theory of fans is a reformulation of the older theory of rational polyhedral
decompositions, developed in [54].

Definition 3.5.1. (i) A monoidal spaceis a datum(T,OT ) consisting of a topological spaceT
and a sheaf of monoidsOT onT .

(ii) A morphism of monoidal spacesis a datum

(f, log f) : (T,OT )→ (S,OS)

consisting of a continuous mapf : T → S, and a morphismlog f : f ∗OS → OT of
sheaves of monoids that islocal, i.e. whose stalk(log f)t : OS,f(t) → OT,t is a local
morphism, for everyt ∈ T . Thestrict locusof (f, log f) is the subset

Str(f, log f) ⊂ T
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consisting of allt ∈ T such that(log f)t is an isomorphism.
(iii) We say that a monoidal space(T,OT ) is sharp, (resp.integral, resp.saturated) if OT

is a sheaf of sharp (resp. integral, resp. integral and saturated) monoids.
(iv) For any monoidal space (resp. integral monoidal space)(T,OT ), thesharpening(resp.

the saturation) of (T,OT ) is the sharp monoidal space(T,OT )
♯ := (T,O ♯

T ) (resp.
(T,OT )

sat := (T,O sat
T )).

It is easily seen that the rule(T,OT ) 7→ (T,OT )
♯ extends to a functor from the category of

monoidal spaces to the full subcategory of sharp monoidal spaces. This functor is right adjoint
to the corresponding fully faithful embedding of categories.

Likewise, the functor(T,OT ) 7→ (T,OT )
sat is right adjoint to the fully faithful embedding

of the category of saturated monoidal spaces, into the category of integral monoidal spaces.

3.5.2. LetP be any monoid; for everyf ∈ P , let us set

D(f) := {p ∈ SpecP | f /∈ p}.
Notice thatD(f) ∩ D(g) = D(fg) for everyf, g ∈ P . We endowSpecP with the topology
whose basis of open subsets consists of the subsetsD(f), for everyf ∈ P . Notice thatmP is
the only closed point ofSpecP (especially,SpecP is trivially quasi-compact).

By lemma 3.1.13, the localization mapjf : P → Pf induces an identificationj∗f : SpecPf
∼→

D(f). It is easily seen that(j∗f )
−1D(fg) = D(j(g)) ⊂ SpecPf ; in other words, the topology

of SpecPf agrees with the topology induced fromSpecP , via j∗.
Next, for everyf ∈ P we set :

OSpecP (D(f)) := Pf .

We claim thatOSpecP (D(f)) depends only on the open subsetD(f), up to natural isomorphism
(and not on the choice off ). More precisely, say thatD(f) ⊂ D(g) for two given elements
f, g ∈ P ; it follows that the image ofg in Pf lies outside the maximal idealmPf , henceg ∈
P×
f , and therefore the localization mapjf : P → Pf factors uniquely through a morphism of

monoids :
jf,g : Pg → Pf .

Likewise, ifD(g) ⊂ D(f) as well, the localizationjg : P → Pg factors through a unique map
jg,f : Pf → Pg, whence the identities :

jf,g ◦ jg,f ◦ jf = jf jg,f ◦ jf,g ◦ jg = jg

and sincejf andjg are epimorphisms, we see thatjf,g andjg,f are mutually inverse isomor-
phisms.

3.5.3. Say thatD(f) ⊂ D(g) ⊂ D(h) for somef, g, h ∈ P ; by direct inspection, it is clear
thatjf,g ◦ jg,h = jf,h, so the ruleD(f) 7→ Pf yields a well defined presheaf of monoids on the
siteCP of open subsets ofSpecP of the formD(f) for somef ∈ P . ThenOSpecP is trivially a
sheaf onCP (notice that ifD(f) =

⋃
i∈I D(gi) is an open covering ofD(f), thenD(gi) = D(f)

for somei ∈ I). According to [26, Ch.0,§3.2.2] it follows thatOSpecP extends uniquely to a
well defined sheaf of monoids onSpecP , whence a monoidal space(SpecP,OSpecP ). By
inspecting the construction, we find natural identifications :

(3.5.4) (OSpecP )p
∼→ Pp for everyp ∈ SpecP

and moreover :
P

∼→ Γ(SpecP,OSpecP ).

It is also clear that the rule

(3.5.5) P 7→ (SpecP,OSpecP )
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defines a functor from the categoryMndo to the category of monoidal spaces.

Proposition 3.5.6.The functor(3.5.5)is right adjoint to the functor :

(T,OT ) 7→ Γ(T,OT )

from the category of monoidal spaces, to the categoryMndo.

Proof. Let f : P → Γ(T,OT ) be a map of monoids. We define a morphism

ϕf := (ϕf , logϕf ) : (T,OT )→ (SpecP,OSpecP )

as follows. Givent ∈ T , let ft : P → OT,t be the morphism deduced fromf , and denote
by mt ⊂ OT,t the maximal ideal. We setϕf(t) := f−1

t (mt). In order to show thatϕf is
continuous, it suffices to prove thatUs := ϕ−1

f (D(s)) is open inMT , for everys ∈ P . However,
Us = {t ∈ T | ft(s) ∈ O×

T,t}, and it is easily seen that this condition defines an open subset
(details left to the reader). Next, we definelogϕf on the basic open subsetsD(s). Indeed, let
js : Γ(T,OT )→ OT (Us) be the natural map; by construction,js ◦ f(s) is invertible inOT (Us),
hencejs ◦ f extends to a unique map of monoids :

Ps = OSpecP (D(s))→ ϕf∗OT (D(s)).

By [26, Ch.0,§3.2.5], the above rule extends to a unique morphismOSpecP → ϕf∗OT of sheaves
of monoids, whence – by adjunction – a well defined morphismlogϕf : ϕ∗

fOSpecP → OT . In
order to show that(ϕf , logϕf) is the sought morphism of monoidal spaces, it remains to check
that(logϕf)t : Pϕf (t) → OT,t is a local morphism, for everyt ∈ T . However, letit : P → Pϕf (t)
be the localization map; by construction, we have(logϕf )t ◦ it = ft, and the contention is a
straightforward consequence.

Conversely, say that(ϕ, logϕ) : (T,OT ) → (SpecP,OSpecP ) is a morphism of monoidal
spaces; thenlogϕ corresponds to a unique morphismψ : OSpecP → ϕ∗OT , and we set

fϕ := Γ(SpecP, ψ) : P → Γ(T,OT ).

By inspecting the definitions, it is easily seen thatfϕf = f for every morphism of monoidsf as
above. To conclude, it remains only to show that the rule(ϕ, logϕ) 7→ fϕ is injective. However,
for a given morphism of monoidal spaces(ϕ, logϕ) as above, and every pointt ∈ T , we have a
commutative diagram of monoids :

P
fϕ //

��

Γ(T,OT )

jt
��

Pϕ(t)
logϕt // OT,t

.

Sincelogϕt is local, it follows thatϕ(t) = (fϕ ◦ jt)−1mt, especiallyfϕ determinesϕ : T →
SpecP . Finally, since the mapP → Pϕ(t) is an epimorphism, we see thatlogϕt is determined
by fϕ as well, and the proposition follows. �

Definition 3.5.7. Let (T,OT ) be a sharp monoidal space.

(i) We say that(T,OT ) is anaffine fan, if there exists a monoidP and an isomorphism of
sharp monoidal spaces(SpecP,OSpecP )

♯ ∼→ (T,OT ).
(ii) In the situation of (i), ifP can be chosen to be finitely generated (resp. fine), we say

that(T,OT ) is afinite (resp.fine) affine fan.
(iii) We say that(T,OT ) is afan, if there exists an open coveringT =

⋃
i∈I Ui, such that the

induced sharp monoidal space(Ui,OT |Ui) is an affine fan, for everyi ∈ I. We denote
by Fan the full subcategory of the category of monoidal spaces, whose objects are the
fans.
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(iv) In the situation of (iii), if the covering(Ui | i ∈ I) can be chosen, so that(Ui,OT |Ui) is
a finite (resp. fine) affine fan for everyi ∈ I, we say that(T,OT ) is locally finite(resp.
locally fine).

(v) We say that the fan(T,OT ) is finite (resp.fine) if it is locally finite (resp. locally fine)
and quasi-compact.

(vi) Let (T,OT ) be a fan. Thesimplicial locusTsim ⊂ T is the subset of allt ∈ T such that
OT,t is a free monoid of finite rank.

Remark 3.5.8. (i) For every monoidP , let TP denote the affine fan(SpecP )♯. In light of
proposition 3.5.6, it is easily seen that the functorP 7→ TP is an equivalence from the opposite
of the full subcategory of sharp monoids, to the category of affine fans.

(ii) Since the saturation functor commutes with localizations (lemma 3.2.9(i)), it is easily
seen that the saturation of a fan is a fan, and more precisely,the saturation of an affine fanTP ,
is naturally isomorphic toTP sat.

(iii) Let Q1 andQ2 be two monoids; since the productP ×Q is also the coproduct ofP and
Q in the categoryMnd (see example 2.3.30(i)), we have a natural isomorphism in the category
of fans :

TP×Q
∼→ TP × TQ.

More generally, suppose thatP → Qi, for i = 1, 2, are two morphisms of monoids. Then we
have a natural isomorphism of fans :

TQ1⊗PQ2

∼→ TQ1 ×TP TQ2 .

From this, a standard argument shows that fibre products are representable in the category of
fans.

(iv) Furthermore, lemma 3.1.16(ii) implies that the natural map :

π : Spec (P ×Q)→ SpecP × SpecQ

is a homeomorphism (where the product ofSpecP andSpecQ is taken in the category of
topological spaces and continuous maps).

(v) Moreover, we have natural isomorphisms of monoids :

OTP×Q,π−1(s,t)
∼→ OTP ,s ×OTQ,t for everys ∈ SpecP andt ∈ SpecQ.

(vi) For any fanT := (T,OT ), and any monoidM , we shall use the standard notation :

T (M) := HomFan((SpecM)♯, T ).

Especially, ifT is an affine fan, sayT = (SpecP )♯, thenT (M) = HomMnd(P,M
♯); for

instance, ifT is affine,T (N) is a monoid, andT (Q+)
gp is aQ-vector space. Furthermore, by

standard general nonsense we have natural identifications of sets :

(T1 ×T T2)(M)
∼→ T1(M)×T (M) T2(M)

for any pair ofT -fansT1 andT2, and every monoidM . If T , T1 andT2 are affine, this identifi-
cation is also an isomorphism of monoids.

Example 3.5.9.(i) The topological space underlying the affine fan(SpecN,OSpecN)
♯ consists

of two points :SpecN = {∅,m}, wherem := N\{0} is the closed point. The structure sheaf
O := OSpecN is determined as follows. The two stalks areO∅ = {1} (the trivial monoid) and
Om = N; the global sections areΓ(SpecN,O) = N.

(ii) Let (T,OT ) be any fan,P any monoid, with maximal idealmP , andϕ : TP :=
(SpecP,OSpecP )

♯ → (T,OT ) a morphism of fans. Say thatϕ(mP ) ∈ U for some affine
open subsetU ⊂ F ; thenϕ(SpecP ) ⊂ U , henceϕ factors through a morphism of fans
TP → (U,OT |U). In view of proposition 3.5.6, such a morphism corresponds to a unique
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morphism of monoidsϕ♮ : OT (U) → P ♯, and thenϕ(mP ) = ϕ♮−1(mP ) ∈ SpecOT (U) = U .
The map on stalks determined byϕ is the local morphism

OT,ϕ(mP )
∼→ OT (U)ϕ(mP )/OT (U)

×
ϕ(mP ) → P ♯

obtained fromϕ♮ after localization at the prime idealϕ♮−1(mP ).
(iii) For any two monoidsM andN , denote byloc.HomMnd(M,N) the set of local mor-

phisms of monoidsM → N . The discussion in (ii) leads to a natural identification :

T (P )
∼→
∐

t∈T

loc.HomMnd(OT,t, P
♯)

For any monoidP . Thesupportof aP -pointϕ ∈ T (P ) is the unique pointt ∈ T such thatϕ
corresponds to a local morphismOT,t → P ♯.

Example 3.5.10.(i) Let P be any monoid,k > 0 any integer, setTP := (SpecP )♯, and let
kP : P → P be thek-Frobenius map ofP (definition 2.3.40(ii)). Then

kTP := SpeckP : TP → TP

is a well defined endomorphism inducing the identity on the underlying topological space.
(ii) More generally, letF be any fan; for every integerk > 0 we have thek-Frobenius

endomorphism
kF : F → F

which induces the identity on the underlying topological space, and whose restriction to any
affine open subfanU ⊂ F is the endomorphismkU defined as in (i).

3.5.11. LetP be a monoid,M aP -module, and setTP := (SpecP )♯. We define a presheaf
M∼ on the site of basic affine open subsetsD(f) ⊂ SpecP (for all f ∈ P ), by the rule :

U 7→M∼(U) :=M ⊗P OTP (U)

(and for an inclusionU ′ ⊂ U of basic open subsets, the corresponding morphismM∼(U) →
M∼(U ′) is deduced from the restriction mapOTP (U) → OTP (U

′)). It is easily seen that
M∼ is a sheaf, hence it extends to a well defined sheaf ofOTP -modules onTP ([26, Ch.0,
§3.2.5]). ClearlyΓ(TP ,M∼) = M , and the ruleM 7→ M∼ yields a well defined functor
P -Mod → OTP -Mod, which is left adjoint to the global section functor onOTP -modules :
M 7→ Γ(TP ,M ) (verification left to the reader).

Definition 3.5.12. Let (T,OT ) be a fan,M a OT -module. We say thatM is quasi-coherent,
if there exists an open coveringT =

⋃
i∈I Ui of T by affine open subsets, and for eachi ∈ I a

OT (Ui)-moduleMi with an isomorphism ofOT |Ui-modulesM|Ui
∼→M∼

i .

Remark 3.5.13.(i) Let (T,OT ) be a fan,M a quasi-coherentOT -module, andU ⊂ T be any
open subset, such that(U,OT |U) is an affine fan (briefly : an affine open subfan ofT ). Then,
sinceU admits a unique closed pointt ∈ U , it is easily seen thatM|U is naturally isomorphic
to M∼

t as aOT |U -module.
(ii) In the same vein, ifM is an invertibleOT -module (see definition 2.3.6(iv)), then the

restrictionM|U of M to any affine open subset, is isomorphic toOT |U .
(iii) For any fan(T,OT ), the sheaf of abelian groupsOgp

T is quasi-coherent (exercise for the
reader). Suppose thatT is integral; then anOT -submoduleI ⊂ Ogp

T is called afractional ideal
(resp. areflexive fractional ideal) of OT if I is quasi-coherent, andI (U) is a fractional ideal
(resp. a reflexive fractional ideal) ofOT (U), for every affine open subsetU ⊂ T .

(iv) Let P be any integral monoid,I ⊂ P gp a fractional ideal ofP , and setTP := (SpecP )♯.
It follows easily from lemma 3.4.22(i) thatI∼ ⊂ Ogp

TP
is a fractional ideal ofOTP , andI∼ is

reflexive if and only ifI is a reflexive fractional ideal ofP (lemma 3.4.22(ii)).
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(v) Suppose thatT is locally finite; in this case, it follows easily from proposition 3.1.9(ii)
that every quasi-coherent ideal ofOT is coherent. Likewise, ifT is also integral, andI ⊂ Ogp

T

is a (quasi-coherent) fractional ideal ofOT , thenI is coherent, provided the stalksIt are
finitely generatedOT,t-modules, for everyt ∈ T . (Details left to the reader.)

Remark 3.5.14.(i) Let T be any integral fan. We define a sheafDivT onT , by lettingDivT (U)
be the set of all reflexive fraction ideals ofOU , for every open subsetU ⊂ T .

(ii) Now, suppose thatT is locally fine; in this case, we can endowDivT with a natural
structure ofT -monoid, as follows. First, we define a presheaf of monoids onthe siteCT of
affine open subsets ofT by the rule :

U 7→ DivT (U) := (Div(OT (U)),⊙)
(notation of (3.4.20)) and for an inclusionU ′ ⊂ U of affine open subset, the corresponding
morphism of monoidsDivT (U)→ DivT (U ′) is deduced from the flat mapOT (U)→ OT (U

′),
by virtue of lemma 3.4.27(iv). Arguing as in (3.5.3), we see thatDivT is a sheaf onCT , and
then [26, Ch.0,§3.2.2] implies thatDivT extends uniquely to a sheaf of monoids onT . It is
then clear that the sheaf of sets underlying thisT -monoid is (naturally isomorphic to) the sheaf
defined in (i).

(iii) In the situation of (ii), we have likewise aT -submonoidDiv+T ⊂ DivT (remark 3.4.29),
and we may also define aT -monoidDivT (see (3.4.35)). Moreover, we have the global version
of (3.4.36) : namely, the sequence ofT -monoids

1→ Ogp
T

jT−−→ DivT → DivT → 1

is exact (recall thatO×
T = 1T , the initialT -monoid), andjT restricts to a map ofT -monoids

OT → Div+T .

Indeed, the assertion can be checked on the stalks over eacht ∈ T , where it reduces to the exact
sequence (3.4.36) forP := OT,t. Lastly, we remark that, ifT is locally fine and saturated, then
DivT andDivT are abelianT -groups (proposition 3.4.25(i,ii)).

3.5.15. Iff : T ′ → T is a morphism of fans, andM is anyOT -module, then we define as
usual theOT ′-module :

f ∗M := f−1M ⊗f−1OT OT ′

wheref−1M denotes the usual sheaf-theoretic inverse image ofM (so f−1OT means here
what was denotedf ∗OT in definition 3.5.1(ii)). The ruleM 7→ f ∗M yields a left adjoint to the
functor

OT ′-Mod→ OT -Mod N 7→ f∗N

(verification left to the reader). Notice that, ifM is quasi-coherent, thenf ∗M is a quasi-
coherentOT ′-module. Indeed, the assertion is local onT ′, hence we are reduced to the case
whereT ′ = (SpecP ′) andT = (SpecP ) for some monoidsP andP ′. In this case, the functor
M 7→ f ∗(M∼) : P -Mod → OT ′-Mod is left adjoint to the functorM 7→ Γ(T ′,M ) onOT ′-
modules. The latter functor also admits the left adjoint given by the rule :M 7→ (M ⊗P P ′)∼,
whence a natural isomorphism ofOT ′-modules :

f ∗(M∼)
∼→ (M ⊗P P ′)∼.

3.5.16. LetT := (T,OT ) be a fan,t ∈ T any point. Theheightof t is :

htT (t) := dimOT,t ∈ N ∪ {+∞}
(see definition 3.1.18) and thedimensionof T is dimT := sup(htT (t) | t ∈ T ). (If T = ∅ is
the empty fan, we letdimT := −∞.)



180 OFER GABBER AND LORENZO RAMERO

Suppose thatT is locally finite; then it follows from (3.5.4) and lemma 3.1.20(iii),(iv) that
the height of any point ofT is an integer. Moreover, letU(t) ⊂ T denote the subset of all
pointsx ∈ T which specialize tot (i.e. such that the topological closure of{x} in T contains
t); clearlyU(t) is the intersection of all the open neighborhoods oft in T , and we have a natural
homeomorphism :

(3.5.17) SpecOT,t
∼→ U(t).

Especially, ifT is locally finite,U(t) is a finite set, and moreoverU(t) is an open subset :
indeed, ifU ⊂ T is any finite affine open neighborhood oft, we haveU(t) ⊂ U , henceU(t)
can be realized as the intersection of the finitely many open neighborhoods oft in U . In this
case, (3.5.17) induces an isomorphism of fans :

(3.5.18) (SpecOT,t)
♯ ∼→ (U(t),OT |U(t)).

Therefore, for everyh ∈ N, let Th ⊂ T be the subset of all points ofT of height≤ h; clearly
U(t) ⊂ Th whenevert ∈ Th, hence the foregoing shows that – ifT is locally finite –Th is an
open subset ofT for everyh ∈ N, andT =

⋃
h∈N Th.

Notice also that the simplicial locus of a fanT is closed under generizations. Therefore,Tsim
is an open subset ofT , wheneverT is locally finite.

3.5.19. In the situation of remark 3.5.8(v), suppose additionally thatP andQ are finitely
generated. The natural projectionP × Q → P induces a morphismj : TP → TP×Q of affine
fans, and it is easily seen thatj(t) = π−1(t,∅) for everyt ∈ TP . It follows that the restriction of
j is a homeomorphismU(t)

∼→ U(j(t)) for everyt ∈ TP , and moreoverlog j : j∗OTP×Q
→ OTP

is an isomorphism. We conclude thatj is an open immersion.

3.5.20. LetP be a fine, sharp and saturated monoid, and setQ := P ∨ (notation of (3.4.11)).
By proposition 3.4.12(iv), we have a natural identificationP

∼→ Q∨. By proposition 3.4.7(ii)
and corollary 3.3.12(ii), the rule

(3.5.21) F 7→ F ∗ := F ∗
R ∩ P

establishes a natural bijection from the faces ofQ to those ofP . For every faceF of Q, set
pF := P \F ∗; there follows a natural bijectionF 7→ pF between the set of all faces ofQ and
SpecP , such that

F ⊂ F ′ ⇔ pF ⊂ pF ′.

Moreover, setTP := (SpecP )♯; we have natural identifications :

F∨ ∼→ OTP ,pF for every faceF of Q

under which, the specialization mapsOTP ,pF ′ → OTP ,pF correspond to the restriction maps
(F ′)∨ → F∨ : ϕ 7→ ϕ|F .

Definition 3.5.22. Let T := (T,OT ) be a fan.
(i) An integral(resp. arational) partial subdivisionof T is a morphismf : (T ′,OT ′)→ T

of fans such that, for everyt ∈ T ′, the group homomorphism

(log f)gpt : Ogp
T,f(t) → Ogp

T ′,t (resp. theQ-linear map (log f)gpt ⊗Z 1Q)

is surjective.
(ii) If f : T ′ → T is an integral (resp. rational) partial subdivision, and the induced map

T ′(N)→ T (N) (resp.T ′(Q+)→ T (Q+)) : ϕ 7→ f ◦ ϕ
is bijective, we say thatf is an integral (resp. a rational)subdivisionof T .

(iii) A morphism of fansf : T ′ → T is finite (resp. proper), if the fibref−1(t) is a finite
(resp. and non-empty) set, for everyt ∈ T .
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(iv) A subdivisionT ′ → T of T is simplicial, if T ′
sim = T ′.

Remark 3.5.23. (i) Let T be any integral fan. Then the counit of adjunction

T sat → T

is an integral subdivision. This morphism is also a homeomorphism on the underlying topolog-
ical spaces, in light of 3.2.9(iv).

(ii) Let f : T ′ → T be any integral subdivision. Thenf restricts to a bijectionT ′
0

∼→ T0 on
the sets of points of height zero. Indeed, notice that, ift′ ∈ T ′ is a point of height zero, then
f(t′) ∈ T0 since the map(log f)gpt′ must be local; moreoverloc.HomMnd(OT,t′,N) consists of
precisely one element, namely the unique mapσt : N → {1}, and if t′1, t

′
2 ∈ T ′

0 have the same
image inT0, the sectionsσt′1 andσt′2 have the same image inT (N), hence they must coincide,
so thatt′1 = t′2, as claimed.

(iii) Let f : T ′ → T be an integral subdivision of locally fine and saturated fans. In general,
the image of a pointt′ ∈ T ′ of height one may have height strictly greater than one. On the
other hand, for anyt ∈ T of height one, and anyt′ ∈ f−1(t), the mapZ

∼→ Ogp
T,t → Ogp

T ′,t′

must be surjective (theorem 3.4.16(ii)), thereforeOgp
T ′,t′ is a cyclic group; howeverOT ′,t′ is also

sharp and saturated, so it must be either the trivial monoid{1} or N. The first case is excluded
by (ii), soht(t′) = 1, and moreover(log f)t′ is an isomorphism (and there exists a unique such
isomorphism). Since the induced mapT ′(N) → T (N) is bijective, it follows easily thatf−1(t)

consists of exactly one point, and thereforef restricts to an isomorphismf−1(T1)
∼→ T1.

Proposition 3.5.24.Letf : T ′ → T be a morphism of fans, withT ′ locally finite, and consider
the following conditions :

(a) The induced mapT ′(N)→ T (N) is injective.
(b) For every integral saturated monoidP , the induced mapT ′(P )→ T (P ) is injective.
(c) f is a partial rational subdivision.

Then we have :(a)⇔ (b)⇒ (c).

Proof. Obviously (b)⇒ (a). Conversely, assume that (a) holds, letP be a saturated monoid,
and suppose we have two sections inT ′(P ) whose images inT (P ) agree. In light of example
3.5.9(iii), this means that we may find two pointst′1, t

′
2 ∈ T ′, such thatf(t′1) = f(t′2) = t,

and two local morphisms of monoidsσi : OT ′,t′1
→ P/P× whose compositions withlog ft′i

(i = 1, 2) yield the same morphismOT,t → P/P×, and we have to show that these maps
are equal. In view of lemma 3.2.9(ii), we may then replaceP by P/P×, and assume that
P is sharp. Since the stalks ofOT ′ are finitely generated, the morphismsσi factor through a
finitely generated submonoidM ⊂ P . We may then replaceP by its submonoidM sat, which
allows to assume additionally thatP is finitely generated (corollary 3.4.1(ii)). In this case, we
may find an injective mapj : P → N⊕r (corollary 3.4.10(iv); notice thatj is trivially a local
morphism), hence we may replaceσi by j ◦ σi (for i = 1, 2), after which we may assume
thatP = N⊕r for somer ∈ N. Let δ : P → N be the local morphism given by the rule :
(x1, . . . , xr) 7→ x1+ · · ·+xr for everyx1, . . . , xr ∈ N; the compositionsδ ◦σi (for i = 1, 2) are
two elements ofT ′(N) whose images agree inT (N), hence they must coincide by assumption.
This implies already thatt′1 = t′2. Next, letπk : P → N (for k = 1, . . . , r) be the natural
projections, and fixk ≤ r; the morphismsπk ◦ σi for i = 1, 2 are not necessarily local, but they
determine elements ofT ′(N) whose images agree again inT (N), hence they must coincide.
Sincek is arbitrary, we deduce thatσ1 = σ2, as stated.

Next, we suppose that (b) holds, and we wish to show assertion(c); the latter is local onF ′,
hence we may assume that bothF andF ′ are affine, sayF = (SpecQ)♯ andF ′ = (SpecQ′)♯,
with Q′ finitely generated and sharp, and then we are reduced to checking that the mapQgp ⊗Z
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Q→ Q′gp ⊗Z Q induced byf is surjective, or equivalently, that the dual map :

HomMnd(Q
′,Q)→ HomMnd(Q,Q)

is injective. To this aim, we may further assume thatQ′ is integral, in which case, by remark
3.4.14(i) we haveHomMnd(Q

′,Q) = HomMnd(Q
′,Q+)

gp; the contention is an easy conse-
quence. �

3.5.25. In light of proposition 3.5.24, we may ask whether the surjectivity of the map onP -
points induced by a morphismf of fans can be similarly characterized. This turns out to be
the case, but more assumptions must be made on the morphismf , and also some additional
restrictions must be imposed on the type of monoidP . Namely, we shall consider monoids of
the formΓ+, where(Γ,≤) is any totally ordered abelian group, andΓ+ ⊂ Γ is the subgroup of
all elements≤ 1 (where1 ∈ Γ denotes the neutral element). With this notation, we have the
following :

Proposition 3.5.26.Letf : T ′ → T be a finite partial integral subdivision, withT locally finite.
The following conditions are equivalent :

(a) The induced mapT ′(N)→ T (N) is surjective.
(b) For every totally ordered abelian group(Γ,≥), the induced mapT ′(Γ+) → T (Γ+) is

surjective.

Proof. Obviously, we need only to show that (a)⇒ (b). Thus suppose, by way of contradic-
tion, that (a) holds, but nevertheless there exists a totally ordered abelian group(Γ,≤), and an
element ofT (Γ+) which is not in the image ofT ′(Γ+). Such element corresponds to a local
morphism of monoidsϕ : OT,t → Γ+, for somet ∈ T , and the assumption means thatϕ does
not factor through the monoidOT ′,s, for anys ∈ f−1(t). Set

P := O int
T,t Qs := P gp ×Ogp

T ′ ,s
O int
T ′,s for everys ∈ f−1(t)

Notice that, since the mapP gp → Ogp
T ′,s is surjective, we have

Qs/Q
×
s ≃ O int

T ′,s/(O
int
T ′,s)

×

and there is a natural injective morphism of monoidsgs : P → Qs, determined by the pair
(i, (log f)ints ), wherei : P int → P gp is the natural morphism; moreover,P gp = Qgp

s for every
s ∈ f−1(t). Clearlyϕ factors through a morphismϕ : P → Γ+; since the unit of adjunction
OT,t → P is surjective, it follows thatP is sharp andϕ is local. Moreover, the group homomor-
phismϕgp : P gp → Γ factors uniquely through eachQgp

s . Our assumption then states that we
may find, for eachs ∈ f−1(t), an elementxs ∈ Qs whose image inΓ lies in the complement of
Γ+, i.e. the image ofx−1

s lies in the maximal idealm ⊂ Γ+. Let P ′ ⊂ P gp be the submonoid
generated byP and by(x−1

s | s ∈ f−1(t)). By construction,P ′ is finitely generated, and the
morphismϕ extends uniquely to a morphismP ′ → Γ+, which maps eachx−1

s intom. It follows
that all thex−1

s lie in the maximal ideal ofP ′. Let us now pick any local morphismψ′ : P ′ → N
(corollary 3.4.10(iii)); by restriction,ψ′ induces a local morphismψ : P → N, which – accord-
ing to (a) – must factor through a local morphismψs : Qs → N, for at least ones ∈ f−1(t).
However, on the one hand we haveψ′gp = ψgp = ψgp

s ; on the other handψ′(x−1
s ) 6= 0, hence

ψs(xs) = ψ′gp(xs) /∈ N, a contradiction. �

Example 3.5.27.Let T be a locally fine fan,ϕ : F → T an integral subdivision, withF locally
fine and saturated, andk > 0 an integer. Suppose we have a commutative diagram of fans :

(3.5.28)
F

ϕ //

g

��

T

kT
��

F
ϕ // T.
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wherekT is thek-Frobenius endomorphism (example 3.5.10(ii)). Then we claim that necessar-
ily g = kF . Indeed, suppose that this fails; then we may find a pointt ∈ F such that the compo-
sition ofg and the open immersionjt : U(t)→ F is not equal tojt ◦ kU(t). SetP := OF,t; then
g ◦ jt 6= jt ◦kU(t) in F (P ). However, an easy computation shows thatϕ(g ◦ jt) = ϕ(jt ◦kU(t)),
which contradicts proposition 3.5.24.

3.5.29. LetP :=
∐

n∈N Pn be aN-graded monoid (see definition 2.3.8); thenP0 is a sub-
monoid ofP , everyPn is aP0-module, andP+ :=

∐
n>0 Pn is an ideal ofP . For everya ∈ P ,

the localizationPa is Z-graded in an obvious way, and we denote byP(a) ⊂ Pa the submonoid
of elements of degree0. Notice that there is a natural identification ofP0-monoids

(3.5.30) P(an)
∼→ P(a) for every integern > 0.

Set as well :
D+(a) := (SpecP(a))

♯

and notice that the natural mapP → P(a) induces a morphism of fansπa : D+(a) → TP :=
(SpecP0)

♯. If b ∈ P is any other element, in order to determine the fibre productD+(a) ×TP
D+(b) we may assume – in light of (3.5.30) – thata, b ∈ Pn for the same integern, in which
case we have natural isomorphisms

P(a) ⊗P0 P(b)
∼→ P(ab)

∼←− P(a)[b
−1a]

(see remark 3.1.25(i)) onto the localization ofP(a) obtained by inverting its elementa−1b; this
is of course the same asP(b)[a

−1b]. In other wordsD+(a) ×TP D+(b) is naturally isomorphic
toD+(ab), identified to an open subfan in bothD+(a) andD+(b). We may then glue the fans
D+(a) for a ranging over all the elements ofP , to obtain a new fan, denoted :

ProjP

called theprojective fanassociated toP . By inspecting the construction, we see that the mor-
phismsπa assemble to a well defined morphism of fansπP : ProjP → TP . Each element
a ∈ P yields an open immersionja : D+(a) → ProjP , and if b ∈ P is any other element,jab
factors through an open immersionD+(ab)→ D+(a).

3.5.31. Letϕ : P → P ′ be a morphism ofN-graded monoids (soϕPn ⊂ P ′
n for everyn ∈ N).

Set :
G(ϕ) :=

⋃

a∈P

D+(ϕ(a)) ⊂ ProjP ′.

Notice that, for everya ∈ P , ϕ induces a morphismϕ(a) : P(a) → P ′
(a), whence a morphism of

affine fans(Projϕ)a : D+(ϕ(a))→ D+(a) ⊂ ProjP . Moreover, ifb ∈ P is any other element,
it is easily seen that(Projϕ)a and(Projϕ)b agree onD+(ϕ(a)) ∩ D+(ϕ(b)). Therefore, the
morphisms(Projϕ)a glue to a well defined morphism :

Projϕ : G(ϕ)→ ProjP.

Notice thatG(ϕ) = ProjP ′, wheneverϕP generates the idealP ′
+. Moreover, we have

(3.5.32) (Projϕ)−1D+(a) = D+(ϕ(a)) for everya ∈ P .

Indeed, say thatD+(b) ⊂ G(ϕ) for someb ∈ P ′, and(Projϕ)D+(b) ⊂ D+(a). In order to
show thatD+(b) ⊂ D(ϕ(a)), it suffices to check thatD+(bϕ(c)) ⊂ D+(ϕ(a)) for everyc ∈ P .
However, the assumption means that the natural map

P(c) → P ′
(ϕ(c)) → P ′

(bϕ(c)) → P ′
(bϕ(c))/P

′×
(bϕ(c))

factors through the localizationP(c) → P(ac). This is equivalent to saying thatϕ(c−1a) is invert-
ible in P ′

(bϕ(c)), in which case the localizationP ′
(ϕ(c)) → P ′

(bϕ(c)) factors through the localization
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P ′
(ϕ(c)) → P ′

(ϕ(ac)). The latter means that the open immersionD+(bϕ(c)) ⊂ D+(ϕ(c)) factors
through the open immersionD+(ϕ(ac)) ⊂ D+(ϕ(c)), as claimed.

3.5.33. In the situation of (3.5.29), setY := ProjP to ease notation. LetM be aZ-graded
P -module; for everya ∈ P , letM(a) ⊂Ma :=M ⊗P Pa be theP(a)-submodule of degree zero
elements (for the natural grading onMa). We deduce a quasi-coherentOD+(a)-moduleM∼

(a)

(see definition 3.5.12). Moreover, ifb ∈ P is any other element, we have a natural identification

ω̃a,b :M
∼
(a)|D+(a)∩D+(b)

∼→M∼
(b)|D+(a)∩D+(b).

This can be verified as follows. First, in view of (3.5.30), wemay assume thata, b ∈ Pn, for
somen ∈ N, in which case we consider theP -linear morphism :

M(a) →M(b) ⊗P(b)
P(b)[a

−1b] :
x

am
7→ x

bm
⊗ bm

am
for everyx ∈Mnm.

It is easily seen that this map is actuallyP(a)-linear, hence it extends to aOT (D+(a) ∩D+(b))-
linear morphism :

ωa,b :M(a) ⊗P(a)
P(a)[b

−1a]
∼→M(b) ⊗P(b)

P(b)[a
−1b].

Moreover,ωa,b ◦ ωb,a is the identity map, henceωa,b induces the sought isomorphism̃ωa,b.
Furthermore, for anya, b, c ∈ P , setD+(a, b, c) := D+(a) ∩ D+(b) ∩ D+(c); we have the
identity :

ω̃a,c|D+(a,b,c) = ω̃b,c|D+(a,b,c) ◦ ω̃a,b|D+(a,b,c)

which shows that the locally defined sheavesM∼
(a) glue to a well definedOY -module, which we

shall denoteM∼. Especially, for everyn ∈ Z, let P (n) be theZ-gradedP -module such that
P (n)k := Pn+k for everyk ∈ Z (with the convention thatPn := ∅ if n < 0); we set :

OY (n) := P (n)∼.

Every elementa ∈ Pn induces a natural isomorphism :

OY (n)|D+(a)
∼→ OD+(a) : x 7→ f−kx for every local sectionx.

Hence on the open subset :

Un(P ) :=
⋃

a∈Pn

D+(a)

the sheafOY (n) restricts to an invertibleOUn(P )-module (see definition 2.3.6(iv)). Especially,
if P1 generatesP+, theOY -modulesOY (n) are invertible, for everyn ∈ Z.

3.5.34. In the situation of (3.5.31), letM be aZ-gradedP -module. ThenM ′ := M ⊗P P ′ is
aZ-gradedP ′-module, with the grading defined by the rule :

(3.5.35) M ′
n :=

⋃

j+k=n

Im(Mj ⊗P0 P
′
k →M ′).

There follows aP(a)-linear morphism :

(3.5.36) M(a) →M ′
(ϕ(a)) :

x

ak
7→ x⊗ 1

ϕ(a)k
for everya ∈ P

and since both localization and tensor product commute witharbitrary colimits, it is easily seen
that (3.5.36) extends an injectiveP ′

(ϕ(a))-linear map

M(a) ⊗P(a)
P ′
(ϕ(a)) → M ′

(ϕ(a))
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whence a map ofOD+(ϕ(a))-modules(Projϕ)∗M∼
|D+(ϕ(a)) → (M ′)∼|D+(ϕ(a))

, and the system

of such maps, fora ranging over the elements ofP , is compatible with all open immersions
D+(ϕ(ab)) ⊂ D+(a), whence a well defined monomorphism ofOG(ϕ)-modules

(3.5.37) (Projϕ)∗M∼ → (M ′)∼|G(ϕ).

Moreover, ifa ∈ P1, then for everym ∈Mj andx ∈ P ′
k, we may write

m⊗ x
ϕ(a)j+k

=
m

aj
⊗ x

ϕ(a)j

so the above map is an isomorphism onD+(a). Thus, (3.5.37) restricts to an isomorphism on
the open subset

G1(ϕ) :=
⋃

a∈P1

D+(ϕ(a)).

Especially (3.5.37) is an isomorphism wheneverP1 generatesP+. Notice as well thatG1(ϕ) ⊂
U1(P

′) ∩G(ϕ), and actuallyG1(ϕ) = U1(P
′) if ϕ(P ) generatesP ′

+.

3.5.38. LetP be as in (3.5.29), andf : P0 → Q a given morphism of monoids. Then
P ′ := P ⊗P0 Q is naturallyN-graded, so that the natural mapfP : P → P ′ is a morphism of
graded monoids. Every element ofP ′ is of the forma⊗ b = (a⊗ 1) · (1⊗ b), wherea ∈ P and
b ∈ Q. Then lemma 2.3.34 yields a natural isomorphism ofQ-monoids :

P(a) ⊗P0 Q[b
−1]

∼→ P ′
(a⊗b)

whence an isomorphism of affine fans :

βa⊗b : D+(a⊗ b) ∼→ D+(a)×TP D(b)

such that(πa ×TP j∗b ) ◦ βa⊗b = πa⊗b, wherej∗b : D(b) → TQ := (SpecQ)♯ is the natural open
immersion. Especially, it is easily seen that the isomorphismsβa⊗1 assemble to a well defined
isomorphism of fans :

(Proj fP , πP ′) : ProjP ′ ∼→ ProjP ×TP TQ
such that(πP ×TP 1TQ) ◦ (Proj fP , πP ′) = πP ′. Lastly, if g : Q → R is another morphism of
monoids,TR := (SpecR)♯, andP ′′ := P ′ ⊗Q R, then we have the identity :

(3.5.39) ((Proj fP , πP ′)×TQ 1TR) ◦ (Proj gP ′, πP ′′) = (Proj (g ◦ f)P , πP ′′).

Moreover, for everyZ-graded moduleM , the map(Proj fP )∗M∼ → (M ⊗P0 Q)
∼
|G(fP ) of

(3.5.37) is an isomorphism, regardless of whether or notP1 generatesP+ (verification left to
the reader). Especially, we get a natural identification :

(Proj fP )
∗OY (n)

∼→ OY ′(n) for everyn ∈ Z

whereY := ProjP andY ′ := ProjP ′.

3.5.40. In the situation of (3.5.38), letϕ : R→ P be a morphism ofN-graded monoids. There
follow morphisms of fans :

Projϕ : G(ϕ)→ ProjR Proj(fP ◦ ϕ) : G(fP ◦ ϕ)→ ProjR

and in view of (3.5.32), it is easily seen that :

(3.5.41) G(fP ◦ ϕ) = (Proj fP )
−1(G(ϕ)).



186 OFER GABBER AND LORENZO RAMERO

3.5.42. Let now(T,OT ) be any fan. AN-gradedOT -monoidis aN-gradedT -monoidP,
with a morphismOT → P of T -monoids. We say that such aOT -monoid isquasi-coherent,
if it is such, when regarded as aOT -module. To a quasi-coherentN-gradedOT -monoidP, we
attach a morphism of fans :

πP : ProjP → T

constructed as follows. First, for every affine open subfanU ⊂ T , the monoidP(U) is N-
graded, so we have the projective fanProjP(U), and the morphism of monoidsOT (U) →
P(U) induces a morphism of fansProjP(U)→ U . Next, say thatU1, U2 ⊂ T are two affine
open subsets; for any affine open subsetV ⊂ U1∩U2 we have restriction mapsρV,i : P(Ui)→
P(V ) inducing isomorphisms of gradedOT (V )-monoids :

P(Ui)⊗OT (Ui) OT (V )
∼→P(V ).

whence isomorphisms ofV -fans :

ProjP(V )
∼→ ProjP(Ui)⊗OT (Ui) OT (V )

Proj ρV,i−−−−−→ ProjP(Ui)×Ui V
which in turn yield natural identifications :

ϑV : ProjP(U1)×U1 V
∼→ ProjP(U2)×U2 V.

If W ⊂ V is a smaller affine open subset, (3.5.39) implies thatϑV ×V 1W = ϑW , and therefore
the isomorphismsϑV glue to a single isomorphism ofU1 ∩ U2-fans :

ProjP(U1)×U1 (U1 ∩ U2)
∼→ ProjP(U2)×U2 (U1 ∩ U2)

which is furthermore compatible with base change to any triple intersectionU1∩U2∩U3 of affine
open subsets (details left to the reader). In such situation, we may glue the fansProjP(U) –
with U ⊂ T ranging over all the open affine subsets – along the above isomorphisms, to obtain
the sought fanProjP; the construction also comes with a well defined morphism toT , as
required. Then, for every such open affineU , the induced morphismProjP(U)→ ProjP is
an open immersion; finally a direct inspection shows that, for every smaller affine open subset
V ⊂ U we have :

Un(P(U)) ∩ ProjP(V ) = Un(P(V )) for everyn ∈ N

(where the intersection is taken inProjP). Hence the union of all the open subsetsUn(P(U))
is an open subsetUn(P) ⊂ ProjP, intersecting eachProjP(U) in its subsetUn(P(U)).

3.5.43. To ease notation, setY := ProjP, and letπ : Y → T be the projection. Let
M be aZ-gradedP-module, quasi-coherent as aOT -module; for every affine open subset
U ⊂ T , the gradedP(U)-moduleM (U) yields a quasi-coherentOπ−1U -moduleM∼

U , and
every inclusion of affine open subsetU ′ ⊂ U induces a natural isomorphismM∼

U |U ′

∼→M∼
U ′ of

Oπ−1U ′-modules. Therefore the modulesM∼
U glue to a well definedOY -moduleM∼.

For everyn ∈ Z, denote byM (n) theZ-gradedP-module such thatM (n)k := Mn+k for
everyk ∈ Z (especially, with the convention thatPk := 0 wheneverk < 0, we obtain in this
way theP-moduleP(n)). We set :

OY (n) := P(n)∼ and M∼(n) := M∼ ⊗OY OY (n).

Clearly the restriction ofOY (n) toUn(P) is invertible, for everyn ∈ Z.
Moreover, for everyn ∈ Z, the scalar multiplicationP(n) ⊗OT M →M (n) determines a

well defined morphism ofOY -modules :

M∼(n)→M (n)∼
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and arguing as in (3.5.34) we see that the restriction of thismap is an isomorphism onU1(P).
Especially, we have natural morphisms ofOY -modules :

OY (n)⊗OY OY (m)→ OY (n +m) for everyn,m ∈ Z

whose restrictions toU1(P) are isomorphisms.

Example 3.5.44.Let T be a fan,L an invertibleOT -module, and setP(L ) := Sym•
OT

L
(see example 2.3.10). Then the morphism

πP(L ) : P(L ) := ProjP(L )→ T

is an isomorphism. Indeed, the assertion can be checked locally on every affine open subset
U ⊂ T , hence say thatU = (SpecP )♯ for some monoidP , andL ≃ OT |U , in which case the
P -monoidP(L )(U) is isomorphic toP × N (with its natural morphismP → P × N : x 7→
(x, 0) for everyx ∈ P ), and the sought isomorphism corresponds to the natural identification :

(3.5.45) P = (P × N)(1,1)

where(1, 1) ∈ P × {1} = (P × N)1. Likewise,OP(L )(n) is theOP(L )-module associated to
the graded(P × N)-moduleP × N(n) = L ⊗n(U) ⊗P (P × N), so (3.5.45) induces a natural
isomorphism

π∗
P(L )L

⊗n ∼→ OP(L )(n) for everyn ∈ N.

3.5.46. In the situation of (3.5.42), letϕ : P → P ′ be a morphism of quasi-coherentN-
gradedOT -monoids (defined in the obvious way). By the foregoing, for every affine open
subsetU ⊂ T , we have an induced morphismProjϕ(U) : G(ϕ(U)) → ProjP(U) of U-fans,
whereG(ϕ(U)) ⊂ ProjP(U) is an open subset ofProjP ′. Let V ⊂ U be a smaller affine
open subset; in light of (3.5.41), we have

G(ϕ(V )) = G(ϕ(U)) ∩ ProjP(V ).

It follows that the union of all the open subsetsG(ϕ(U)) is an open subsetG(ϕ) such that

G(ϕ) ∩ ProjP(U) = G(ϕ(U)) for every affine open subsetU ⊂ T

and the morphismsProjϕ(U) assemble to a well defined morphism

Projϕ : G(ϕ)→ ProjP.

Moreover, ifM is aZ-graded quasi-coherentP-module, the morphisms (3.5.37) assemble to
a well defined morphism ofOG(ϕ)-modules :

(3.5.47) (Projϕ)∗M∼ → (M ′)∼|G(ϕ)

where the grading ofM ′ := M ⊗P P ′ is defined as in (3.5.35). Likewise, the union of all
open subsetsG1(ϕ(U)) is an open subsetG1(ϕ) ⊂ U1(P) ∩ G(ϕ), such that the restriction
of (3.5.47) toG1(ϕ) is an isomorphism. Especially, setY := ProjP andY ′ := ProjP ′; we
have a natural morphism :

(Projϕ)∗OY (n)
∼→ OY ′(n)|G(ϕ)

which is an isomorphism, ifP1 generatesP+ :=
∐

n>0 Pn locally onT .

3.5.48. On the other hand, letf : T ′ → T be a morphism of fans. The discussion in (3.5.38)
implies thatf induces a natural isomorphism ofT ′-fans :

(3.5.49) Proj f ∗P
∼→ ProjP ×T T ′.

Moreover, setY := ProjP, Y ′ := Proj f ∗P, and letπY : Y ′ → Y be the projection deduced
from (3.5.49); then there follows a natural identification :

OY ′(n)
∼→ π∗

Y OY (n) for everyn ∈ Z.
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3.5.50. Keep the notation of (3.5.42), and to ease notation,setY := ProjP. Let C be the
category whose objects are all the pairs(ψ : X → T,L ), whereψ is a morphism of fans,
andL is an invertibleOX-module; the morphisms(ψ : X → T,L ) → (ψ′ : X ′ → T,L ′)
are the pairs(β, h), whereβ : X → X ′ is a morphism ofT -fans, andh : β∗L ′ ∼→ L is
an isomorphism ofOX′-modules (with composition of morphisms defined in the obvious way).
Consider the functor

FP : C o → Set

which assigns to any object(ψ,L ) of C , the set consisting of all morphisms of gradedOX-
monoids

g : ψ∗P → Sym•
OX

L

which are epimorphisms on the underlyingOX-modules (notation of example 2.3.10). On a
morphism(β, h) as in the foregoing, and an elementg′ ∈ FP(ψ′,L ′), the functor acts by the
rule :

FP(β, h) := (Sym•
OX
h) ◦ β∗g′.

Lemma 3.5.51.In the situation of(3.5.50), the following holds :

(i) The object(πP|U1(P) : U1(P)→ T,OY (1)|U1(P)) represents the functorFP .
(ii) If P is an integralT -monoid, theOT -monoidPsat admits a unique grading such that

the unit of adjunctionP → Psat is a N-graded morphism, and there is a natural
isomorphism ofProjP-fans :

Proj (Psat)
∼→ (ProjP)sat.

Proof. (i): The proof ismutatis mutandis, the same as that of lemma 6.4.26 (with some minor
simplifications). We leave it as an exercise for the reader.

(ii): The first assertion shall be left to the reader. The second assertion is local onProjP,
hence we may assume thatT = (SpecP0), andP = P∼ for someN-graded integralP0-
monoidP . Leta ∈ P sat be any element; by definition we havean ∈ P for somen > 0, and we
know that the open subsetsD+(a) etD+(a

n) coincide inProj(Psat); hence we come down to
showing that(P(a))

sat = (P sat)(a) for everya ∈ P , which can be left to reader. �

Definition 3.5.52. Let (T,OT ) be a fan (resp. an integral fan),I ⊂ OT an ideal (resp. a
fractional ideal) ofOT .

(i) Let f : X → T be a morphism of fans (resp. of integral fans); thenf−1I is an ideal
(resp. a fractional ideal) off−1OT , and we let :

IOX := log f(f−1I ) · OX
which is the smallest ideal (res. fractional ideal)OX containing the image off−1I .

(ii) A blow upof the idealI is a morphism of fans (resp. of integral fans)ϕ : T ′ → T
which enjoys the following universal property. The ideal (resp. fractional ideal)I OT ′

is invertible, and every morphism of fans (resp. of integralfans)X → T such that
I OX is invertible, factors uniquely throughϕ.

3.5.53. LetT be a fan (resp. an integral fan),I ⊂ OT a quasi-coherent ideal (resp. fractional
ideal), and consider theN-gradedOT -monoid :

B(J ) :=
∐

n∈N

I n

whereI n ⊂ OT is the ideal (resp. fractional ideal) associated to the presheafU 7→ I (U)n

for every open subsetU ⊂ T (notation of (3.1.1), with the convention thatI 0 := OT ) and the
multiplication law ofB(I ) is defined in the obvious way.
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Proposition 3.5.54.The natural projection

ProjB(I )→ T

is a blow up of the idealI .

Proof. We shall consider the case whereT is not necessarily integral, andI ⊂ OT ; the case
of a fractional ideal of an integral fan is proven in the same way. SetY := ProjB(I ); to
begin with, let us show thatIOY is invertible. The assertion is local onT , hence we may
assume thatT = (SpecP )♯, andI = I∼ for some idealI ⊂ P , soY = ProjB(I), where
B(I) =

∐
n∈N I

n. Let a ∈ B(I)1 = I be any element; then the restriction ofIOY toD+(a) is
generated by1 = a/a ∈ B(I)(a), so clearlyI|D+(a) ≃ OY ; sinceU1(B(I)) = Y (notation of
(3.5.33)), the contention follows.

Next, letϕ : X → T be a morphism of fans, such thatIOX is an invertible ideal. It follows
easily thatI nOX is invertible for everyn ∈ N, so the natural map ofN-gradedOX-monoids

ϕ∗Sym•
OT

(I )
∼→ Sym•

OX
(IOX)→ B(IOX)

is an isomorphism. On the other hand, the projectionProjB(IOX) → X is an isomorphism
(example (3.5.44)), whence – in view of (3.5.49) – a natural morphism ofT -fans :

(3.5.55) X → ProjB(I ).

To conclude, it remains to show that (3.5.55) is the only morphism of T -fans fromX to
ProjB(I ). The latter assertion can be checked again locally onT , so we are reduced as
above to the case whereT is the spectrum ofP , andI is associated toI. We may also as-
sume thatX = (SpecQ)♯, andϕ is given by a morphism of monoidsf : P → Q. Then the
hypothesis means that the idealf(I)Q is isomorphic toQ (see remark 3.5.13(ii)), hence it is
generated by an element of the formf(a), for somea ∈ I, and the endomorphismx 7→ f(a)x
of f(I)Q, is an isomorphism. In such situation, it is clear thatf factors uniquely through a
morphism of monoidsP → B(I)(a); namely, one definesg : B(I)(a) → Q by the rule :
a−kx 7→ f(a)−kf(x) (for everyx ∈ Ik), which is well defined, by the foregoing observations.
The morphism(Spec g)♯ : X → D+(a) must then agree with (3.5.55). �

Example 3.5.56.(i) Let P be a monoid,I ⊂ P any finitely generated ideal,{a1, . . . , an} a
finite system of generators ofI; setT := (SpecP )♯, and letϕ : T ′ → T be the blow up of
the idealI∼ ⊂ OT . ThenT ′ admits an open covering consisting of the affine fansD+(fi).
The latter are the spectra of the monoidsQi consisting of all fractions of the forma · f−t

i , for
everya ∈ In; we havea · f−t

i = b · f−s
i in Qi if and only if there existsk ∈ N such that

a · f s+ki = b · f t+ki , if and only if the two fractions are equal inPfi, in other word,Qi is the
submonoid ofPfi generated byP and{fj · f−1

i | j ≤ n}, for everyi = 1, . . . , n.
(ii) Consider the special case whereP is fine, and the idealI ⊂ P is generated by two

elementsf, g ∈ P . Let t ∈ T ′ be any point; up to swappingf andg, we may assume thatt
corresponds to a prime idealp ⊂ P [f/g], henceϕ(t) corresponds toq := j−1p ⊂ P , where
j : P → P [f/g] is the natural map. We have the following two possibilities :

• Either f/g ∈ p, in which case lety ∈ F ′ := P [f/g] \ p be any element; writing
x = y·(f/g)n for somen ≥ 0 andy ∈ P , we deduce thatn = 0, sox = y ∈ F := P\q,
thereforeF ′ = j(F ). Notice as well that in this casef/g is not invertible inP [f/g],
henceP [f/g]× = P×, whencedimP [f/g] = dimP , and , by corollary 3.4.10(i).
• Or elsef/g /∈ p, in which case the same argument yieldsF ′ = j(F )[f/g]. In this

case,f/g is invertible inP [f/g] if and only if it is invertible in the faceF ′, hence
ht p = dimP − rkZF

′ ≥ dimP − dimF − 1, by corollary 3.4.10(i),(ii).
In either event, corollary 3.4.10(i),(ii) implies the inequality :

1 ≥ ht(ϕ(t))− ht(t) ≥ 0 for everyt ∈ T ′.
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3.6. Special subdivisions.In this section we explain how to construct – either by geometrical
or combinatorial means – useful subdivisions of given fans.

3.6.1. LetT be any locally fine and saturated fan, andt ∈ T any point. By reflexivity
(proposition 3.4.12(iv)), the elementss ∈ Ogp

T,t ⊗Z Q correspond bijectively toQ-linear forms
ρs : U(t)(Q+)

gp → Q, ands ∈ Ogp
T,t if and only if ρs restricts to a morphism of monoids

U(t)(N)→ Z. Moreover, this bijection is compatible with specialization maps : ift′ is a gener-
ization of t in T , then the formU(t′)(Q+)

gp → Q induced by the image ofs in Ogp
T,t′ ⊗Z Q is

the restriction ofρs (see (3.5.20)).
Hence, any global sectionλ ∈ Γ(T,Ogp

T ) yields a well defined function

ρλ : T (N)→ Z

whose restriction toU(t)(N) is the restriction of aZ-linear form onU(t)(N)gp, for everyt ∈ T ;
conversely, any such function arises from a unique global section of Ogp

T . Likewise, we have
a natural isomorphism between theQ-vector space of global sectionsλ of Ogp

T ⊗Z Q, and the
space of functionsρλ : T (Q+)→ Q with a corresponding linearity property.

Let nowρ : T (Q+) → Q be any function; we may attach toρ a sheaf of fractional ideals of
OT,Q (notation of (3.3.20)), by the rule :

Iρ,Q(U) := {s ∈ OT,Q(U) | ρs ≥ ρ|U} for every open subsetU ⊂ T

In this generality, not much can be said concerningIρ,Q; to advance, we restrict our attention
to a special class of functions, singled out by the following:

Definition 3.6.2. Let T be a locally fine and saturated fan.
(a) A roof onT is a function :

ρ : T (Q+)→ Q

such that, for everyt ∈ T , there existk := k(t) ∈ N andQ-linear forms

λ1, . . . , λk : U(t)(Q+)
gp → Q

with ρ(s) = min(λi(s) | i = 1, . . . , k) for everys ∈ U(t)(Q+).
(b) An integral roof onT is a roofρ onT such thatρ(s) ∈ Z for everys ∈ T (N).

3.6.3. The interest of the notion of roof on a fanT , is that it encodes in a geometrical way,
an integral subdivision ofT , together with a coherent sheaf of fractional ideals ofOT (see
definition 2.3.6(iii)). This shall be seen in several steps.To begin with, letT andρ be as in
definition 3.6.2(a). For anyt ∈ T , pick a systemλ := {λ1, . . . , λk} of Q-linear forms fulfilling
condition (b) of the definition; then for everyi = 1, . . . , k let us set :

U(t, i)(N) := {x ∈ U(t)(N) | ρ(x) = λi(x)}.
Notice thatU(t)(N) = OT,t, by proposition 3.4.12(iv). Moreover, say thatλ is irredundant for
t if no proper subsystem ofλ fulfills condition (b) of definition 3.6.2 relative toU(t).

Lemma 3.6.4.With the notation of(3.6.3), the following holds :
(i) U(t, i)(N) is a saturated fine monoid for everyi ≤ k.
(ii) There is a unique system ofQ-linear forms which is irredundant fort.

(iii) If λ is irredundant fort, then dimU(t, i)(N) = htT (t) for everyi = 1, . . . , k.

Proof. (i): We leave to the reader the verification thatU(t, i) is a saturated monoid. Next, let
σi ⊂ U(t)(R+)

gp∨ be the convex polyhedral cone spanned by the linear forms

((λj − λi)⊗Q R | j = 1, . . . , k).

Thenσi is Ogp∨
T,t -rational, soσ∨

i is Ogp
T,t-rational, andσ∨

i ∩ Ogp
T,t is a fine monoid (propositions

3.3.21(i), and 3.3.22(i)), therefore the same holds forU(t, i)(N) = σ∨
i ∩ OT,t (corollary 3.4.2).
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(iii): Notice thathtT (t) = dimU(t)(N), by proposition 3.4.12(ii) and (3.5.18). In view of
corollary 3.4.10(i), it follows already thatdimU(t, i) ≤ htT (t). Now, let λ1, . . . , λk be an
irredundant system, and suppose, by contradiction, thatdim U(t, i)(N) < dim U(t)(N) for
somei ≤ k. Especially,σ∨

i ∩ U(t)(R+) does not span theR-vector spaceU(t)(R+)
gp, and

therefore the dualσi +U(t)(R)∨ is not strongly convex (corollary 3.3.14). After relabeling, we
may assume thati = 1. Hence there existaj, bj ∈ R+ andϕ, ϕ′ ∈ U(t)(R)∨, and an identity :

k∑

j=2

aj(λj − λi) + ϕ = −
k∑

j=2

bj(λj − λi)− ϕ′.

Moreover,
∑k

j=2(aj + bj) > 0. It follows that there existψ ∈ U(t)(R)∨, and non-negative real
numbers(cj | j = 2, . . . k) such that

λi =
k∑

j=2

cjλj + ψ and
k∑

j=2

cj = 1.

On the other hand, the irredundancy condition means that there existsx ∈ U(t, 1)(N) such that
λj(x) > λ1(x) for everyj > 1. Sinceψ(x) ≥ 0, we get a contradiction.

(ii): The assertion is clear, ifhtT (t) ≤ 1. Hence suppose that the height oft is≥ 2, and let
λ := {λ1, . . . , λk} andµ := {µ1, . . . , µr} be two irredundant systems fort. Fix i ≤ k, and pick
x ∈ U(t, i)(N) which does not lie on any proper face ofU(t, i)(N) (the existence ofx is ensured
by (iii) and proposition 3.4.7(i)); say thatµ1(x) = ρ(x). Sincei is arbitrary, the assertion shall
follow, once we have shown thatµ1 agrees withλi on the whole ofU(t, i)(N).

However, by definition we haveµ1(y) ≥ λi(y) for everyy ∈ U(t, i)(N), and then it is easily
seen thatKer(µ1− λi)∩U(t, i)(N) is a face ofU(t, i)(N); sincex ∈ Ker(µ1 − λi), we deduce
thatµ1 − λi vanishes identically onU(t, i)(N). �

3.6.5. Henceforth, we denote byλ(t) := {λ1, . . . , λk} the irredundant system ofQ-linear
forms for t. Let 1 ≤ i, j ≤ k; then we claim thatU(t, i, j)(N) := U(t, i)(N) ∩ U(t, j)(N)
is a face of bothU(t, i)(N) andU(t, j)(N). Indeed say thatx, x′ ∈ U(t, i)(N) andx + x′ ∈
U(t, i, j)(N); these conditions translate the identities :

λi(x) + λi(x
′) = λj(x) + λj(x

′) λi(x) ≤ λj(x) λi(x
′) ≤ λj(x

′)

whencex, x′ ∈ U(t, i, j)(N). Define :

U(t, i) := (SpecU(t, i)(N)∨)♯ U(t, i, j) := (SpecU(t, i, j)(N)∨)♯ for everyi, j ≤ k.

According to (3.5.20) and (3.5.18), the inclusion mapsU(t, i, j)(N)→ U(t, l)(N) (for l = i, j)
are dual to open immersions

(3.6.6) U(t, i)← U(t, i, j)→ U(t, j).

We may then attach tot andρ|U(t) the fanU(t, ρ) obtained by gluing the affine fansU(t, i)
along their common intersectionsU(t, i, j). The duals of the inclusionsU(t, i)(N) → U(t)(N)
determine a well defined morphism of locally fine and saturated fans :

(3.6.7) U(t, ρ)→ U(t)

which, by construction, induces a bijection onN-points : U(t, ρ)(N)
∼→ U(t)(N), so it is a

rational subdivision, according to proposition 3.5.24.
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3.6.8. Let nowt′ ∈ T be a generization oft; clearly the systemλ′ := {λ′1, . . . , λ′k} consist-
ing of the restrictionsλ′i of the linear formsλi to theQ-vector subspaceU(t′)(Q+)

gp, fulfills
condition (b) of definition 3.6.2, relative tot′. However,λ′ may fail to be irredundant; after re-
labeling, we may assume that the subsystem{λ′1, . . . , λ′l} is irredundant fort′, for somel ≤ k.
With the foregoing notation, we have obvious identities :

U(t′, i)(N) = U(t, i)(N) ∩ U(t′)(N) U(t′, i, j)(N) = U(t, i, j)(N) ∩ U(t′)(N)

for everyi, j ≤ l; whence, in light of remark 3.4.14(iii), a commutative diagram of fans :

U(t′, i)

��

U(t′, i, j)oo //

��

U(t′, j)

��
U(t, i)×U(t) U(t

′) U(t, i, j)×U(t) U(t
′)oo // U(t, i)×U(t) U(t

′)

whose top horizontal arrows are the open immersions (3.6.6)(with t replaced byt′), whose
bottom horizontal arrows are the open immersions (3.6.6)×U(t)U(t

′), and whose vertical arrows
are natural isomorphisms. SinceU(t′) is an open subset ofU(t), we deduce an open immersion

jt,t′ : U(t
′, ρ)→ U(t, ρ).

If t′′ is a generization oft′, it is clear thatjt′,t′′ ◦ jt,t′ = jt,t′′ , hence we may glue the fansU(t, ρ)
along these open immersions, to obtain a locally fine and saturated fanT (ρ). Furthermore, the
morphisms (3.6.7) glue to a single rational subdivision :

(3.6.9) T (ρ)→ T.

Remark 3.6.10.(i) In the language of definition 3.3.25 the foregoing lengthy procedure trans-
lates as the following simple geometric operation. Given a fan∆ (consisting of a collection
of convex polyhedral cones of aR-vector spaceV ), a roof on∆ is a piecewise linear function
F :=

⋃
σ∈∆ σ → R, which is concave on eachσ ∈ ∆ (and hence it is a roof on each such

σ, in the sense of example 3.3.27). Then, such a roof determines a natural refinement∆′ of
∆; namely,∆′ is the coarsest refinement such that, for eachσ′ ∈ ∆′, the functionρ|σ′ is the
restriction of aR-linear form onV . This refinement∆′ corresponds to the presentT (ρ).

(ii) Moreover, letP be a fine, sharp and saturated monoid of dimensiond, setTP :=
(SpecP )♯, and suppose thatf : T → TP is any integral, fine, proper and saturated subdivi-
sion. Thenf corresponds to a geometrical subdivision∆ of the strictly convex polyhedral cone
TP (R+) = P ∨

R , and we claim that∆ can be refined by the subdivision associated to a roof
on TP . Namely, let∆d−1 be the subset of∆ consisting of allσ of dimensiond − 1; every
σ ∈ ∆d−1 is the intersection of ad-dimensional element of∆ and a hyperplaneHσ ⊂ P gp∨

R ;
such hyperplane is the kernel of a linear formλσ onP gp∨

R . Let us define

ρ(x) :=
∑

σ∈∆d−1

min(0, λσ(x)) for everyx ∈ TP (R+).

Then it is easily seen that the subdivision ofTP (R+) associated to the roofρ as in (i), refines
the subdivision∆. In the language of fans, this construction translates as follows. For every
point σ ∈ T of heightd − 1, let Hσ ⊂ P gp be the kernel of the surjectionP gp → Ogp

T,σ

induced bylog f ; notice thatHσ is a free abelian group of rank one, and pick a generator
sσ of Hσ, which – as in (3.6.1) – corresponds to a functionλσ : TP (N) → Z, so we may
again consider the integral roofρ on TP defined as in the foregoing. Then it is easily seen
that the rational subdivisionT (ρ) → TP associated toρ, factors as the composition off and
a (necessarily unique) integral subdivisiong : T (ρ) → T . More precisely, for every mapping
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ε : {σ ∈ T | ht(σ) = d− 1} → {0, 1}, let us set

λε :=
∑

ht(σ)=d−1

ε(σ) · λσ and U(ε)(N) := {x ∈ TP (N) | ρ(x) = λε(x)}.

WheneverU(ε)(N) has dimensiond, let tε ∈ T (ρ) be the unique point such thatU(ε)(N)∨ =
OT (ρ),tε . As the reader may check, there exists a unique closed pointτ ∈ T , such thatε(σ) ·
λσ(x) ≤ 0 for everyx ∈ U(τ)(N) and everyσ ∈ U(τ) of heightd−1. Then we haveg(tε) = τ ,
and the restrictionU(tε) → U(τ) of g is deduced from the inclusionU(ε)(N) ⊂ U(τ)(N) of
submonoids ofTP (N).

(iii) Furthermore, in the situation of (ii), the roofρ onTP can also be viewed as a roof onT ,
and then it is clear from the construction that the morphismg : T (ρ)→ T is also the subdivision
of T attached to the roofρ.

We wish now to establish some basic properties of the sheaf offractional ideals

Iρ := Iρ,Q ∩ Ogp
T

attached to a given roof onT . First we remark :

Lemma 3.6.11.Keep the notation of(3.6.5), and lets ∈ Ogp
T,t ⊗Z Q be any element such that

ρs ≥ ρ|U(t). Then we have :

(i) There existϕ ∈ (OT,t)Q (notation of (3.3.20)) andc1, . . . , ck ∈ R+ such that :

ρs = ρϕ +

k∑

i=1

ciλi

k∑

i=1

ci = 1.

(ii) The stalkIρ,t is a finitely generatedOT,t-module.

Proof. (i): Let σ ⊂ U(t)(R+)
gp be the convex polyhedral cone spanned by the linear forms

((λi − ρs)⊗Q R | i = 1, . . . , k). Then the assumption ons means that

U(t)(R+) ∩ σ∨ = U(t)(R+) ∩Ker ρs ⊗Q R.

Especiallyσ∨ ∩ U(t)(R+) does not spanU(t)(R+)
gp. Then one can repeat the proof of lemma

3.6.4(iii) to derive the assertion.
(ii): By remark 3.4.14(i), we may writeλi = ρsi − ρs′i , wheresi, s′i ∈ (OT,t)Q for eachi ≤ k;

pickN ∈ N large enough, so thatNs′i ∈ OT,t for everyi ≤ k, and setτ := N
∑k

i=1 s
′
i. Then

τ +Iρ,t ⊂ Ogp
T,t ∩ (OT,t)Q = OT,t. By proposition 3.1.9(ii), we deduce thatτ +Iρ,t is a finitely

generated ideal, whence the contention. �

Proposition 3.6.12.LetT be a locally fine and saturated fan,ρ a roof onT . Then the associated
fractional idealIρ of OT is coherent.

Proof. In view of lemma 3.6.11(ii) and remark 3.5.13(v), it sufficesto show thatIρ is quasi-
coherent,i.e. for every generizationt′ of t, the image ofIρ,t in OT,t′ generates theOT,t′-
moduleIρ,t′ . Fix sucht′; by propositions 3.3.21(i) and 3.4.7(i), there existsλ ∈ OT,t =
U(t)(N)∨ such thatU(t′)(N) = Ker λ; especially, we see thatU(t′)(N)gp is a direct summand
of U(t)(N)gp. Now, let s′ ∈ Iρ,t′ be any local section; it follows that we may finds ∈ Ogp

T,t

such thatρs : U(t)(N)gp → Z is a Z-linear extension of the correspondingZ-linear form
ρs′ : U(t

′)(N)gp → Z. Let also{λ1, . . . , λk} be the irredundant system ofQ-linear forms fort
(relative to the roofρ). For everyi ≤ k we have the following situation :

λR := λ⊗Q R ∈ U(t, i)(R+)
∨ (ρs − λi)⊗Q R ∈ U(t′, i)(R+)

∨.

However,U(t′, i)(R+) = U(t, i)(R+) ∩ Ker λR, henceU(t′, i)(R+)
∨ = U(t, i)(R+)

∨ + RλR.
Especially, there existsri ∈ R+ andϕ ∈ U(t)(R+)

∨ such that(ρs − λi)⊗Q R = ϕ− riλR. Let
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N be an integer greater thanmax(r1, . . . , rk); it follows thats + Nλ ∈ Iρ,t and its image in
Iρ,t′ equalss′. �

Proposition 3.6.13.In the situation of(3.6.3)suppose thatρ is an integral roof onT . Then the
morphism(3.6.9)is the saturation of a blow up of the fractional idealIρ.

Proof. We have to exhibit an isomorphismf : T (ρ) → X := ProjB(I )sat of T -fans. We
begin with :

Claim 3.6.14. (i) The fractional idealIρOT (ρ) is invertible.

(ii) For everyn ∈ N, denote bynρ : T (Q+) → Q+ the function given by the rulex 7→
n · ρ(x) for everyx ∈ T (Q+). Then :

B(I )sat = B′ :=
∐

n∈N

Inρ

Proof of the claim. (ii): The assertion is local onT , hence we may assume thatT = U(t)
for somet ∈ T , in which case, denote byλ := {λ1, . . . , λk} the irredundant system ofQ-
linear forms fort. Let n ∈ N, ands ∈ Inρ(U(t)); it is easily seen that theT -monoidB′ is
saturated, hence it suffices to show that there exists an integerk > 0 such thatkρs = ρs′ for
somes′ ∈ I k(U(t)) (notation of (3.6.1)). However, lemma 3.6.11(ii) implies more precisely
that we may find suchk, so that the correspondings′ lies in the ideal generated byλ.

(i): The assertion is local onT (ρ), hence we consider againt ∈ T and the correspondingλ
as in the foregoing. It suffices to show thatJ := IρOU(t,i) is invertible for everyi = 1, . . . , k
(notation of (3.6.5)). However, by inspecting the constructions it is easily seen thatJ (U(t, i))
consists of alls ∈ (U(t, i)(N)∨)gp such thatρs(x) ≥ ρ(x) for everyx ∈ U(t, i)(Q+), i.e.
ρs(x) ≥ λi(x) for everyx ∈ U(t, i)(Q+). However, sinceρ is integral, we haveλi ∈ Ogp

T,t;
if we apply lemma 3.6.11(i) withT replaced byU(t, i), we conclude thatJ (U(t, i)) is the
fractional ideal generated byλi, whence the contention. ♦

In view of claim 3.6.14(i) we see that there exists a unique morphismf of T -fans fromT (ρ)
toX. It remains to check thatf is an isomorphism; the latter assertion is local onX, hence we
may assume thatT = U(t) for somet ∈ T , and then we let againλ be the irredundant system
for t. A direct inspection yields a natural identification ofOT,t-monoids :

B′(U(t, i))(λi)
∼→ U(t, i)(N)∨ for everyi = 1, . . . , k

whence an isomorphismU(t, i)
∼→ D+(λi) ⊂ X, which – by uniqueness – must coincide

with the restriction off . On the other hand, the proof of claim 3.6.14(ii) also shows that
X = D+(λ1) ∪ · · · ∪D+(λk), and the proposition follows. �

Example 3.6.15.Let P be a fine, sharp and saturated monoid.
(i) The simplest non-trivial roofs onTP := (SpecP )♯ are the functionsρλ such that

ρλ(x) := min(0, λ(x)) for everyx ∈ TP (Q+).

whereλ is a given element ofHomQ(TP (Q+)
gp,Q) ≃ P gp ⊗Z Q. Such aρλ is an integral

roof, providedλ ∈ P gp. In the latter case, we may writeλ = ρs1 − ρs2 , for somes1, s2 ∈ P .
Setρ′ := ρλ + ρs2 , i.e. ρ′ = min(ρs1, ρs2)mplest non-trivial roofs onTP := (SpecP )♯ are the
functionsρλ such that

ρλ(x) := min(0, λ(x)) for everyx ∈ TP (Q+).

whereλ is a given element ofHomQ(TP (Q+)
gp,Q) ≃ P gp⊗Z Q. Such aρλ is an integral roof,

providedλ ∈ P gp. In the latter case, we may writeλ = ρs1 − ρs2 , for somes1, s2 ∈ P . Set
ρ′ := ρλ + ρs2 , i.e. ρ′ = min(ρs1, ρs2); clearlyT (ρλ) = T (ρ′), and on the other hand lemma
3.6.11(i) implies that the idealIρ′ is the saturation of the ideal generated bys1 ands2.
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(ii) More generally, any systemλ1, . . . , λn ∈ HomQ(TP (Q+)
gp,Q) of Q-linear forms yields

a roofρ onTP , such thatρ(x) :=
∑n

i=1min(0, λi(x)) for everyx ∈ TP (Q+). A simple inspec-
tion shows that the corresponding subdivisionT (ρ) → T can be factored as the composition
of n subdivisionsgi : Ti → Ti−1, whereT0 := TP , Tn := T (ρ), and eachgi (for i ≤ n) is the
subdivision ofTi−1 corresponding to the roofρλi as defined in (i).

(iii) These subdivisions ofTP ”by hyperplanes” are precisely the ones that occur in remark
3.6.10(ii),(iii). Summing up, we conclude that every proper integral and saturated subdivision
g : T → TP of TP can be dominated by another subdivisionf : T (ρ) → TP of the type
considered in (ii), so thatf factors as the composition ofg and a subdivisionh : T (ρ) → T
which is also of the type (ii). Especially, bothf andh can be realized as the composition of
finitely many saturated blow up of ideals generated by at mosttwo elements ofP .

3.6.16. LetP be a fine, sharp and saturated monoid. A proper, integral, fineand saturated
subdivision of

TP := (SpecP )♯

is essentially equivalent to a(P gp)∨-rational subdivision of the polyhedral coneσ := P ∨
R (see

(3.4.6) and definition 3.3.25). A standard way to subdivide apolyhedronσ consists in choosing
a pointx0 ∈ σ \{0}, and forming all the polyhedrax0 ∗F , whereF is any proper face ofσ, and
x0 ∗ F denotes the convex span ofx0 andF . We wish to describe the same operation in terms
of the topological language of affine fans.

Namely, pick any non-zeroϕ ∈ TP (Q+) (ϕ corresponds to the pointx0 in the foregoing).
Let U(ϕ) ⊂ SpecP be the set of all prime idealsp such thatϕ(P \p) 6= {0}; in other words,
the complement ofU(ϕ) is the topological closure of the support ofϕ in TP , especially,U(ϕ)
is an open subset ofTP . Denote byj : P = Γ(TP ,OTP ) → Γ(U(ϕ),OTP ) the restriction map.
The morphism of monoids :

P → Γ(U(ϕ),OTP )×Q+ x 7→ (j(x), ϕ(x))

determines a cocartesian diagram of fans

U(ϕ)× (SpecQ+)
♯

ψ′

��

β′

// U(ϕ)× (SpecN)♯

ψ
��

TP
β // Tϕ−1N := (Specϕ−1N)♯

Lemma 3.6.17.With the notation of(3.6.16), the morphismsψ and ψ′ are proper rational
subdivisions, which we call thesubdivisions centered atϕ.

Proof. Notice that bothβ andβ ′ are homeomorphisms on the underlying topological spaces,
and moreover bothlog βgp ⊗Z 1Q and log β ′gp ⊗Z 1Q are isomorphisms. Thus, it suffices to
show thatψ is a proper rational subdivision, hence we may replaceP by ϕ−1N, which allows
to assume thatϕ is a morphism of monoidsP → N, andψ is a morphism of fans

T ′ := U(ϕ)× (SpecN)♯ → TP .

In this situation, by inspecting the construction, we find thatψ restricts to an isomorphism :

ψ−1U(ϕ)
∼→ U(ϕ)

and the preimage of the closed subsetTP \U(ϕ) is the preimage of the closed pointm ∈
(SpecN)♯ under the natural projectionT ′ → (SpecN)♯; in view of the discussion of (3.5.19),
this is naturally identified withU(ϕ)×{m}. Moreover, the restrictionU(ϕ)×{m} → TP \U(ϕ)
of ψ is the map(t,m) 7→ t ∪ ϕ−1m (recall thatt ⊂ P is a prime ideal which does not contain
ϕ−1m). Thus, the assertion will follow from :



196 OFER GABBER AND LORENZO RAMERO

Claim 3.6.18. TheQ-linear map

logψgp
(t,m) ⊗Z 1Q : P gp ⊗Z Q→ (Ogp

TP ,t
× Z)⊗Z Q

is surjective for everyt ∈ U(ϕ), and the induced map :

(3.6.19) T ′(Q+)→ Tϕ−1N(Q+) = TP (Q+)

is bijective.

Proof of the claim. Indeed, letFt ⊂ P ∨ be the face ofP ∨ corresponding to the pointt ∈ U(ϕ),
under the bijection (3.5.21); thenϕ /∈ Ft, whence a natural isomorphism of monoids :

(Ft + Nϕ)∨
∼→ OTP ,t × N : λ 7→ (λ|F , λ(ϕ))

whose inverse, composed withlogψ(t,m), yields the restriction mapP → (Ft + Nϕ)∨. This
interpretation makes evident the surjectivity oflogψgp

(t,m) ⊗Z 1Q. In view of example 3.5.9(iii),
the bijectivity of (3.6.19) is also clear, if one remarks that :

P ∨
R =

⋃

t∈U(ϕ)

(Ft + Nϕ)R.

The latter identity is obvious from the geometric interpretation in terms of polyhedral cones. A
formal argument runs as follows. Letϕ′ ∈ P ∨

R ; sinceP spansP gp
R , the cone(PR)

∨ is strongly
convex (corollary 3.3.14), hence the lineϕ′+Rϕ ⊂ P gp

R is not contained inP ∨
R , therefore there

exists a largestr ∈ R such thatϕ′ − rϕ ∈ P ∨
R , and necessarilyr ≥ 0. If ϕ′ − rϕ = 0, the

assertion is clear; otherwise, letF be the minimal face ofP ∨ such thatϕ′ − rϕ ∈ FR, so that
ϕ′ = (ϕ′ − rϕ) + rϕ ∈ (F + Nϕ)R. Thus, we are reduced to showing thatϕ /∈ F . But notice
thatϕ′ − rϕ lies in the relative interior ofF ; therefore, ifϕ ∈ F , we may findε > 0 such that
ϕ′ − (r + ε)ϕ still lies in FR, contradicting the definition ofr. �

3.6.20. Lemma 3.6.17 is frequently used to construct subdivisions centered at aninterior point
of TP , i.e. a pointϕ ∈ TP (N) which does not lie on any proper face ofTP (N) (equivalently,
the support ofϕ is the closed pointmP of TP ). In this caseU(ϕ) = TP \{mP} = (TP )d−1,
whered := dim P . By lemma 3.6.17, theN-pointϕ lifts to a uniqueQ+-point ϕ̃ of (TP )d−1 ×
(SpecN)♯, and by inspecting the definitions, it is easily seen that – under the identification of
remark 3.5.8(iii) – the support of̃ϕ is the point(∅,mN), where∅ ∈ TP is the generic point.
More precisely, we may identify(SpecN)♯(Q+) with Q+, and(TP )d−1(Q+) with a cone in the
Q-vector spaceTP (Q+)

gp, and theñϕ corresponds to the point(0, 1) ∈ TP (Q+)
gp ×Q+.

Suppose now that we have an integral roof

ρ : (TP )d−1(Q+)→ Q

and letπ : T (ρ)→ (TP )d−1 be the associated subdivision. Let alsoψ : (TP )d−1× (SpecN)♯ →
TP be the subdivision centered atϕ; we deduce a new subdivision :

(3.6.21) T ∗ := T (ρ)× (SpecN)♯
π×1

(SpecN)♯−−−−−−−→ (TP )d−1 × (SpecN)♯
ψ−→ TP

whose restriction to the preimage of(TP )d−1 is TP -isomorphic toπ.

Lemma 3.6.22.In the situation of(3.6.20), there exist an integral roof

ρ̃ : TP (Q+)→ Q

whose restriction to(TP )d−1(Q+) agrees withρ, and a morphismT ∗ → T (ρ̃) of TP -monoids,
whose underlying continuous map is a homeomorphism.
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Proof. According to remark 3.5.8(vi), we have a natural identification :

TP (Q+) = T (ρ)(Q+)× (SpecN)♯(Q+) = T (ρ)(Q+)×Q+ ⊂ TP (Q+)
gp ×Q.

mapping the pointϕ to (0, 1). For a givenc ∈ R, denote byρc : TP (Q+) → Q the function
given by the rule :(x, y) 7→ ρ(x) + cy for everyx ∈ T (ρ)(Q+) and everyy ∈ Q+.

Let t ∈ T (ρ) be any point of heightd − 1; by assumption, there exists aQ-linear formλt :
U(π(t))(Q+)

gp → Q whose restriction toU(t)(Q+) agrees with the restriction ofρ. Therefore,
the restriction ofρc to U(t,mN)(Q+) = U(t)(Q+) × Q+ agrees with the restriction of the
Q-linear form

λt,c : U(π(t))(Q+)
gp ×Q = TP (Q+)

gp → Q (x, y) 7→ λt(x) + cy.

For any two pointst, t′ ∈ T (ρ) of heightd − 1, with π(t) = π(t′), pick a finite system of
generators{x1, . . . , xn} for U(t′)(N), and lety1, . . . , yn ∈ U(t)(Q)gp, a1, . . . , an ∈ Q such that

xi = yi + aiϕ in the vector spaceU(π(t))(Q+)
gp.

In casexi ∈ U(t)(N), we shall haveai = 0, and otherwise we remark thatai > 0. In-
deed, ifai < 0 we would havexi − aiϕ ∈ U(t)(Q+)

gp ∩ TP (Q+) ⊂ U(π(t))(Q+); however,
U(π(t))(Q+) is a proper face ofTP (Q+), henceϕ ∈ U(π(t))(Q+), a contradiction.

We may then findc > 0 large enough, so thatλt′(xi) < λt,c(xi) for everyxi /∈ U(t)(N). It
follows easily that

(3.6.23) λt′,c(x) < λt,c(x) for all x ∈ U(t′,mN)(Q+)\U(t,mN)(Q+).

Clearly we may choosec large enough, so that (3.6.23) holds for every pairt, t′ as above,
and then it is clear thatρc will be a roof onTP . Notice that the points of heightd of T ∗ are
precisely those of the form(t,mN), for t ∈ TP of heightd− 1, so the points ofT (ρc) of height
d are in natural bijection with those ofT ∗, and if τ ∈ T (ρc) corresponds toτ ∗ ∈ T ∗ under
this bijection, we have an injective mapU(τ ∗)(N) → U(τ)(N), commuting with the induced
projections toTP (N). There follows a morphism ofTP -fansU(τ ∗)→ U(τ) inducing a bijection
U(τ ∗)(Q+)

∼→ U(τ)(Q+). SinceT (ρc) (resp.T ∗) is the union of all suchU(τ) (resp.U(τ ∗)),
we deduce a morphismT ∗ → T (ρc) inducing a homeomorphism on underlying topological
spaces. Lastly, say thatτ ∗ = (t,m); thenU(τ ∗)(N)gp = U(t)(N)gp ⊕ Zϕ, and on the other
handU(t)(N)gp is a direct factor ofU(τ)(N)gp (since the specialization mapOgp

T (ρc),τ
→ Ogp

T,t is
surjective). It follows easily that we may choose forc a suitable positive integer, in such a way
that the resulting roof̃ρ := ρc will also be integral. �

3.6.24. LetP be a fine, sharp and saturated monoid, and set as usualTP := (SpecP )♯.
There is a canonical choice of a point inTP (N) which does not lie on any proper face of
TP (N); namely, one may take theN-pointϕP defined as the sum of the generators of the one-
dimensional faces ofTP (N) (such faces are isomorphic toN, by theorem 3.4.16(ii)).

Setd := dim P ; if ρ is a given integral roof for(TP )d−1, andc ∈ N is a sufficiently large,
we may then attach to the datum(ϕP , ρ, c) an integral roof̃ρ of TP extendingρ as in lemma
3.6.22, and such that̃ρ(ϕP ) = c. More generally, letT be a fine and saturated fan of dimension
d, and suppose we have a given integral roofρd−1 on Td−1; for every pointt ∈ T of heightd
we have the corresponding canonical pointϕt in the “interior” of U(t)(N), and we may then
pick an integercd large enough, so thatρd−1 extends to an integral roofρd : T (Q+) → Q
with ρd(ϕt) = cd for every t ∈ T of heightd, and such that the associated subdivision is
TP -homeomorphic toT (ρd−1)× (SpecN).

This is the basis for the inductive construction of an integral roof onTP which is canonical in a
certain restricted sense. Indeed, fix an increasing sequence of positive integersc := (c2, . . . , cd);
first we defineρ1 : T1(Q+) → Q+ to be the identically zero map. This roof is extended
recursively to a functionρh onTh, for eachh = 2, . . . , d, by the rule given above, in such a way
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thatρh(ϕt) = ci for every pointt of heighti ≤ h. By the foregoing we see that the sequencec
can be chosen so thatρd shall again be an integral roof.

3.6.25. More generally, letS := {P1, . . . , Pk} be any finite set of fine, sharp and satu-
rated monoids. We letS -Fan be the full subcategory ofFan whose objects are the fansT
such that, for everyt ∈ T , there existsP ∈ S and an open immersionU(t) ⊂ (SpecP )♯.
Then the foregoing shows that we may find a sequence of integers c(S ) := (c2, . . . , cd), with
d := max(dim Pi | i = 1, . . . , k) such that the following holds. Every objectT of S -Fan is
endowed with an integral roofρT : T (Q+)→ Q+ such that :

• ρT (ϕt) = ci wheneverht(t) = i ≥ 2, andρT vanishes onT1(Q+).
• Every open immersiong : T ′ → T in S -Fan determines an open immersioñg :
T ′(ρT ′)→ T (ρT ) such that the diagram

T ′(ρT ′)
g̃ //

πT ′

��

T (ρT )

πT

��
T ′

g // T

commutes (whereπT andπT ′ are the subdivisions associated toρT andρT ′).
• If dim T = d, there exists a natural rational subdivision

(3.6.26) Td−1(ρTd−1
)× (SpecN)♯ → T (ρT )

which is a homeomorphism on the underlying topological spaces.

3.6.27. Notice as well that, by construction,T1(ρT1) = T1; hence, by composing the mor-
phisms (3.6.26), we obtain a rational subdivision ofT (ρT ) :

T1×(SpecN⊕d−1)♯ → · · · → Td−2(ρTd−2
)×(SpecN⊕2)♯ → Td−1(ρTd−1

)×(SpecN)♯ → T (ρT ).

In view of theorem 3.4.16(ii), it is easily seen that every affine open subsect ofT1 is isomorphic
to (SpecN)♯, and any two such open subsets have either empty intersection, or else intersect in
their generic points. In any case, we deduce a natural epimorphism

(Q+)T1 → OT1,Q

(notation of (3.3.20)) from the constantT1-monoid arising fromQ+; whence an epimorphism :

ϑT : (Q⊕d
+ )T (ρT ) → OT (ρT ),Q

which is compatible with open immersionsg : T ′ → T in S -Fan, in the following sense. Set
d′ := dim T ′, and notice thatd′ ≤ d; denote byπdd′ : Q

⊕d
+ → Q⊕d′

+ the projection on the firstd′

direct summands; then the diagram ofT ′-monoids :

(3.6.28)

(Q⊕d
+ )T ′(ρT ′ )

g̃∗ϑT //

(πdd′ )T ′(ρ
T ′ )

��

g̃∗OT (ρT ),Q

(log g̃)Q

��

(Q⊕d′

+ )T ′(ρT ′ )

ϑT ′ // OT ′(ρT ′ ),Q

commutes.
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3.6.29. Letf : T ′ → T be a proper morphism, withT ′ locally fine, such that the induced map
T (Q+)→ T ′(Q+) is injective, and lets ∈ T be any element. For everyt ∈ f−1(s), we set

Gt := U(t)(Q+)
gp ∩ U(s)(N)gp Ht := U(t)(N)gp δt := (Gt : Ht)

and defineδ(f, s) := max(δt | t ∈ f−1(s)).

Lemma 3.6.30.For everys ∈ T we have :

(i) δ(f, s) ∈ N.
(ii) If t, t′ ∈ f−1(s), andt is a specialization oft′ in T ′, thenδt′ ≤ δt.

(iii) If f is a rational subdivision, the following conditions are equivalent :
(a) δ(f, s) = 1.
(b) U(s)(N) =

⋃
t∈f−1(s) U(t)(N).

Proof. (i): Sincef−1(s) is a finite set, the assertion means thatδt < +∞ for everyt ∈ f−1(s).
However, for such at, letP := OT,s andQ := OT ′,t; then

U(t)(Q+)
gp = HomZ(Q

gp,Q) and U(t)(N)gp = HomZ(Q
gp,Z)

(remark 3.4.14(i) and proposition 3.4.12(iii)). By proposition 3.5.24 we know that the map
(log f)gpt ⊗Z Q : P gp ⊗Z Q→ Qgp ⊗Z Q is surjective. SinceQ is finitely generated, it follows
that the imageQ′ of P gp in Qgp is a subgroup of finite index, and then it is easily seen that
δt = (Qgp : Q′).

(ii): Under the stated assumptions we have :

Gt′ = Gt ∩ U(t′)(Q+)
gp Ht′ = Ht ∩ U(t′)(Q+)

gp

whence the contention.
(iii): Assume that (b) holds, and letϕ ∈ U(t)(Q+)

gp ∩U(s)(N)gp for somet ∈ f−1(s). Pick
any elementϕ0 ∈ U(t)(N) which does not lie on any proper face ofO∨

T ′,t; we may then find an
integera > 0 large enough, so thatϕ + aϕ0 ∈ U(t)(Q+). Setϕ1 := ϕ + aϕ0 andϕ2 := aϕ0;
thenϕ1, ϕ2 ∈ U(t)(Q+) ∩ U(s)(N) = U(t)(N), henceϕ = ϕ1 − ϕ2 ∈ U(t)(N)gp. Sinceϕ is
arbitrary, we see thatδt = 1, whence (a).

Conversely, suppose that (a) holds, and letϕ ∈ U(s)(N); then there existst ∈ f−1(s) such
thatϕ ∈ U(t)(Q+). Thus,ϕ ∈ U(t)(N)gp ∩ U(t)(Q+) = U(t)(N), whence (b). �

Theorem 3.6.31.Every locally fine and saturated fanT admits an integral, proper, simplicial
subdivisionf : T ′ → T , whose restrictionf−1Tsim → Tsim is an isomorphism of fans.

Proof. Let T be such a fan. By induction onh ∈ N, we shall construct a system of integral,
proper simplicial subdivisionsfh : S(h) → Th of the open subsetsTh (notation of (3.5.16)),
such that, for everyh ∈ N, the restrictionf−1

h+1(Th)→ Th of fh+1 is isomorphic tofh, and such
thatf−1

h Th,sim → Th,sim is an isomorphism. Then, the colimit of the morphismsfh will be the
sought subdivision ofT .

Forh ≤ 1, we may takeS(h) := Th.
Next, suppose thath > 1, and thatfh−1 : S(h − 1) → Th−1 has already been given; as

a first step, we shall exhibit a rational, proper simplicial subdivision ofTh. Indeed, for every
t ∈ Th \ Th−1, choose aN-pointϕt ∈ U(t)(N) in the following way. Ift ∈ Tsim, then letϕt be
the (unique) generator of an arbitrarily chosen one-dimensional face ofU(t)(N); and otherwise
take any pointϕt which does not lie on any proper face ofU(t)(N).

With these choices, notice thatU(ϕt) × (SpecN)♯ = U(t) in caset ∈ Tsim, and otherwise
U(ϕt) = U(t)h−1 (notation of (3.6.16)). By lemma 3.6.17, we obtain corresponding rational
subdivisionsU(ϕt)× (SpecN)♯ → U(t) of U(t) centered atϕt. Notice that ift lies in the sim-
plicial locus, this subdivision is an isomorphism, and in any case, it restricts to an isomorphism
on the preimage ofU(t)h−1.
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By composing with the restriction offh−1 × (SpecN)♯, we get a rational subdivision:

gt : T
′
t := f−1

h−1U(ϕt)× (SpecN)♯ → U(t)

whose restriction to the preimage ofU(t)h−1 is an isomorphism. Moreover,gt is an isomor-
phism if t lies inTsim. Also notice thatgt is simplicial, since the same holds forfh−1.

If t, t′ are any two distinct points ofT of heighth, we deduce an isomorphism

g−1
t (U(t) ∩ U(t′)) ∼→ g−1

t′ (U(t) ∩ U(t′))

hence we may glue the fansT ′
t and the morphismsgt along these isomorphism, to obtain the

sought simplicial rational subdivisiong : T ′ → Th.
For the next step, we shall refineg locally at every points of heighth; i.e. for suchs, we shall

find an integral, proper simplicial subdivisionfs : T ′′
s → U(s), whose restriction toU(s)h−1

agrees withg, hence withfh−1. Once this is accomplished, we shall be able to build the sought
subdivisionfh by gluing the morphismsfs andfh−1 along the open subsetsU(s)h−1.

Of course, ifs lies in the simplicial locus ofT , we will just take forfs the restriction ofg,
which by construction is already an isomorphism.

Henceforth, we may assume thatT = U(s) is an affine fan of dimensionh with s /∈ Tsim,
andg : T ′ → T is a given proper rational simplicial subdivision, whose restriction tog−1Th−1

is an integral subdivision. We wish to apply the criterion oflemma 3.6.30(iii), which shows that
g is an integral subdivision if and only ifδ(g, s) = 1. Thus, lett1, . . . , tk be the points ofT ′

such thatδti = δ(g, s) for everyi = 1, . . . , k. Sinceδ(g, s) is anyway a positive integer (lemma
3.6.30(i)), a simple descending induction reduces to the following :

Claim3.6.32. Giveng as above, we may find a proper rational simplicial subdivisiong′ : T ′′ →
T such that the following holds :

(i) The restriction ofg′ to g′−1Th−1 is isomorphic to the restriction ofg.
(ii) Let t′1, . . . , t

′
k′ ∈ T ′′ be the points such thatδt′i = δ(g′, s) for everyi = 1, . . . , k′. We

haveδ(g′, s) ≤ δ(g, s), and ifδ(g′, s) = δ(g, s) thenk′ < k.

Proof of the claim. Set t := t1; by definition, there existsϕ′ ∈ U(s)(N) which lies in
U(t)(Q+) \ U(t)(N); this means that there exists a morphismϕ fitting into a commutative
diagram :

OT,s
(log g)t //

ϕ′

��

OT ′,t

ϕ

��

N // Q+.

Say thatOT ′,t ≃ N⊕r, and let(π1, . . . , πr) be the (essentially unique) basis ofO∨
T ′(h),t; thenϕ =

a1π1 + · · · arπr, for somea1, . . . , ar ≥ 0, and after subtracting some positive integer multiple
of π, we may assume that0 ≤ ai < 1 for everyi = 1, . . . , r. Moreover, the coefficients are
all strictly positive if and only ifϕ is a local morphism; more generally, we lett′ be the unique
generization oft such thatϕ factors through a local morphismOT ′,t′ → N. Sete := ht(t′), and
denote byπ1, . . . , πe the basis ofO∨

T ′,t′ , so that :

(3.6.33) ϕ = b1π1 + · · ·+ beπe

for unique rational coefficientsb1, . . . , be such that0 < bi < 1 for everyi = 1, . . . , e.
Denote byZ ⊂ T ′ the topological closure of{t′}; for everyu ∈ Z ∩ T ′, the morphismϕ

factors through a morphismϕu : OT,u → Q+, and we may therefore consider the subdivision
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of U(u) centered atϕu as in (3.6.16), which fits into a commutative diagram of fans :

(U(u)\Z)× (SpecQ+)
♯ //

��

(U(u)\Z)× (SpecN)♯

ψu
��

U(u) // U ′(u) := (Specϕ−1
u N)♯.

We complete the family(ψu | u ∈ Z), by lettingU ′(u) := U(u) andψu := 1U(u) for every
u ∈ T ′ \Z. Notice then, that the topological spaces underlyingU(u) andU ′(u) agree for every
u ∈ T ′, and for everyu1, u2 ∈ T ′, the restrictions ofψu1 andψu2 :

ψ−1
ui
(U(u1) ∩ U(u2))→ U(u1) ∩ U(u2) (i = 1, 2)

are isomorphic. Furthermore, by construction, each restrictionU(u)→ T of g factors uniquely
through a morphismβu : U ′(u) → T , hence the family(βu ◦ ψu | u ∈ T ′) glues to a well
defined morphism of fansg′ : T ′′ → T . By a direct inspection, it is easily seen thatg′ is a
proper rational simplicial subdivision which fulfills condition (i) of the claim.

Moreover, the map of topological spaces underlyingg′ factors naturally through a continuous
mapp : T ′′ → T ′, so thatg′ = g ◦ p. The restrictionV := p−1(T ′ \Z)→ T of g′ is isomorphic
to the restrictionT ′ \Z → T of g, hence :

δt = δp(t) for everyt ∈ p−1(T ′ \Z).
It follows that, if k > 1 andT ′ \Z contains at least one of the pointst2, . . . , tk, thenδ(g′, s) ≥
δ(g, s). On the other hand,p−1(T ′ \Z) contains at mostk − 1 pointsu of T ′′ such thatδu =
δ(g, s), and for the remaining pointsu′ ∈ p−1(T ′ \Z) we haveδu′ < δ(g, s). Since obviously

δ(g′, s) = max(δ(g′|p−1(T ′\Z), s), δ(g
′
|p−1Z , s))

we see that condition (ii) holds provided we show :

(3.6.34) δ(g′|p−1Z , s) = max(b1, . . . , be) · δ(g, s).
Hence, let us fixu ∈ Z, and let(v, x) ∈ (U(u)\Z)× (SpecN)♯ be any point (see (3.5.19)); if
x = ∅, then(v, x) /∈ p−1Z, so it suffices to consider the points of the form(v,m) (wherem ⊂ N
is the maximal ideal). Moreover, say thatht(u) = d; in view of lemma 3.6.30(ii), it suffices to
consider the points(v,m) such thatht(v) = d− 1. There are exactlye such points, namely the
prime idealsvi := (πi ◦ σ)−1m, whereπ1, . . . , πe are as in (3.6.33), andσ : OT ′,u → OT ′,t′ is
the specialization map.

In order to estimateδ(v,m) for somev := vi, we look at the transpose of the map

(log g′)gp(v,m) : Ogp
T,s → Ogp

T ′,v × Z : z 7→ ((log g)gpv (z), ϕgp(z)).

Let (p1, . . . , pd) be the basis ofO∨
T,u, ordered in such a way thatpi = πi◦σ for everyi = 1, . . . , e.

By a little abuse of notation, we may then denote(pj | j 6= i) the basis ofO∨
T ′,v, so that the dual

group(Ogp
T ′,v × Z)∨ admits the basis{pgpj | j 6= i} ∪ {q}, whereq is the natural projection onto

Z. Set as wellp′i := pi ◦ (log g)gpu for everyi = 1, . . . , d. With this notation, the above transpose
is the group homomorphism given by the rule :

pj 7→ p′i for j 6= i and q 7→ b1p
′
1 + · · ·+ bep

′
e

from which we deduce easily thatδ(v,m) = bi · δu, whence (3.6.34). �

Proposition 3.6.35.Let (Γ,+, 0) be a fine monoid,M a fineΓ-graded monoid. Then :

(i) There exists a finite set of generatorsC := {γ1, . . . , γk} of Γ, with the following prop-
erty. For everyγ ∈ Γ, we may finda1, . . . , ak ∈ N such that:

γ = a1γ1 + · · ·+ akγk and Mγ =Ma1
γ1
· · ·Mak

γk
.
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(ii) There exists a subgroupH ⊂ Γgp of finite index, such that :

Maγ =Ma
γ for everyγ ∈ H ∩ Γ and every integera > 0.

(In (i) and(ii) we use the multiplication law ofP(M), as in(3.1.1)).

Proof. Obviously we may assume thatM maps surjectively ontoΓ, in which caseG := Γgp is
finitely generated, and its imageG′ into GR := G ⊗Z R is a free abelian group of finite rank.
The same holds as well for the imageL of logMgp in Mgp

R := logMgp ⊗Z R. Let p : G → G′

be the natural projection. According to proposition 3.3.22(iii), we have :

(3.6.36) MQ =MR ∩Mgp
Q

(notation of (3.3.20)). Letf gp
R : Mgp

R → GR be the inducedR-linear map, and denote by
fR : MR → GR the restriction off gp

R . By proposition 3.3.28(ii), we may find aG′-rational
subdivision∆ of fR(MR) such that :

(3.6.37) f−1
R (a + b) = f−1

R (a) + f−1
R (b)

for everyσ ∈ ∆ and everya, b ∈ σ. After choosing a refinement, we may assume that∆ is a
simplicial fan (theorem 3.6.31). Letτ ∈ ∆ be any cone; by proposition 3.3.22(i), the monoid
N := τ ∩ G′ is finitely generated, and then the same holds forM ×G′ N , by corollary 3.4.2.
However, the latter is justM ′ :=

⊕
γ∈p−1N Mγ (lemma 2.3.29(iii)). SetΓ′ := Γ ∩ p−1N .

Claim 3.6.38. p(Γ′) generatesτ .

Proof of the claim.Clearly theΓ-grading ofM induces a surjectionMQ → ΓQ (notation of
(3.3.20)). By proposition 3.3.22(iii), we haveΓQ = fR(MR) ∩ GQ, henceN ⊂ τ ∩ GQ ⊂ ΓQ.
Thus, for everyn ∈ N we may finda ∈ N such thata · n ∈ p(Γ), hencea · n ∈ p(Γ′). On the
other hand,N generatesτ , since the latter isG′-rational. The claim follows. ♦

In view of claim 3.6.38, we may replaceM by M ′, andΓ by Γ′, which allows to assume
thatfR(MR) is a simplicial cone, and (3.6.37) holds for everya, b ∈ fR(MR). Next, letS :=
{e1, . . . , en} ⊂ p(Γ) be a set of generators of the conefR(MR); from the discussion in (3.3.15)
we see that, up to replacingS by a subset, the raysR+ · ei (with i = 1, . . . , n) are precisely the
extremal rays offR(MR), especially, the vectorse1, . . . , en areR-linearly independent. Choose
g1, . . . , gn ∈ Γ such thatp(gi) = ei for everyi = 1, . . . , n. According to corollary 3.4.3, there
exist finite subsetsΣ1 . . . ,Σn ⊂M , such that :

Mgi =M0 · Σi for everyi = 1, . . . , n.

Claim 3.6.39. (M0)Q = f−1
R (0) ∩Mgp

Q .

Proof of the claim.To begin with, we may writef−1
R (0) = (f gp

R )−1(0) ∩MR, hencef−1
R (0) ∩

Mgp
Q = (f gp

Q )−1(0) ∩ MQ, by (3.6.36). Now, supposex ∈ (f gp
Q )−1(0) ∩ MQ; then we may

find an integera > 0 such thatax = m ⊗ 1 for somem ∈ logM . Say thatm ∈ logMγ ;
thenf gp

Q (γ) = 0, thereforeγ is a torsion element ofG′, and consequentlybm ∈ logM0 for an
integerb > 0 large enough. We conclude thatx = (bm)⊗ (ba)−1 ∈ (M0)Q, as claimed. ♦

On the other hand, sinceR+ei is aG′-rational polyhedral cone,f−1
R (R+ei) is anL-rational

polyhedral cone (proposition 3.3.21(ii,iii)), hence it admits a finite set of generatorsSi ⊂ L. Up
to replacing the elements ofSi by some positive rational multiples, we may assume thatfR(s)
is either0 or ei, for everys ∈ Si. In this case, it follows easily that

(3.6.40) f−1
R (ei) = f−1

R (0) + Ti

where :

Ti :=

{
∑

s∈Si

ts · s | ts ∈ R+,
∑

s∈Si

ts = 1

}
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is the convex hull ofSi (and as usual, the addition of sets in (3.6.40) refers to the addition law
of P(Mgp

R ), see (3.1.1)). Next, notice thatSi ⊂ MQ, by (3.6.36); thus, we may find an integer
a > 0 such thata · s lies in the image oflogM , for everys ∈ Si. After replacingei by a · ei and
Si by {a · s | s ∈ Si}, we may then achieve that (3.6.40) holds, and furthermoreSi lies in the
image oflogM , therefore in the image oflogMgi. It follows easily that (3.6.40) still holds with
Si replaced by the setΣi⊗1 := {m⊗1 |m ∈ Σi}. LetΣ0 ⊂ logM be a finite set of generators
for the monoidM0; claim 3.6.39 implies thatΣ0 is also a set of generators for theL-rational
polyhedral conef−1

R (0). LetP ⊂ M be the submonoid generated byΣ := Σ0 ∪Σ1 ∪ · · · ∪Σn,
and∆ ⊂ Γ the submonoid generated byg1, . . . , gn; clearly theΓ-grading ofM restricts to a
∆-grading onP . Notice thatg1 ⊗ 1, . . . , gn ⊗ 1 are linearly independent inGQ, since the same
holds fore1, . . . , en; especially,∆ ≃ N⊕n.

Claim3.6.41. (i) The setΣ⊗ 1 := {s⊗ 1 | s ∈ Σ} generates the coneMR.

(ii) Pa+b = Pa · Pb for everya, b ∈ ∆.
(iii) There exists a finite setA ⊂M such thatM = A · P .

Proof of the claim.By (3.6.40) and the foregoing discussion, we know that(Σ0∪Σi)⊗1 generate
f−1
R (R+ei), for everyi = 1, . . . , n. Since the additivity property (3.6.37) holds for everya, b ∈
fR(MR), assertion (i) follows. (ii) is a straightforward consequence of the definitions. Next,
from (i) and proposition 3.3.22(iii), we deduce thatMQ = PQ. Thus, letm1, . . . , mr be a
system of generators for the monoidM ; it follows that there are integersk1, . . . , kr > 0, such
thatmk1

1 , . . . , m
kr
r ∈ P , and therefore the subsetA := {

∏r
i=1m

ti
i | 0 ≤ ti < ki for everyi ≤ r}

fulfills the condition of (iii). ♦

We introduce a partial ordering onG, by declaring thata ≤ b for two elementsa, b ∈ G, if
and only ifb− a ∈ ∆. Now, leta ∈ G be any element; we set

G(a) := {g ∈ G | g ≤ a}.
The subsetG(a) inherits a partial ordering fromG, anda is the maximum of the elements of
G(a); moreover, notice that every finite subsetS ⊂ G(a) admits a supremumsupS ∈ G(a).
Indeed, it suffices to show the assertion for a set of two elementsS = {b1, b2}; we may then
writea−bi =

∑n
j=1 kijgj for certainkij ∈ N, and thensup(b1, b2) = a−∑n

j=1min(k1j , k2j)·gj.
LetA be as in claim 3.6.41(iii), and denote byB ⊂ Γ the image ofA; then

M =M0 ·MB where MB :=
⊕

b∈B

logMb.

For everya ∈ G, let alsoB(a) := B ∩G(a); invoking several times claim 3.6.41(ii), we get :

Ma =
⋃

b∈B(a)

Mb · Pa−b

=
⋃

b∈B(a)

Mb · PsupB(a)−b · Pa−supB(a)

⊂MsupB(a) · Pa−supB(a).

Finally, say thata−supB(a) =
∑n

i=1 tigi for certaint1, . . . , tn ∈ N; applying once more claim
3.6.41(ii), we conclude that :

Ma ⊂MsupB(a) ·
n∏

i=1

M ti
gi
.

The converse inclusion is clear, and therefore the setC := {g1, . . . , gn} ∪ {supB(a) | a ∈ G}
fulfills condition (i) of the proposition.
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(ii): For h ∈ ∆gp, sayh =
∑n

i=1 aigi, with integersa1, . . . , an, we let|h| :=
∑n

i=1 |ai|gi ∈ ∆.
Choose any positive integerα such that :

(3.6.42) |b| ≤ α ·
n∑

i=1

gi for everyb ∈ B ∩∆gp

and letH ⊂ ∆gp be the subgroup generated byαg1, . . . , αgn.

Claim 3.6.43. B(h) = B(kh) for everyh ∈ H and every integerk > 0.

Proof of the claim.Let h :=
∑n

i=1 αigi ∈ H, and suppose thatb ∈ B(kh) for somek > 0;
thereforekh− b ∈ ∆, henceb ∈ ∆gp, and we can writeb =

∑n
i=1 βigi for integersβ1, . . . , βn,

such thatkαi − βi ≥ 0 for everyi = 1, . . . , n. In this case, (3.6.42) implies thatαi ≥ 0 for
everyi ≤ n, andαi ≥ α ≥ βi wheneverβi > 0. It follows easily thatk′h − b ∈ ∆ for every
integerk′ > 0, whence the claim. ♦

Using claims 3.6.41(ii) and 3.6.43, and arguing as in the foregoing, we may compute :

Mah =MsupB(ah) · Pah−supB(ah)

=MsupB(h) · Pah−supB(h)

=MsupB(h) · Ph−supB(h) · P a−1
h

⊂Ma
h .

The converse inclusion is clear, so (ii) holds. �

3.6.44. LetM be an integral monoid, andw ∈ logMgp any element. Forε ∈ {1,−1} we
have a natural inclusion

jε : logM →M(ε) := logM + εNw

(i.e. M(ε) is the submonoid ofMgp generated byM andwε). Let us writew := b−1a for
somea, b ∈ M ; then the induced morphisms of affine schemesιε := SpecZ[jε] have a natural
geometric interpretation. Namely, letf : X → SpecZ[M ] be the blow up of the idealI ⊂ Z[M ]
generated bya and b; we haveX = U1 ∪ U−1, whereUε, for ε = ±1, is the largest open
subscheme ofX such thatwε ∈ OX(Uε). Thenιε is naturally identified with the restriction
Uε → SpecZ[M ] of the blow upf . More generally, by adding toM any finite number of
elements ofMgp, we may construct in a combinatorial fashion, the standard affine charts of a
blow up of an ideal ofZ[M ] generated by finitely many elements ofM . These considerations
explain the significance of the followingflattening theorem:

Theorem 3.6.45.Let j :M → N be an inclusion of fine monoids. Then there exists a finite set
Σ ⊂ logMgp, and an integerk > 0 such that the following holds :

(i) For every mappingε : Σ→ {±1}, the induced inclusion :

M(ε) := logM +
∑

σ∈Σ

ε(σ)Nσ → N(ε) := logN +
∑

σ∈Σ

ε(σ)Nσ

is a flat morphism of fine monoids.
(ii) Suppose thatj is a flat morphism, and letι : M → M sat be the natural inclusion.

Denote byQ the push-out of the diagramN
j←− M

ι◦kM−−−→ M sat (wherekM is the
k-Frobenius). Then the natural mapM sat → Qsat is flat and saturated.

Proof. (i): (Notice that logM , logN andP (ε) :=
∑

σ∈Σ ε(σ)Nσ may be regarded as sub-
monoids oflogNgp, and then the above sum is taken in the monoid(P(logNgp),+) defined
as in (3.1.1).) SetG := Ngp/Mgp, and letNgp =

⊕
γ∈GN

gp
γ be thej-grading ofNgp (re-

mark 3.2.5(iii)); notice that this grading restricts toj-gradings forN andN(ε). Let also
Γ := {γ ∈ G | Nγ 6= ∅}, and choose a finite generating set{γ1, . . . , γr} of Γ with the
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properties of proposition 3.6.35(i). According to corollary 3.4.3, for everyi ≤ r there ex-
ists a finite subsetΣi := {ti1, . . . , tini} ⊂ M such thatNγi = N0 · Σi. Moreover,N0 is a
finitely generated monoid, by corollary 3.4.2. LetΣ0 be a finite system of generators forN0,
and for everyi ≤ r defineΣ′

i := {tij − til | 1 ≤ j < l ≤ ni}. We claim that the subset
Σ := Σ0 ∪ Σ′

1 ∪ · · · ∪ Σ′
r will do. Indeed, first of all notice thatΣ ⊂ logMgp. We shall apply

the flatness criterion of remark 3.2.5(iv). Thus, we have to show that, for everyg ∈ Γ, the
M(ε)-moduleN(ε)g is a filtered union of cosets{m}+M(ε) (for certainm ∈ Ng). Hence, let
x1, x2 ∈ N(ε)g; we may writexi = mi + pi for somemi ∈ logN andpi ∈ P (ε) (i = 1, 2);
since{xi}+M(ε) ⊂ {mi}+M(ε), we may then assume thatp1 = p2 = 0, hencex1, x2 ∈ N .
Thus, it suffices to show thatNg is contained in a filtered union of cosets as above. However,
by assumption there exista1, . . . , ar ∈ N such thatg =

∑r
i=1 aiγi andNg = Na1

γ1
· · ·Nar

γr ; we
are then easily reduced to the case whereg = γi for somei ≤ r. Therefore,xj = σj + bj ,
whereσj ∈ Σi andbj ∈ N0, for j = 1, 2. Notice thatP (ε) contains eitherσ1 − σ2, or σ2 − σ1
(or both); in the first occurrence, setσ := σ2, and otherwise, letσ := σ1. Likewise, say that
Σ0 = {y1, . . . , yn}, so thatbj =

∑n
s=1 ajsys for certainajs ∈ N (j = 1, 2); for everys ≤ n, we

seta∗s := min(a1s, a2s) if ys ∈ P (ε), and otherwise we seta∗s := max(a1s, a2s). One sees easily
thatx1, x2 ∈ {σ +

∑n
s=1 a

∗
sys}+M(ε), whence the contention.

(ii): By proposition 3.6.35(ii), there exists a subgroupH ⊂ G of finite index, such that :

π−1(hn) = π−1(h)n

for every integern > 0 and everyh ∈ H. Let k := (G : H), and defineN ′ as the fibre product
in the cartesian diagram :

(3.6.46)
N ′ π′

//

µ

��

G

kG
��

N
π // G

The trivial morphism0M : M → G (i.e. the unique one that factors through{1}) and the
inclusionj satisfy the identity :kG ◦ 0M = π ◦ j, hence they determine a well-defined map
ϕ :M → N ′.

Claim3.6.47. ϕ is flat and saturated.

Proof of the claim.For the flatness, we shall apply the criterion of remark 3.2.5(iv). First,ϕ is
injective, sinceµ ◦ ϕ = j. Next, notice that the sequence of abelian groups :

0→ Mgp ϕgp

−−→ (N ′)gp
(π′)gp−−−→ G→ 0

is short exact; indeed, this is none else than the pullbackE ∗kgp
G along the morphismkG, of the

short exact sequence

(3.6.48) E := (0→Mgp jgp−−→ Ngp πgp

−−→ G→ 0).

It follows thatϕ is flat if and only if, for everyx ∈ π′(N ′), the preimage(π′)−1(x) is a filtered
union of cosets of the form{n} · ϕ(M ′). However, the induced map(π′)−1(g)→ π−1(gk) is a
bijection for everyg ∈ G, and the flatness ofj implies thatπ−1(xk) is a filtered union of cosets,
whence the contention. Notice also thatImkG ⊂ H; hence, by the same token, we derive that
(π′)−1(gn) = (π′)−1(g)n for everyg ∈ G, thereforeϕ is quasi-saturated, by proposition 3.2.31.
Since we know already thatj is integral (theorem 3.2.3), the claim follows. ♦
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Next, we wish to consider the commutative diagram of monoids:

(3.6.49)
M

j //

kM
��

N

ψ
��

M
ϕ // N ′

such thatψ is the map determined by the pair of morphisms(f,kN). LetP be the push-out of
the mapsj andkM ; the mapsϕ andψ determine a morphismτ : P → N ′.

Claim 3.6.50. (i) The diagram (3.6.46)gp of associated abelian groups, is cartesian.
(ii) The diagram of abelian groups (3.6.49)gp is cocartesian (i.e. τ gp is an isomorphism).

(iii) There exists a morphismλ : N ′ → P such thatλ ◦ τ = kP andτ ◦ λ = kN ′.

Proof of the claim.(i): Suppose thatx ∈ (N ′)gp is any element such that(π′)gp(x) = 1 and
µgp(x) = 1; we may writex = b−1a for somea, b ∈ N ′, and it follows thatπ′(a) = π′(b) and
µ(a) = µ(b), hencea = b in N ′, since the forgetful functorMnd→ Set commutes with fibre
products. Thusx = 1. On the other hand, suppose thatπgp(b−1a) = xk for somea, b ∈ N
andx ∈ G; therefore,π(bk−1a) = (bx)k, so there existsc ∈ N ′ such thatµ(c) = bk−1a and
π′(c) = bx. Likewise, there existsd ∈ N ′ with µ(d) = bk andπ′(d) = b. Consequently,
(π′)gp(d−1c) = x andµ(d−1c) = b−1a. The assertion follows.

(ii): Quite generally, letE := (0→ A→ B → C → 0) be a short exact sequence of objects
in an abelian categoryC , and for every objectX of C , let kX := k · 1X : X → X. Then one
has a natural map of complexesαE : E ∗kC → E (resp.βE : E → kA ∗E) fromE to the pull-
back ofE alongkC (resp. from the push-out ofE alongkA toE), and a natural isomorphism
ωE : kA∗E ∼→ E ∗kC in the categoryExtC (C,A) of extensions ofC byA (this is the category
whose objects are all short exact sequences inC of the form0 → A → X → C → 0, and
whose morphisms are the maps of complexes which are the identity onA andC). These maps
are related by the identities :

(3.6.51) βE ◦ αE ◦ ωE = k · 1kA∗E ωE ◦ βE ◦ αE = k · 1E∗kC .

We leave to the reader the construction ofωE. In the case at hand, we obtain a natural isomor-
phismωE : kgp

M ∗ E
∼→ E ∗ kG, whereE is the short exact sequence of (3.6.48). An inspection

of the construction shows that the mapτ gp is precisely the isomorphism defined byωE .
(iii): Let µ′ : N → P be the natural map, and setλ := µ′◦µ. By inspecting the constructions,

one checks easily thatλgp is the map defined byβE ◦ αE . Then the assertion follows from
(3.6.51). ♦

Let P ′ be the push-out of the diagramN ′ ϕ←− M
ι−→ M sat; from claim 3.6.47, lemma 3.2.2(i)

and corollary 3.2.25(iii), we deduce that the natural mapM sat → P ′ is flat and saturated, hence
P ′ is saturated. On the other hand, directly from the definitions we get a cocartesian diagram

(3.6.52)

P //

τ

��

Q

τ ′

��
N ′ // P ′.

The induced diagram (3.6.52)sat of saturated monoids is still cocartesian (remark 2.3.41(v));
however, claim 3.6.50(iii) implies easily thatτ sat is an isomorphism, therefore the same holds
for (τ ′)sat, and assertion (ii) follows. �

4. COMPLEMENTS OF COMMUTATIVE AND HOMOLOGICAL ALGEBRA

This chapter is a miscellanea of results of commutative algebra that shall be needed in the
rest of the treatise.
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4.1. Complexes in an abelian category.Let A be any abelian category. We denote byC(A )
the category of (cochain) complexes of objects ofA , and byD(A ) the derived category ofA .
Hence, an object ofC(A ) orD(A ) is a pair

K• := (K•, d•K)

consisting of a system of objects(Kn | n ∈ Z) and morphisms(dnK : Kn → Kn+1 | n ∈ Z) of
A , called thedifferentialsof the complexK•, such that

dn+1
K ◦ dnK = 0 for everyn ∈ Z.

The morphismsϕ• : K• → L• in C(A ) are the systems of morphisms(ϕn : Kn → Ln | n ∈ Z)
of A such that

ϕn+1 ◦ dnK = dn+1
L ◦ ϕn for everyn ∈ Z.

We will usually omit the subscript when referring to the differentials of a complex, unless there
is a danger of confusion. Leti ∈ Z be any integer; thecohomology ofK• in degreei is the
object ofA :

H iK• := Ker di/Im di−1.

Clearly, for everyi ∈ Z, the ruleK• 7→ H iK• extends to a functor

H i : C(A )→ A .

Also, letI ⊂ Z be any (bounded or unbounded) interval,i.e. I is either of the formZ∩ [a,+∞[,
orZ∩]−∞, b] (for somea, b ∈ N), or the intersection of any of these two. We shall denote by

CI(C ) ( resp.DI(C ) )

the full subcategory ofC(C ) (resp. ofD(C )) whose objects are the complexesK• such that
Ki = 0 wheneveri /∈ I (resp. such thatH iK• = 0 wheneveri ∈/∈ Z). For instance, if
I = Z ∩ [a,+∞[, thenCI(C ) (resp. DI(C )) is also denotedC≥a(C ) (resp. D≥a(C)), and
likewise for the case of an upper bounded interval. Moreover, we set

C−(A ) :=
⋃

n∈Z

C≤n(A ) C+(A ) :=
⋃

n∈Z

C≥n(A )

soC−(A ) (resp.C+(A )) is the full subcategory ofC(A ) whose objects are thebounded above
(resp. bounded below) complexes ofA . Likewise we define the full subcategoriesD−(A )
andD+(A ) of D(A ). Recall that, for any intervalI, the categoryDI(C ) is also naturally
equivalent to the localization ofCI(C ) by the multiplicative set of all morphisms inCI(C ) that
are quasi-isomorphisms, and likewise forD−(A ) andD+(A ) (verification left to the reader).

For everya ∈ Z, the inclusion functor

C≥a(A )→ C(A ) (resp.C≤a(A )→ C(A ) )

admits a right (resp. left) adjoint

t≥a : C(A )→ C≥a(A ) (resp.t≤a : C(A )→ C≤a(A ) )

called thebrutal truncation functor; namely, for any complexK•, we lett≥a(K•) be the unique
object ofC≥a(A ) that agrees withK• in all degrees≥ a, and with the same differentials asK•,
in this range of degrees (and likewise fort≤a(K•)).
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4.1.1. There is an obvious functor

A → C(A ) : A 7→ A[0]

that sends any objectA of A to the complex withA placed in degree zero, i.e. such thatA[0]i

equalsA if i = 0, and equals0 otherwise (clearly, there is a unique such complex). On the other
hand, theshift operatoris the functor

C(A )→ C(A ) : K• → K•[1]

given by the rule :

K•[1]n := Kn+1 dnK[1] := −dn+1
K for everyn ∈ Z.

Clearly the shift operator is an automorphism ofC(A ), and one defines the operatorK• 7→
K•[n], for everyn ∈ Z, as then-th power of the shift operator (in the automorphism group of
C(A )). Then, we can combine the two previous operators, to define the complex

A[n] := (A[0])[n] for everyn ∈ Z and everyA ∈ Ob(A ).

Definition 4.1.2. Let A be an abelian category,ϕ•, ψ• : K• → L• two morphisms inC(A ).

(i) A (chain) homotopyfromϕ• toψ• is the datum(sn : Kn → Ln−1 | n ∈ Z) of a system
of morphisms inA such that

ϕn − ψn = sn+1 ◦ dnK + dn+1
L ◦ sn for everyn ∈ Z.

(ii) We say thatϕ• andψ• as in (i) arechain homotopicif there is a chain homotopy
between them. It is easily seen that this defines an equivalence relation∼ on the set
HomC(A )(K

•, L•), which is preserved by composition of morphisms : ifϕ• ∼ ψ• and
α• : K ′• → K•, β• : L• → L′• are any two morphisms, thenϕ• ◦ α• ∼ ψ• ◦ α• and
β• ◦ ϕ• ∼ β• ◦ ψ•. It follows that there exists a well definedhomotopy category

Hot(A )

whose objects are the same as those ofC(A ), and whose morphisms are the homotopy
classes of morphisms of complexes, and a natural functor

C(A )→ Hot(A )

which is the identity on objects, and the quotient map onHom-sets.
(iii) We also say that a morphismϕ : K• → L• is ahomotopic equivalence, if the class of

ϕ• is an isomorphism inHot(A ), i.e. if there exists a morphismψ• : L• → K• such
thatψ• ◦ ϕ• ∼ 1K• andϕ ◦ ψ ∼ 1L•. We say that a complexK• is homotopically
trivial , if the zero endomorphism0 · 1K• is a homotopy equivalence.

Remark 4.1.3. (i) If F : A → A ′ is any additive functors of abelian categories, we get
induced functors

C(F ) : C(A )→ C(A ′) Hot(F ) : Hot(A )→ Hot(A ′)

by the rule :

F (K•)n := F (Kn) and dnF (K) := F (dnK) for everyn ∈ Z and everyK• ∈ Ob(C(A )).

(ii) Furthermore, ifϕ•, ψ• : K• → L• are chain homotopic morphisms inC(A ), then it is
easily seen that, for everyi ∈ Z, the induced morphisms in cohomology

H iϕ•, H iψ• : H iK• → H iL•

coincide. Hence, the cohomology functorH i factors (uniquely) through a functor

H i : Hot(A )→ A for everyi ∈ Z.
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Remark 4.1.4. The indexing notation that makes use of superscripts to denote the degrees in a
complex, is known traditionally ascohomological degree notation. Sometimes it is more natural
to switch to thehomological degree notation, that makes use of subscript indexing; namely, one
associates to any cochain complexK•, thechain complexK• given by the rule :

Kn := K−n and dn := d−n : Kn → Kn−1 for everyn ∈ Z.

Likewise, one setsHnK• := H−nKn for everyn ∈ Z, and calls this object ofA thehomology
ofK• in degreen.

4.1.5. A double complexof A is an object ofC(C(A )) (and likewise for a morphism of
double complexes). In other words, a double complex is a triple

K•• := (K••, d••h , d
••
v )

consisting of a system(Kpq | p, q ∈ Z) of objects ofA , and morphismsdpqh , dpqv called respec-
tively thehorizontalandverticaldifferentials, fitting into a commutative diagram

Kpq
dpqh //

dpqv
��

Kp+1,q

dp+1,q
v

��
Kp,q+

dpqh // Kp+1,q+1

for everyp, q ∈ Z

and such that

dp+1,q
h ◦ dpqh = 0 dp,q+1

v ◦ dpqv = 0 for everyp, q ∈ Z.

4.1.6. There are natural functors

C(C(A ))→ C(C(A )) : K•• 7→ fl(K••) C(C(A ))→ C(A ) : K•• 7→ (K••)∆

where :
• The flip fl(K••) of K•• is the double complexF •• such thatF pq := Kqp for every
p, q ∈ Z, with differentials deduced from those ofK••, in the obvious way
• The diagonal(K••)∆ is the complexD• such thatDp := Kpp for everyp ∈ Z and

with differentials

dp+1,q
v ◦ dpqh : Dp → Dp+1 for everyp ∈ Z.

Suppose that all coproducts (resp. all products) are representable inA . Then there are two
other natural functors

Tot⊕ : C(C(A ))→ C(A ) ( resp.TotΠ : C(C(A ))→ C(A ) )

defined as follows. Thetotal complexTot⊕(K••) (resp.TotΠ(K••)) is the complexT • such
that

T n :=
⊕

p+q=n

Kpq ( resp.T n :=
∏

p+q=n

Kpq )

and with differentialsT n → T n+1 given by the sum (resp. the product) of the morphisms

dpqh + (−1)p · dpqv : Kpq → Kp,q+1 ⊕Kp+1,q for all p, q ∈ Z such thatp+ q = n.

We often omit the superscript⊕ when dealing with the total complex functor; to avoid confu-
sion, we stipulate thatthe notationTot shall always refer to the functorTot⊕, so if we need to
use the other total complex functor, we shall denote it explicitly by TotΠ. Notice that we have
natural isomorphisms

Tot(K••)
∼→ Tot(fl(K••)) (resp.TotΠ(K••)

∼→ TotΠ(fl(K••)) )

given, in each degreen ∈ Z, by the direct sum (resp. the direct product) of the morphisms
(−1)pq · 1Kpq , for everyp, q ∈ Z such thatp+ q = n.
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Example 4.1.7.(i) To any two objectsK• andL• of C(A ), we may attach the double complex
of abelian groupsHom••

A (K•, L•), given by the rule :

Homp,q
A (K•, L•) := HomA (K−p, Lq) for everyp, q ∈ Z

with differentials

dp,qh := HomA (d−pK , 1Lq) dp,qv := (−1)q+1 · HomA (1K−p, dqL) for everyp, q ∈ Z.

Then set
(Hom•

A (K•, L•), d•K,L) := TotΠHom••
A (K•, L•).

Let n ∈ Z be any integer; with this notation, a simple inspection shows that :
• HomC(A )(K

•, L•[n]) = Ker dnK,L.
• Let ϕ•, ψ• : K• → L•[n] be any two morphisms; then the set of homotopies fromϕ•

toψ• is naturally identified with the subset

{s• ∈ Hom−1−n
A (K•, L•) | d−1−n

K,L (s•) = ψ• − ϕ•}.
• Consequently, we have a natural identification :

HomHot(A )(K
•, L•[n])

∼→ HnHom•
A (K•, L•).

(ii) The constructions of (i) can be used to endowC(A ) with a natural2-category structure,
whose2-cells are given by homotopies of complexes. Indeed, let us write

s• : ϕ• ⇒ ψ•

if s• := (sn | n ∈ N) is a homotopy fromϕ• toψ•. Then, ifλ• : K• → L• is another morphism,
andt• : ψ• ⇒ λ• another homotopy, we define a composition law by setting

s• ⊙ t• := (sn + tn | n ∈ N)

and it is immediate thats• ⊙ t• is a homotopyϕ• ⇒ λ•. Moreover, ifβ•, γ• : L• → P •

are two other morphisms inC(A ), andu : β• ⇒ γ• another homotopy, we have a Godement
composition law by the rule

u• ∗ s• := (βn+1 ◦ sn + un ◦ ψn | n ∈ N) : β• ◦ ϕ• ⇒ γ• ◦ ψ•.

The associativity of the laws∗ and⊕ thus defined are easily checked by direct computation.
Now, suppose thatδ• : L• → P • is yet another morphism, andv : γ ⇒ δ another homotopy.

A direct calcultation yields the identity

(u• ∗ s•)⊙ (v• ∗ t•) = (u• ⊙ v•) ∗ (s• ⊙ t•) + c•

wherecn := dn−2
P ◦ un−1 ◦ tn − un ◦ tn+1 ◦ dnK for everyn ∈ Z, which can be rewritten as

c• = d−2
K,L((u ◦ t)•) where(u ◦ t)n := un−1 ◦ tn for everyn ∈ Z.

Summing up, we conclude thatC(A ) carries a2-category structure, whose2-cellsϕ ⇒ ψ (for
any two1-cellsϕ, ψ : K• → L•) are the classes

s ∈ Hom−1
A (K•, L•)/Im(d−2

K,L) such thatd−1
K,L(s) = ψ• − ϕ•.

(iii) Moreover, if F is any additive functor as in remark 4.1.3(i), the induced functorC(F )
extends to a pseudo-functor for the2-category structures given by (ii); indeed, ifs• : K• ⇒ L•

is a homotopy, obviously the system(Fsn | n ∈ N) is a homotopyFs• : F (K•)⇒ F (L•).

Example 4.1.8.(i) Suppose that(A ,⊗,Φ,Ψ) is a tensor abelian category. Then there exists a
natural functor

−⊠− : C(A )× C(A )→ C(C(A ))

defined as follows. Given two complexesK• andL•, we let

(K• ⊠A L
•)p,q := Kp ⊗ Lq for everyp, q ∈ Z
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with differentials

dp,qh := dpK ⊗ 1Lq dp,qv := 1Kp ⊗ dqL for everyp, q ∈ Z.

If all coproducts are representables inA , we may set as well :

K• ⊗ L• := Tot(K• ⊠ L•).

The commutativity constraints for(A ,⊗) yield natural isomorphismsK•⊠L• ∼→ fl(L•⊠K•),
as well as

(4.1.9) Ψ•
K,L : K• ⊗ L• ∼→ L• ⊗K•.

Namely, one takes the direct sum of the maps(−1)pq ·ΨKp,Lq , for everyp, q ∈ Z.
(ii) Likewise, if P • is another complex ofA , the double complexes(K• ⊗ L•) ⊠ P • and

K• ⊠ (L• ⊗ P •) are not isomorphic, but the associativity constraints ofA induce natural
isomorphisms inC(A ) :

Φ•
K,L,P : K• ⊗ (L• ⊗ P •)

∼→ (K• ⊗ L•)⊗ P •.

Namely, one takes the direct sum of the morphismsΦKi,Lj ,P k (for everyi, j, k ∈ Z). With these
natural isomorphisms,C(A ) is then naturally a tensor abelian category as well.

(iii) In the situation of (i), notice that the natural morphismKi⊗Lj → (K•⊗L•)i+j induces
morphisms

Ker (diK)⊗Ker (djL)→ Ker (di+jK⊗L)

(Ker (diK)⊗ Im (dj−1
L ))⊕ (Im (di−1

K )⊗Ker (djL))→ Im (di+jK⊗L)

so, the induced mapKer (diK)⊗Ker (djL)→ H i+j(K•⊗L•) factors through a natural pairing :

H i(K•)⊗Hj(L•)→ H i+j(K• ⊗ L•) for everyi, j ∈ Z.

(iv) Moreover, ifP • is a third complex, in view of (ii) we get a commutative diagram

H iK• ⊗ (HjL• ⊗HkP •)

γ

��

α // (H iK• ⊗HjL•)⊗HkP •
β // H i+j(K• ⊗ L•)⊗HkP •

δ
��

H iK• ⊗Hj+k(L• ⊗ P •)
λ // H i+j+k(K• ⊗ (L• ⊗ P •))

σ // H i+j+k((K• ⊗ L•)⊗ P •)

whereα is the associativity constraint,β, γ, δ andλ are given by the above pairing, andσ is
deduced fromΦ•

K,L,P .
(v) If A also admits an internalHom functor, we may define as well a functor

Hom•• : C(A )o × C(A )→ C(C(A ))

following the trace of example 4.1.7(i); namely, we set

Homp,q(K•, L•) := Hom(K−p, Lq) for everyp, q ∈ Z

with differentials

dp,qh := Hom(d−pK , 1Lq) dp,qv := (−1)q+1 ·Hom(1K−p, dqL) for everyp, q ∈ Z.

If all products are representable inA , we may then define

Hom•(K•, L•) := TotΠHom••(K•, L•).

(vi) Suppose thatA is both complete and cocomplete, andP • is any other complex; to ease
notation, setH• := Hom•(K•, L•) andN• := P • ⊗K•; we have natural isomorphisms

HomC(A )(P
•, H•)

∼→ Equal(Hom0
A (P •, H•)

dv //

dh

// Hom1
A (P •, H•))
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where
dh :=

∏

n∈Z

HomA (P n, dnH) and dv :=
∏

n∈Z

HomA (dnP , H
n+1)

(see example 4.1.7(i)). However, notice that

Homa
A (P •, H•) =

∏

n∈Z

HomA (P n,
∏

p+q=n+a

Hom(K−p, Lq))

=
∏

n∈Z

∏

p+q=n+a

HomA (P n,Hom(K−p, Lq))

=
∏

n∈Z

∏

p+q=n+a

HomA (P n ⊗K−p, Lq))

=
∏

q∈Z

HomA (
⊕

n−p=q−a

P n ⊗K−p, Lq))

for everyn, a ∈ Z, whence

HomC(A )(P
•, H•)

∼→ Equal(Hom0
A (N•, L•)

d′v //

d′h

// Hom1
A (N•, L•))

where
d′h :=

∏

n∈Z

HomA (dqN , L
q) and d′v :=

∏

n∈Z

HomA (N q, dqL)

so finally :

HomC(A )(P
•, H•)

∼→ HomC(A )(N
•, L•)

which says thatHom• is an internalHom functor forC(A ).
(vii) In the situation of (vi), set

HomC(A )(K
•, L•) := Ker (d0 : H0 → H1)

and takeP • := Z[0], whereZ is any object ofA ; it is easily seen that the natural map

HomA (Z,HomC(A )(K
•, L•))→ HomC(A )(P

•, H•)→ HomC(A )(Z[0]⊗K•, L•)

is an isomorphism : details left to the reader.

4.1.10. Suppose thatA is a small abelian category, and let(G•, d•G) be any complex of finitely
generated abelian groups; with the notation of (1.2.43), weobtain an object(G•

A , d
•
A ) of C(A †);

on the other hand, if(K•, d•K) is any object ofC(A ), we may also consider the objecth†K :=

(h†Kn, h
†
dn | n ∈ N) of C(A †), and sinceA † is an abelian tensor category, we may form the

tensor product

G• ⊠Z K
• := G•

A ⊠ h
†
K

according to example 4.1.8(i). Arguing as in (1.2.43), we see that this object ofC(C(A †)) is
isomorphic to an object ofC(C(A )), and after choosing representing objects, we get a functor

C(Z-Modfg)× C(A )→ C(C(A )) (G•, K•) 7→ G• ⊠Z K
•

which is additive in both arguments. Arguing as in remark 1.2.45(ii,iii), we may also define
more generally this functor in caseA is an arbitrary abelian category, and ifA is cocomplete,
we can extend the functor to the whole ofC(Z-Mod). It is then natural to define

G• ⊗Z K
• := TotG• ⊠Z K

• for everyG• andK• as above.

Likewise, we setK• ⊠Z G
• := fl(G• ⊠Z K

•) andK• ⊗Z G
• := Tot(K• ⊠Z G

•).



FOUNDATIONS OFp-ADIC HODGE THEORY 213

Remark 4.1.11. (i) With the notation of (4.1.10), notice the natural isomorphism

K•[1]
∼→ Z[1]⊗Z K

• for everyK• ∈ Ob(C(A ))

which explains the sign convention in the definition of the shift operator in (4.1.1).
(ii) Moreover, denote byK〈1〉• ∈ Ob(C[−1,0](Z-Mod)) the object such thatK〈1〉−1 := Z,

K〈1〉0 := Z ⊕ Z, and with differentiald−1 given by the rule :n 7→ (n,−n) for everyn ∈ Z.
Let e0 := (0, 1) ande1 := (1, 0) be the canonical basis ofK〈1〉0; we have two morphisms

ιi : Z[0]→ K〈1〉• for i = 0, 1

given, in degree zero, by the rule :n 7→ n · ei for everyn ∈ N. For any pair of morphisms
ϕ•, ψ• : L• → M• in C(A ), and any homotopys• := (sn | n ∈ Z) from ϕ• to ψ•, we obtain a
morphism of complexes

σ• : K〈1〉• ⊗Z L
• →M•

as follows. For everyn ∈ Z, the morphismσn : Ln ⊕ Ln ⊕ Ln+1 → Mn restricts toϕn (resp.
ψn, resp. sn) on the first (resp. second, resp. third) summand. Conversely, the datum of a
morphismσ• : K〈1〉•⊗Z L

• →M• yields a homotopy fromσ• ◦ (ι•1⊗Z L
•) to σ• ◦ (ι•0⊗Z L

•).

4.1.12. In the situation of example 4.1.8, suppose now thatA is a category with enough pro-
jective objects. Then, for every bounded above complexK• we may find a quasi-isomorphism
ρ•K : P •

K → K• with P •
K a bounded above complex of projective objects, and ifK• → L• is

any morphism of complexes, there exists a commutative diagram inC−(A )

P •
K

P •
ϕ //

ρ•K
��

P •
L

ρ•L
��

K•
ϕ•

// L•

whereP •
ϕ is unique up to homotopy, so the rulesK• 7→ P •

K andϕ• 7→ P •
ϕ yield a well defined

functor
C−(A )→ Hot(A )

and moreover notice that, ifϕ• as above is a quasi-isomorphism, thenP •
ϕ is a homotopic equiv-

alence. Hence, letK• andL• be any two objects ofC−(A ); we may define two functors

K•
L

⊗− ( resp.−
L

⊗ L•) : C(A )→ Hot(A )

by the rules :
M• 7→ K• ⊗ P •

M ( resp.M 7→ P •
M ⊗ L• )

and in light of example 4.1.7(iii), we see that both functorstransform quasi-isomorphisms into
homotopic equivalences, so they induce well defined functors on the derived categories, and

moreover it follows that the notationK•
L

⊗ L• is unambiguous : we may compute this object

by applying the functorK•
L

⊗ − to L•, or by applying the functor−
L

⊗ L• toK•, and the two
resulting complexes are naturally isomorphic inD(A ) to the same complexP •

K⊗P •
L. The latter

assertion also implies thatK•
L

⊗ L• is independent, up to unique isomorphism inD(A ), of the
choices ofP •

M andP •
L. Hence we have obtained a natural functor

−
L

⊗− : D−(A )× D−(A )→ D−(A )

called thederived tensor product. We also let

TorAi (K
•, L•) := Hi(K

•
L

⊗ L•) for everyi ∈ Z.
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In caseA = A-Mod for some ringA, it is customary to denote this functor by−
L

⊗A −, and
then one also writesTorAi instead ofTorA-Mod

i .

Remark 4.1.13.(i) Using the commutativity and associativity constraintsfor the tensor product
in A , we deduce – in light of example 4.1.8(i,ii) – naturalassociativity isomorphisms

K•
L

⊗ (L•
L

⊗Q•)
∼→ (K•

L

⊗ L•)
L

⊗Q• in D−(A )

as well ascommutativity isomorphisms

K•
L

⊗ L• ∼→ L•
L

⊗K• in D−(A )

for any bounded above complexesK•, L•, andQ•.

(ii) Also, it is easily seen that, ifK• ∈ Ob(D≤a(A )) andL• ∈ Ob(D≤b(A )), thenK•
L

⊗L• ∈
Ob(D≤a+b(A )), for everya, b ∈ Z.

(iii) In the situation of (4.1.12), takeA = A-Mod for some ringA, and suppose furthermore
thatϕ : A→ B is a ring homomorphism,K• a bounded above complex ofA-modules, andL•

a complex ofB-modules. Notice thatP • ⊗A L• is naturally a complex ofB-modules; also, if
L• → Q• is any morphism of complexes ofB-modules, then the induced mapP • ⊗A L• →
P • ⊗A Q• isB-linear. It follows easily that the derived tensor product yields a functor

D−(A-Mod)× D−(B-Mod)→ D−(B-Mod) (K•, L•) 7→ K•
L

⊗A L•

such that, denotingϕ∗ : D−(B-Mod) → D−(A-Mod) the “forgetful” functor, we have a
natural isomorphism

K•
L

⊗A ϕ∗L• ∼→ ϕ∗(K•
L

⊗A L•) in D−(A-Mod).

4.1.14. Let nowM•
1 ,M•

2 ,N•
1 ,N•

2 be any four objects ofC−(A ), and to ease notation, set

M•
12 :=M•

1 ⊗M•
2 N•

12 := N•
1 ⊗N•

2 P •
12 := P •

M12
ρ•12 := ρ•M12

as well asP •
i := P •

Mi
andρ•i := ρ•Mi

for i = 1, 2. There is a commutative diagram inC−(A )

P •
1 ⊗ P •

2

ϕ•
12 //

ρ•1⊗ρ
•
2 $$I

IIIIIIII
P •
12

ρ•12}}zz
zz

zz
zz

M•
12

whereϕ•
12 is uniquely determined up to homotopy, whence a map

(M•
1

L

⊗N•
1 )⊗ (M•

2

L

⊗N•
2 )

∼→ (P •
1 ⊗ P •

2 )⊗N•
12

ϕ•
12⊗N

•
12−−−−−−→ P •

12 ⊗N•
12

∼→M•
12

L

⊗N•
12.

Taking into account example 4.1.8(iii), we deduce a bilinear pairing

TorAi (M
•
1 , N

•
1 )⊗ TorAj (M

•
2 , N

•
2 )→ TorAi+j(M

•
12, N

•
12) for everyi, j ∈ Z.
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Moreover, suppose thatM•
3 andN•

3 are two other bounded above complexes ofA ; by inspect-
ing the constructions, we find a commutative diagram

P •
1 ⊗ (P •

2 ⊗ P •
3 )

P •
1 ⊗ϕ

•
23 //

ρ•1⊗(ρ•2⊗ρ
•
3) ++VVVVVVVVVVVVVVVVVVVVVV

Φ•
P

��

P •
1 ⊗ P •

23

ϕ•
1,23 //

ρ•1⊗ρ
•
23

��

P •
1,23

ρ•1,23uujjjjjjjjjjjjjjjjjjjjj

P •
ΦM

��

M•
1,23

Φ•
M

��
M•

12,3

(P •
1 ⊗ P •

2 )⊗ P •
3

ϕ•
12⊗P

•
3 //

(ρ•1⊗ρ
•
2)⊗ρ

•
3

33hhhhhhhhhhhhhhhhhhhhhh

P •
12 ⊗ P •

3

ϕ•
12,3 //

ρ•12⊗ρ
•
3

OO

P •
12,3

ρ•12,3

jjTTTTTTTTTTTTTTTTTTTTT

whereM•
1,23 := M•

12 ⊗M•
3 , M•

23 := M•
2 ⊗M•

3 , M•
1,23 := M•

1 ⊗M•
23, and likewise forP •

1,23,
P •
23, andP •

12,3 and the morphismϕ•
23, ϕ

•
1,23, ϕ

•
12,3, ρ

•
23, ρ

•
1,23, ρ

•
12,3. HereΦ•

M andΦ•
P are the

associativity constraints.
Therefore, setT ji := TorAi (M

•
j , N

•
j ) for everyi ∈ Z andj = 1, 2, 3, and also

T jki := TorAi (M
•
jk, N

•
jk) T 1,23

i := TorAi (M
•
1,23, N

•
1,23) T 12,3

i := TorAi (M
•
12,3, N

•
12,3)

for every i ∈ Z, with j = 1, 2 andk = j + 1; in light of example 4.1.8(iv), we deduce a
commutative diagram inA :

(4.1.15)

T 1
i ⊗ (T 2

j ⊗ T 3
k ) //

��

T 1
i ⊗ T 23

j+k
// T 1,23
i+j+k

��

(T 1
i ⊗ T 2

j )⊗ T 3
k

// T 12
i+j ⊗ T 3

k
// T 12,3
i+j+k

whose horizontal arrows are given by the above bilinear pairing, and whose left (resp. right)
vertical arrow is the associativity constraint (resp. is induced by the associativity constraint
Φ•
M ).

4.1.16. Koszul complex and regular sequences.Let f := (fi | i = 1, . . . , r) be a finite system of
elements of a ringA, and(f) ⊂ A the ideal generated by this sequence; we recall the definition
of theKoszul complexK•(f) (see [28, Ch.III,§1.1]). First, suppose thatr = 1, sof = (f) for a
single elementf ∈ A; in this case :

K•(f) := (0→ A
f−→ A→ 0)

concentrated in cohomological degrees0 and−1. In the general case one lets :

K•(f) := K•(f1)⊗A · · · ⊗A K•(fr).

For every complex ofA-modulesM• one sets :

K•(f ,M
•) :=M• ⊗A K•(f) K•(f ,M•) := Tot•(Hom•

A(K•(f),M
•))

and denotes byH•(f ,M
•) (resp.H•(f ,M•)) the homology ofK•(f ,M

•) (resp. the cohomol-
ogy ofK•(f ,M•)). Especially, ifM is anyA-module :

H0(f ,M) =M/(f)M H0(f ,M) = HomA(A/(f),M)

(where, as usual, we regardM as a complex placed in degree0).
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4.1.17. Letr > 0 andf be as in (4.1.16), and setf ′ := (f1, . . . , fr−1). We have a short exact
sequence of complexes :0 → A[0] → K•(fr) → A[1] → 0, and after tensoring withK•(f

′)
we derive a distinguished triangle:

K•(f
′)→ K•(f)→ K•(f

′)[1]
∂−→ K•(f

′)[1].

By inspecting the definitions one checks easily that the boundary map∂ is induced by multipli-
cation byfr. There follow exact sequences :

(4.1.18) 0→ H0(fr, Hp(f
′,M))→ Hp(f ,M)→ H0(fr, Hp−1(f

′,M))→ 0

for everyA-moduleM and for everyp ∈ N, whence the following :

Lemma 4.1.19.With the notation of(4.1.17), the following conditions are equivalent :

(a) Hi(f ,M) = 0 for everyi > 0.
(b) The scalar multiplication byfr is a bijection onHi(f

′,M) for everyi > 0, and is an
injection onM/(f ′)M . �

Definition 4.1.20. The sequencef is said to becompletely secanton theA-moduleM , if we
haveHi(f ,M) = 0 for everyi > 0.

The interest of definition 4.1.20 is due to its relation to thenotion of regular sequenceof
elements ofA (seee.g.[15, Ch.X,§9, n.6]). Namely, we have the following criterion :

Proposition 4.1.21.With the notation of(4.1.16), the following conditions are equivalent :

(a) The sequencef isM-regular.
(b) For everyj ≤ r, the sequence(f1, . . . , fj) is completely secant onM .

Proof. Lemma 4.1.19 shows that (b) implies (a). Conversely, suppose that (a) holds; we show
that (b) holds, by induction onr. If r = 0, there is nothing to prove. Assume that the assertion
is already known for allj < r. Sincef is M-regular by assumption, the same holds for the
subsequencef ′ := (f1, . . . , fr−1), andfr is regular onM/(f ′)M . HenceHp(f

′,M) = 0 for
everyp > 0, by inductive assumption. Then lemma 4.1.19 shows thatHp(f ,M) = 0 for every
p > 0, as claimed. �

Notice that any permutation of a completely secant sequenceis again completely secant,
whereas a permutation of a regular sequence is not always regular. As an application of the
foregoing, we point out the following :

Corollary 4.1.22. If a sequence(f, g) of elements ofA is M-regular, andM is f -adically
separated, then(g, f) isM-regular.

Proof. According to proposition 4.1.21, we only need to show that the sequence(g) is com-
pletely secant,i.e. thatg is regular onM . Hence, suppose thatgm = 0 for somem ∈ M ; it
suffices to show thatm ∈ fnM for everyn ∈ N. We argue by induction onn. By assump-
tion g is regular onM/fM , hencem ∈ fM , which shows the claim forn = 1. Let n > 1,
and suppose we already know thatm = fn−1m′ for somem′ ∈ M . Hence0 = gfn−1m′, so
gm′ = 0 and the foregoing case shows thatm′ = fm′′ for somem′′ ∈ M , thusm = fnm′′, as
required. �

4.1.23. In the situation of (4.1.16), suppose thatg := (gi | i = 1, . . . , r) is another sequence
of elements ofA; we setfg := (figi | i = 1, . . . , r) and define a map of complexes

ϕg : K•(fg)→ K•(f)
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as follows. First, suppose thatr = 1; thenf = (f), g = (g) and the sought mapϕg is the
commutative diagram :

0 // A
fg //

g

��

A // 0

0 // A
f // A // 0.

For the general case we let :
ϕg := ϕg1 ⊗A · · · ⊗A ϕgr .

Especially, for everym,n ≥ 0 we have mapsϕfn : K•(f
n+m)→ K•(f

m), whence maps

ϕ•
fn : K•(fm,M)→ K•(fm+n,M)

and clearlyϕ•
fp+q

= ϕ•
fp ◦ϕ•

fq for everym, p, q ≥ 0.

4.1.24. LetA be any ring,I ⊂ A a finitely generated ideal,f := (fi | i = 1, . . . , r) a finite
system of generators forI. Moreover, for everyn > 0 let I(n) ⊂ A denote the ideal generated
by fn := (fni | i = 1, . . . , r). For allm ≥ n > 0 we deduce natural commutative diagrams of
complexes :

K•(f
m) //

ϕ
fm−n

��

A/I(m)[0]

πmn
��

K•(f
n) // A/I(n)[0]

(notation of (4.1.23)) whereπmn is the natural surjection, whence a compatible system of maps:

(4.1.25) HomD(A-Mod)(A/I
(n)[0], C•)→ HomD(A-Mod)(K•(f

n), C•).

for everyn ≥ 0 and every complexC• in D+(A-Mod). Especially, let us takeC• of the form
M [−i], for someA-moduleM and integeri ∈ N; sinceK•(f

n) is a complex of freeA-modules,
(4.1.25) translates as a direct system of maps :

(4.1.26) ExtiA(A/I
(n),M)→ H i(fn,M) for all n ∈ N and everyi ∈ N.

Notice thatInr−r+1 ⊂ I(n) ⊂ In for everyn > 0, hence the colimit of the system (4.1.26) is
equivalent to a natural map :

(4.1.27) colim
n∈N

ExtiA(A/I
n,M)→ colim

n∈N
H i(fn,M) for everyi ∈ N.

Lemma 4.1.28.With the notation of(4.1.24), the following conditions are equivalent :

(a) The map(4.1.27)is an isomorphism for everyA-moduleM and everyi ∈ N.
(b) colim

n∈N
H i(fn, J) = 0 for everyi > 0 and every injectiveA-moduleJ .

(c) The inverse system(HiK•(f
n) | n ∈ N) is essentially zero wheneveri > 0, i.e. for

everyp ∈ N there existsq ≥ p such thatHiK•(f
q)→ HiK•(f

p) is the zero map.

Proof. (a)⇒ (b) is obvious. Next, ifJ is an injectiveA-module, we have natural isomorphisms

(4.1.29) H i(fn, J) ≃ HomA(HiK•(f
n), J) for all n ∈ N.

which easily implies that (c)⇒ (b).
(b)⇒ (c) : Indeed, for anyp ∈ N let us choose an injectionϕ : HiK•(f

n) → J into an
injectiveA-moduleJ . By (4.1.29) we can regardϕ as an element ofH i(fn, J); by (b) the
image ofϕ in HomA(HiK•(f

q), J) must vanish ifq > p is large enough. This can happen only
if HiK•(f

q)→ HiK•(f
p) is the zero map.



218 OFER GABBER AND LORENZO RAMERO

(b)⇒ (a) : LetM → J• be an injective resolution of theA-moduleM . The double complex
colim
n∈N

Hom•
A(K•(f

n), J•) determines two spectral sequences :

Epq
1 := colim

n∈N
HomA(Kp(f

n), HqJ•)⇒ colim
n∈N

Extp+qA (K•(f
n),M)

F pq
1 := colim

n∈N
Hp(fn, Jq) ≃ colim

n∈N
HomA(HpK•(f

n), Jq)⇒ colim
n∈N

Extp+qA (K•(f
n),M).

ClearlyEpq
1 = 0 wheneverq > 0, and (b) says thatF pq

1 = 0 for p > 0. Hence these two spectral
sequences degenerate and we deduce natural isomorphisms :

colim
n∈N

ExtqA(A/I
(n),M) ≃ F 0q

2
∼→ Eq0

2 ≃ colim
n∈N

Hq(fn,M).

By inspection, one sees easily that these isomorphisms are the same as the maps (4.1.27).�

Lemma 4.1.30.In the situation of(4.1.24), suppose that the following holds. For every finitely
presented quotientB ofA, and everyb ∈ B, there existsp ∈ N such that

AnnB(b
q) = AnnB(b

p) for everyq ≥ p.

Then the inverse system(HiK•(f
n) | n ∈ N) is essentially zero for everyi > 0.

Proof. We shall argue by induction onr. If r = 1, thenf = (f) for a single elementf ∈ A. In
this case, our assumption ensures that there existsp ∈ N such thatAnnA(f q) = AnnA(f

p) for
everyq ≥ p. It follows easily thatH1(ϕfp) : H1K•(f

p+k) → H1K•(f
k) is the zero map for

everyk ≥ 0 (notation of (4.1.23)), whence the claim.
Next, suppose thatr > 1 and that the claim is known for all sequences of less thanr elements.

Setg := (f1, . . . , fr−1) andf := fr. Specializing (4.1.18) to our current situation, we derive
short exact sequences :

0→ H0(f
n, HpK•(g

n))→ HpK•(f
n)→ H0(fn, Hp−1K•(g

n))→ 0

for everyp > 0 andn ≥ 0; for a fixedp, this is an inverse system of exact sequences, where
the transition maps on the rightmost term are given byfm−n. By induction, the inverse system
(HiK•(g

n) | n ∈ N) is essentially zero fori > 0, so we deduce already that the inverse system
(HiK•(f

n) | n ∈ N) is essentially zero for alli > 1. To conclude, we are thus reduced to show-
ing that the inverse system(Tn := H0(fn, H0K•(g

n)) | n ∈ N) is essentially zero. However
An := H0K•(g

n) = A/(gn1 , . . . , g
n
r−1) is a finitely presented quotient ofA for any fixedn ∈ N,

hence the foregoing caser = 1 shows that the inverse system(Tmn := AnnAn(f
m) |m ∈ N) is

essentially zero. Letm ≥ n be chosen so thatTmn → Tnn is the zero map; then the composition
Tm = Tmm → Tmn → Tnn = Tn is zero as well. �

Remark 4.1.31.Notice that the condition of lemma 4.1.30 is verified whenA is noetherian.

4.1.32. Minimal resolutions.LetA be a local ring,k its residue field,M anA-module of finite
type, and :

· · · d3−→ L2
d2−→ L1

d1−→ L0
ε−→M

a resolution ofM by freeA-modules. We say that(L•, d•, ε) is afinite-free resolutionif each
Li has finite rank. We say that(L•, d•, ε) is aminimal free resolutionof M if it is a finite-free
resolution, and moreover the induced mapsk ⊗A Li → k ⊗A Im di are isomorphisms for all
i ∈ N (where we letd0 := ε). One verifies easily that ifA is a coherent ring, then every finitely
presentedA-module admits a minimal resolution.
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4.1.33. LetL := (L•, d•, ε) andL′ := (L′
•, d

′
•, ε

′) be two free resolutions ofM . A morphism
of resolutionsL → L′ is a map of complexesϕ• : (L•, d•) → (L′

•, d
′
•) that extends to a

commutative diagram

L•
ε //

ϕ•

��

M

L′
•

ε′ // M

Lemma 4.1.34.LetL := (L•, d•, ε) be a minimal free resolution of anA-moduleM of finite
type,L′ := (L′

•, d
′
•, ε

′) any other finite-free resolution,ϕ• : L
′ → L a morphism of resolutions.

Thenϕ• is an epimorphism (in the category of complexes ofA-modules),Kerϕ• is a null
homotopic complex of freeA-modules, and there is an isomorphism of complexes :

L′
•

∼→ L• ⊕Kerϕ•.

Proof. Suppose first thatL = L′. We setd0 := ε, L−1 := M , ϕ−1 := 1M and we show
by induction onn thatϕn is an isomorphism. Indeed, this holds forn = −1 by definition.
Suppose thatn ≥ 0 and that the assertion is known for allj < n; by a little diagram chasing
(or the five lemma) we deduce thatϕn−1 induces an automorphismIm dn

∼→ Im dn, therefore
ϕn ⊗A 1k : k ⊗A Ln → k ⊗A Ln is an automorphism (by minimality ofL), so the same holds
for ϕn (e.g.by looking at the determinant ofϕn).

For the general case, by standard arguments we construct a morphism of resolutions:ψ• :
L → L′. By the foregoing case,ϕ• ◦ ψ• is an automorphism ofL, soϕ• is necessarily an
epimorphism, andL′ decomposes as claimed. Finally, it is also clear thatKerϕ• is an acyclic
bounded above complex of freeA-modules, hence it is null homotopic. �

Remark 4.1.35. (i) Suppose thatA is a coherent local ring, and letL := (L•, d•, ε) andL′ :=
(L′

•, d
′
•, ε

′) be two minimal resolutions of the finitely presentedA-moduleM . It follows easily
from lemma 4.1.34 thatL andL′ are isomorphic as resolutions ofM .

(ii) Moreover, any two isomorphismsL → L′ are homotopic, hence the rule:M 7→ L•

extends to a functor
A-Modcoh → Hot(A-Mod)

from the category of finitely presentedA-modules to the homotopy category of complexes of
A-modules.

(iii) The sequence ofA-modules(SyziAM := Im di | i > 0) is determined uniquely byM
(up to non-unique isomorphism). The graded moduleSyz•AM is sometimes called thesyzygyof
the moduleM . Moreover, ifL′′ is any other finite free resolution ofM , then we can choose a
morphism of resolutionsL′′ → L, which will be a split epimorphism by lemma 4.1.34, and the
submoduled•(L′′

•) ⊂ L• decomposes as a direct sum ofSyz•AM and a freeA-module of finite
rank.

Lemma 4.1.36.LetA→ B a faithfully flat homomorphism of coherent local rings,M a finitely
presentedA-module. Then there exists an isomorphism of gradedB-modules :

B ⊗A Syz•AM → Syz•B(B ⊗AM).

Proof. Left to the reader. �

Proposition 4.1.37.LetA→ B be a flat and essentially finitely presented local ring homomor-
phism of local rings,M anA-flat finitely presentedB-module. Then theB-moduleM admits a
minimal free resolution

Σ• : · · · d3−−→ L2
d2−−→ L1

d1−−→ L0
d−1−−−→ L−1 :=M.
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Moreover,Σ is universallyA-exact, i.e. for everyA-moduleN , the complexΣ• ⊗A N is still
exact.

Proof. To start out, let us notice :

Claim4.1.38. In order to prove the proposition, it suffices to show that, for everyA-flat finitely
presentedB-moduleN , and everyB-linear surjective mapd : L → N , from a freeB-module
L of finite rank,Ker d is also anA-flat finitely presentedB-module.

Proof of the claim.Indeed, in that case, we can build inductively a minimal resolution Σ• of
M , such thatNi := Ker(di : Li → Li−1) is anA-flat finitely presentedB-module for every
i ∈ N. Namely, suppose that a complexΣ(i)

• with these properties has already been constructed,
up to degreei, and letκB be the residue field ofB; by Nakayama’s lemma, we may find a
surjectiondi+1 : Li+1 → Ni, whereLi+1 is a freeB-module of rankdimκB(Ni ⊗B κB). Under
the assumption of the claim, the resulting complexΣ

(i+1)
• : (Li+1 → Li → Li−1 → · · · → M)

fulfills the sought conditions, up to degreei+ 1.
It is easily seen that the complexΣ• thus obtained shall be universallyA-exact. ♦

Let us writeA as the union of the filtered family(Aλ | λ ∈ Λ) of its noetherian subalgebras.
Say thatB = Cp, for some finitely presentedA-algebraC, and a prime idealp ⊂ C, and
M = Np for some finitely presentedC-moduleN . We may findλ ∈ Λ, a finitely generated
Aλ-algebraCλ and aCλ-moduleNλ such thatC = Cλ ⊗Aλ A, andN = Nλ ⊗Aλ A; for every
µ ≥ λ, letCµ := Aµ ⊗Aλ Cλ andNµ := Aµ ⊗Aλ Nλ; also, denote bypµ the preimage ofp in
Cµ, and setBµ := (Cµ)pµ , Mµ := (Nµ)pµ . According to [32, Ch.IV, Cor.11.2.6.1(ii)], we may
assume thatMµ is a flatAµ-module, for everyµ ≥ λ. Moreover, suppose thatd : L → M
is aB-linear surjection from a freeB-moduleL of rankr; then we may findµ ∈ Λ such that
d descends to aBµ-linear surjectiondµ : Lµ → Mµ from a freeBµ-moduleLµ of rank r. It
follows easily thatKµ := Ker dµ is a flatAµ-module, for everyµ ≥ λ, and the induced map
Kµ ⊗Bµ B → K := Ker d is a surjection, whose kernel is a quotient ofTor

Aµ
1 (A,Mµ)p; the

latter vanishes, sinceMµ is Aµ-flat. Hence,K is A-flat; furthermore,Kµ is clearly a finitely
generatedBµ-module, henceK is a finitely presentedB-module. Then the proposition follows
from claim 4.1.38. �

4.2. Simplicial objects. In this section, we introduce the simplicial formalism, which provides
the language for the homotopical algebra of section 4.5.

Definition 4.2.1. Let C be any category, andk ∈ N any integer.

(i) We denote by∆ thesimplicial category, whose objects are the finite ordered sets :

[n] := {0 < 1 < · · · < n} for everyn ∈ N

and whose morphisms are the non-decreasing functions.
(ii) ∆ is a full subcategory of theaugmented simplicial category∆∧, whose set of objects is

Ob(∆)∪{∅}, with Hom∆∧(∅, [n]) consisting of the unique mapping of sets∅→ [n],
for everyn ∈ N. It is convenient to set[−1] := ∅.

(iii) The augmentedk-truncated simplicial category∆∧
k, is the full subcategory of∆∧

whose objects are the elements ofOb(∆∧) of cardinality≤ k+1. Thek-truncated sim-
plicial categoryis the full subcategory∆k of ∆∧

k whose set of objects isOb(∆∧
k )\{∅}.

(iv) A simplicial object(resp. anaugmented simplicial object, resp. ak-truncated simpli-
cial object, resp. ak-truncated augmented simplicial object) of C is a functor∆o → C
(resp.(∆∧)o → C , resp.∆o

k → C , resp.(∆∧
k )
o). The morphisms of simplicial objects

of C are just the natural transformations (and likewise for the truncated or augmented
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variants). Clearly, these objects form a category, and we use the notation

s.C := Fun(∆o,C ) ŝ.C := Fun((∆∧)o,C )

sk.C := Fun(∆o
k,C ) ŝk.C := Fun((∆∧

k )
o,C ).

(v) Dually, a cosimplicial objectF • of C is a functorF : ∆ → C , or – which is the
same – a simplicial object inC o. Likewise one defines the truncated or augmented
cosimplicial variants, and we set

c.C := Fun(∆,C ) ĉ.C := Fun(∆∧,C )

ck.C := Fun(∆k,C ) ĉk.C := Fun(∆∧
k ,C ).

4.2.2. Notice thefront-to-backinvolution :

(4.2.3) ∆→ ∆ : (α : [n]→ [m]) 7→ (α∨ : [n]→ [m]) for everyn,m ∈ N

defined as the endofunctor which induces the identity onOb(∆), and such that :

α∨(i) := m− α(n− i) for everyα ∈ Hom∆([n], [m]) and everyi ∈ [n].

Another construction of interest is the endofunctor

γ : ∆→ ∆

given by the rule :[n] 7→ [n+1] for everyn ∈ N, and which takes any morphismα : [n]→ [m]
of ∆, to the morphismγ(α) : [n + 1] → [m + 1] which is the unique extension ofα such that
γ(α)(n+ 1) := m+ 1. Notice thatγ restricts to functorsγk : ∆k+1 → ∆k for everyk ∈ N.
• Given a simplicial objectF of C , one gets a cosimplicial objectF o of C , by the (obvious)

rule : (F o)[n] := F [n] for everyn ∈ N, andF o(α) := F (α)o for every morphismα in ∆.
• Moreover, by composing a simplicial (resp. cosimplicial) objectF (resp. G) with the

involution (4.2.3), one obtains a simplicial (resp. cosimplicial) objectF∨ (resp.G∨). Likewise,
given a morphismα : F1 → F2, the Godement productα∨ := α ∗ (4.2.3) is a morphism
F∨
1 → F∨

2 .
• For F andG as above, we may also consider the simplicial (resp. cosimplicial) object

γF := F ◦ γo (resp.γG := G ◦ γ), and this definition extends again to morphisms, by taking
Godement products. The objectγF (resp. γG) is called thepath spaceof F (resp. ofG). If
F is a (k + 1)-truncated simplicial object, then we can considerγkF := F ◦ γok, which is a
k-truncated simplicial object (and likewise for truncated cosimplicial objects).

4.2.4. There is an obvious fully faithful functor :

C → s.C : A 7→ s.A ( resp. C → sk.C : A 7→ sk.A )

that assigns to each objectA of C theconstant simplicial objects.A (resp.constant truncated
simplicial objectsk.A) such thats.A[n] := A for everyn ∈ N (resp. for everyn ≤ k), and
s.A(α) := 1A for every morphismα of ∆ (resp. of∆k). Of course, we have as well augmented
variantŝs.A andŝk.A, and cosimplicial versionsc.A, ck.A, ĉ.A, ĉk.A.

Moreover, we have, for every integerk ∈ N, thek-truncation functor

s.trunck : s.C → sk.C ( resp. ŝ.trunck : ŝ.C → ŝk.C )

that assigns to any simplicial (resp. augmented simplicial) objectF : ∆o → C (resp. F :
(∆∧)o → C ) its composition with the inclusion functor∆o

k → ∆o (resp. (∆∧
k )
o → (∆∧)o).

Again, we have as well the corresponding cosimplicial versionsc.trunck and ĉ.trunck. Also,
for everyn ∈ N, we have the functor

•[n] : s.A → A A 7→ A[n].

Lastly, any functorϕ : B → C induces functors

s.ϕ : s.B → s.C sk.ϕ : sk.B → sk.C : F 7→ ϕ ◦ F
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and there are of course augmented variantsŝ.ϕ andŝk.ϕ, as well as the corresponding cosim-
plicial versions.

4.2.5. For givenn ∈ N, and everyi = 0, . . . , n, let

εi : [n− 1]→ [n] (resp.ηi : [n+ 1]→ [n])

be the unique injective map in∆∧ whose image missesi (resp. the unique surjective map in
∆ with two elements mapping toi). The morphismsεi (resp. ηi) are calledface maps(resp.
degeneracy maps). By direct inspection, one checks that they fulfill the identities :

εj ◦ εi = εi ◦ εj−1 if i < j

ηj ◦ ηi = ηi ◦ ηj+1 if i ≤ j

ηj ◦ εi =





εi ◦ ηj−1 if i < j
1 if i = j or i = j + 1
εi−1 ◦ ηj if i > j + 1.

Example 4.2.6.(i) For instance, notice the identities :

ε∨i = εn−i η∨i = ηn−i for everyn ∈ N and everyi = 0, . . . , n.

(ii) For everyr, s ∈ N, we set

εsr,0 := ε0 ◦ · · · ◦ ε0 : [r]→ [r + s].

This is the injective mapping whose image is{s, . . . , r + s}; therefore, its front-to-back dual

εs∨r,0 := εr+s ◦ · · · ◦ εr+1 : [r]→ [r + s]

is just the natural inclusion map. We shall also use the notation

εs−1,0 : [−1]→ [s] for everys ∈ N

for the unique morphism∅→ [s] in ∆∧; of course, we haveεs∨−1,0 = εs−1,0 for everys ∈ N.

4.2.7. It is easily seen that every morphismα : [n] → [m] in ∆ admits a unique factorization
α = ε ◦ η, where the monomorphismε is uniquely a composition of faces :

ε = εi1 ◦ · · · ◦ εis with 0 ≤ is ≤ · · · ≤ i1 ≤ m

and the epimorphismη is uniquely a composition of degeneracy maps :

η = ηj1 ◦ · · · ◦ ηjt with 0 ≤ j1 < · · · < jt ≤ m

(see [75, Lemma 8.1.2]). It follows that, to give a simplicial objectA[•] of a categoryC , it
suffices to give a sequence of objects(A[n] | n ∈ N) of C , together withface operators

∂i := A[εi] : A[n]→ A[n− 1] i = 0, . . . , n

for every integern > 0 anddegeneracy operators

σi := A[ηi] : A[n]→ A[n+ 1] i = 0, . . . , n

for everyn ∈ N, satisfying the followingsimplicial identities:

(4.2.8)

∂i ◦ ∂j = ∂j−1 ◦ ∂i if i < j

σi ◦ σj = σj+1 ◦ σi if i ≤ j

∂i ◦ σj =





σj−1 ◦ ∂i if i < j
1 if i = j or i = j + 1
σj ◦ ∂i−1 if i > j + 1.

Under this correspondence we have∂i = A(εi) andσi = A(ηi) ([75, Prop.8.1.3]). Likewise, a
k-truncated simplicial object ofC is the same as the datum of a sequence(A[n] | n = 0, . . . , k)
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of objects ofC , and of a system of face and degeneracy operators restrictedto this sequence of
objects, and fulfilling the same identities (4.2.8).

Dually, a cosimplicial objectA[•] of C is the same as the datum of a sequence(A[n] | n ∈ N)
of objects ofC , together withcoface operators

∂i : A[n− 1]→ A[n] i = 0, . . . , n

andcodegeneracy operators

σi : A[n + 1]→ A[n] i = 0, . . . , n

which satisfy thecosimplicial identities:

(4.2.9)

∂j ◦ ∂i = ∂i ◦ ∂j−1 if i < j

σj ◦ σi = σi ◦ σj+1 if i ≤ j

σj ◦ ∂i =





∂i ◦ σj−1 if i < j
1 if i = j or i = j + 1
∂i−1 ◦ σj if i > j + 1

and likewise fork-truncated cosimplicial objects.

4.2.10. An augmented simplicial object of a categoryC can be viewed as the datum of a
simplicial objectA[•] of C , together with an objectA[−1] ∈ Ob(C ), and a morphismε :
A[0]→ A[−1], which is anaugmentation, i.e. such that :

ε ◦ ∂0 = ε ◦ ∂1.
Dually, an augmented cosimplicial object ofC can be viewed as a cosimplicial objectA[•],
together with a morphismη : A[−1] → A[0] in C , such thatηo is an augmentation forAo[•].
We say thatη is anaugmentationfor A[•].
Remark 4.2.11.LetA be a simplicial object of the categoryC .

(i) For everyn ∈ N we haveγA[n] := A[n+ 1] (notation of (4.2.2)), and the face operators
γA[εi] : γA[n + 1] → γA[n] for i ≤ n + 1 (resp. degeneracy operatorsγA[ηi] : γA[n] →
γA[n+ 1] for i ≤ n) of γA are∂i : A[n+ 2]→ A[n+ 1] (resp.σi : A[n+ 1]→ A[n+ 2]); i.e.
we drop∂n+2 andσn+1. Likewise for the truncated variants.

(ii) The discarded faces∂n+2 and degeneraciesσn+1 can be used to produce natural mor-
phisms

s.A[0]
fA−−→ γA

gA−−→ A.

Namely, we set

fA[n] := σn ◦ · · · ◦ σ1 gA[n] := ∂n+1 for everyn ∈ N.

For everyk ∈ N, the same operation on an objectA ∈ Ob(sk+1.C ) yields natural morphisms

s.trunckA
fA−−→ γkA

gA−−→ s.trunckA.

(iii) Since there is a unique morphismσn,0 : [n]→ [0] in ∆ for everyn ∈ N, it is easily seen
that the system(A[σn,0] : A[0]→ A[n]) defines a natural morphism

s.A[0]→ A in s.C .

(iv) Likewise, supposeε : A[0] → A[−1] is an augmentation forA; since there is exactly
one morphismεn+1

−1,0 : ∅→ [n] in ∆∧ for everyn ∈ N, we see that the system(A[εn+1
−1,0] | n ∈ N)

defines a natural morphism
A→ s.A[−1] in s.C .
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Definition 4.2.12. Let C be any category. Denote by

ei : ∆
o → [1]/∆o i = 0, 1

the functor that assigns to each[n] ∈ Ob(∆) the unique morphism[n]→ [1] of ∆ whose image
is {i}. Let alsot : [1]/∆o → ∆o be the target functor (see (1.1.12)). LetA andB be two
simplicial objects ofC , andf, g : A→ B two morphisms.

(i) A homotopyfrom f to g is the datum of a natural transformation

u : A ◦ t⇒ B ◦ t
such thatu ∗ e0 = f andu ∗ e1 = g.

(ii) If A[•] is an augmented simplicial object ofC , with augmentation given by a morphism
ϕ : A → s.A[−1] in s.C , then we say thatA is homotopically trivial, if there exists
a morphismψ : s.A[−1] → A and homotopiesu andv, respectively from1s.A[−1] to
ϕ ◦ ψ, and from1A toψ ◦ ϕ.

(iii) Dually, if C andD are cosimplicial objects ofC , andp, q : C → D any two morphisms
in c.C , then ahomotopyfrom p to q is a homotopy frompo to qo in s.C o. Likewise we
define homotopically trivial cosimplicial objects.

Remark 4.2.13. (i) In the situation of definition 4.2.12, suppose thatp : A′ → A andq : B →
B′ are any two morphisms ins.C ; then the natural transformation

(q ∗ t) ◦ u ◦ (p ∗ t) : A′ ◦ t⇒ B′ ◦ t
is a homotopy fromf ◦ p to q ◦ g. Moreover, ifF : C → D is any functor, then

F ∗ u : FA ∗ t⇒ FB ∗ t
is a homotopy fromFf toFg.

(ii) However, unlike the case for chain homotopies, simplicial homotopies cannot be com-
posed in this generality; hence, the simplicial categorys.C cannot be made into a2-category,
by taking the homotopies as2-cells.

(iii) In the same vein, for a general categoryC , the relation “there exists a homotopy from
f to g” on morphisms ofs.C is neither symmetric nor transitive (though it will follow from
theorem 4.2.58 that this is an equivalence relation, in caseC is abelian).

4.2.14. Notice that there are exactlyn + 1 morphismsϕ : [n] → [1] for every[n] ∈ Ob(∆),
and they can be labeled by the cardinality ofϕ−1(0) : for everyn ∈ N and everyk ≤ n+1, we
shall writeϕn,k : [n] → [1] for the unique morphism such thatϕ−1

n,k(0) has cardinalityk. With
this notation, notice that

ϕn,k ◦ εi =
{
ϕn−1,k if i ≥ k
ϕn−1,k−1 if i < k

and ϕn,k ◦ ηi =
{
ϕn+1,k if i ≥ k
ϕn+1,k+1 if i < k.

Hence, a homotopyu from f to g as in definition 4.2.12, is the same as a system of morphisms

un,k : A[n]→ B[n] for everyn ∈ N and everyk ≤ n+ 1

such thatun,n+1 = f [n] andun,0 = g[n] for everyn ∈ N, and the diagrams

A[n]
un,k //

∂i
��

B[n]

∂i
��

A[n]
un,k //

σi
��

B[n]

σi
��

A[n− 1]
un−1,k−a // B[n− 1] A[n + 1]

un+1,k+a // B[n + 1]

commute for everyn ∈ N and everyk ≤ n + 1, wherea := 0 if i ≥ k, anda := 1 if i < k.
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4.2.15. Abisimplicial objectin a categoryC is an object of the categorys.(s.C ). The latter
can also be regarded as the category of all functors∆o×∆o → C ; it follows that a bisimplicial
object ofC is the same as a system(A[p, q] | (p, q) ∈ N × N) of objects ofC , together with
morphisms

A[α, β] : A[p, q]→ A[p′, q′] for all morphismsα : [p′]→ [p], β : [q′]→ [q] of ∆

compatible with compositions of morphisms in∆, in the obvious way. More generally, we
may define inductively the category ofn-simplicial objectssn.A , for everyn ∈ N, by letting
s0.A := A , andsn.A := s.(sn−1.A ), for everyn > 0. Thediagonal functor

∆→ ∆×∆ [n] 7→ ([n], [n]) α 7→ (α, α) for all n ∈ N and all morphismsα of ∆

induces a functor
∆C : s2.C → s.C A 7→ A∆.

Especially, we haveA∆[n] := A[n, n] for everyn ∈ N, and the face operators∂i onA∆[n] are
of the formA[εi, εi], for everyi = 0, . . . , n (and likewise for the degeneracies). Also, theflip
functor

∆×∆→ ∆×∆ ([m], [n]) 7→ ([n], [m])

induces an endofunctor
fl : s2.A → s2.A

in the obvious way. Furthermore, the endofunctors

∆×∆
γ×1∆−−−−→ ∆×∆

1∆×γ←−−−− ∆×∆

induce functors
s2.A

γ1←−− s2.A
γ2−−→ s2.A

that admit descriptions as in remark 4.2.11(i). Correspondingly, we get natural morphisms

g
(i)
A : γiA→ A for i = 1, 2 and everyA ∈ Ob(s2.A )

as in remark 4.2.11(ii).

Remark 4.2.16. (i) Let C be a category whose finite coproducts are representable. Letalso
f .Set be the category of finite sets. To every objectS of s.f .Set and everyX ∈ Ob(s.C ), we
attach a bisimplicial objectS ⊠ X of C as follows. For everyn,m ∈ N, we letS ⊠ X [n,m]
be the coproduct of finitely many copies ofX [m], indexed by the elements ofS[n]; hence, for
everya ∈ S[n] we have a natural morphismia : X [m] → S ⊠ X [n,m]. If ϕ : [n] → [n′] and
ψ : [m]→ [m′] are any two morphisms in∆o, we letS⊠X [ϕ, ψ] : S⊠X [n,m]→ S⊠X [n′, m′]
be the unique morphism such thatS⊠X [ϕ, ψ]◦ ia = iS[ϕ](a) ◦X [ψ] for everya ∈ S[n]. Clearly,
this rules extends to a well defined functor

s.f .Set × s.C → s2.C (S,X) 7→ S ⊠X.

Likewise, we defineX ⊠ S := fl(S ⊠ X) (notation of (4.2.15)). If all coproducts ofC are
representable, we may even extend the above construction toarbitrary simplicial sets.

(ii) In the same vein, letA be any abelian category, andM any object ofs.Z-Modfg (nota-
tion of (1.2.43)). For anyA ∈ Ob(s.A ), we may define a bisimplicial objectM ⊠Z A of A ,
by the rule :[n,m] 7→ M [n] ⊗Z A[n] for everyn,m ∈ N and[ϕ, ψ] 7→ M [ϕ] ⊗Z A[ψ] for all
morphismsϕ, ψ of ∆ (where these mixed tensor products are as defined in (1.2.43)). Clearly
these rules yield a well defined functor

s.Z-Modfg × s.A → s2.A (M,A) 7→M ⊠Z A.

Likewise, we setA⊠Z M := fl(M ⊠Z A).
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(iii) Furthermore, if(C ,⊗) is any tensor category, andX, Y any two simplicial objects of
C , we may define a bisimplicial objectX ⊠ Y , by the same rule as in (ii). This yields a functor

s.C × s.C → s2.C (X, Y ) 7→ X ⊠ Y.

In this situation (resp. in the situation of (i), resp. of (ii)), we shall let also

X ⊗ Y := (X ⊠ Y )∆ (resp. S ⊗X := (S ⊠X)∆, resp.M ⊗Z A := (M ⊠Z A)
∆ )

which we shall call thetensor productof X andY (resp. ofS andX, resp. ofM andA).
Notice the natural identifications

S ⊠A
∼→ (S ⊗ s.Z)⊠Z A for everyS ∈ Ob(s.f .Set) and everyA ∈ Ob(s.A ).

Likewise, ifU is any unit object for(C ,⊗), we get natural identifications

S ⊠X
∼→ (S ⊗ s.U)⊠X for everyS ∈ Ob(s.f .Set) and everyX ∈ Ob(s.C )

via the isomorphismsuX : X
∼→ U ⊗X provided by proposition 1.2.6.

(iv) Notice also that, iff, g : S → T are any two morphisms of simplicial finite sets, then
– in light of remark 4.2.13(i) – any homotopyu from f to g induces a homotopyu ⊗ X from
f ⊗X to g⊗X. Moreover, for everyk ∈ N, let∆k be the simplicial finite set given by the rule

∆k[n] := Hom∆([n], [k]) and ∆k[ϕ] := Hom∆(ϕ, [k])

for everyn ∈ N and every morphismϕ in ∆. Especially,∆0 is the constant simplicial set
associated to the set with one element, and therefore∆0 ⊗ X = X for everyX ∈ Ob(C ).
Also, the rules :[n] 7→ (ei[n] : [n] → [1]) (for i = 0, 1; hereei is the functor introduced in
definition 4.2.12) define morphisms

e∗i : ∆0 → ∆1 i = 0, 1

and we notice that the datum of a homotopyu from f to g as in definition 4.2.12(i), is the same
as that of a morphism

ũ : ∆1 ⊗A→ B such that̃u ◦ (e∗0 ⊗A) = f andũ ◦ (e∗1 ⊗A) = g.

Indeed, givenu, we construct̃u as follows. For everyn ∈ N and everyϕ ∈ ∆1[n], let ũ[n]
be the unique morphism such thatũ[n] ◦ iϕ = uϕ. The naturality ofu easily implies that
this rule amounts to a morphism̃u as sought. Conversely, giveñu, we can construct a natural
transformationu, by reversing the foregoing rule.

Remark 4.2.17.(i) Let (C ,⊗) be a tensor category with internalHom functorHom, and unit
objectU . To every two objectsX, Y of s.C , we may attach an object

Hom(X, Y ) of c.s.C

as follows. For everyn,m ∈ N, we letHom(X, Y )[n,m] := Hom(X [n], Y [m]), and for ev-
ery two morphismsϕ, ψ of ∆, we defineHom(X, Y )[ϕ, ψ] := Hom(X [ϕ], Y [ψ]). Since this
is a mixed simplicial-cosimplicial object, we cannot extract a diagonal object from it; however,
if C is complete, we can at least define

Homs.C (X, Y ) := Equal(
∏

n∈N Hom(X, Y )[n, n]
d1 //

d0

//
∏

ϕ:[n]→[m] Hom(X, Y )[m,n])

where the second product ranges over the morphismsϕ of ∆, and where

d0 :=
∏

ϕ:[n]→[m]

Hom(X [ϕ], Y [n]) and d1 :=
∏

ϕ:[n]→[m]

Hom(X [m], Y [ϕ]).

Arguing as in example 4.1.8(vi), it is easily seen that thereare natural isomorphisms

HomC (Z,Homs.C (X, Y ))
∼→ Homs.C (s.Z ⊗X, Y )
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for everyZ ∈ Ob(C ) and everyX, Y ∈ Ob(s.C ).
(ii) Suppose additionally, that all finite coproducts ofC are representable. For everyZ ∈

Ob(C ), and everyX ∈ Ob(s.C ), consider the simplicial set

HomC (Z,X)

such thatHomC (Z,X)[n] := HomC (Z,X [n]) for everyn ∈ N, with face and degeneracies
deduced from those ofX, in the obvious way. For anyk ∈ N, let also∆k be the simplicial set
defined in remark 4.2.16(iv); we have natural isomorphisms

HomC (Z,Homs.C (∆k ⊗ s.U,X))
∼→Homs.C (∆k ⊗ s.Z,X)
∼→Homs.Set(∆k,HomC (Z,X))
∼→HomC (Z,X)[k]

where the last isomorphism follows from Yoneda’s lemma (proposition 1.1.20(ii) : details left
to the reader). Applying again Yoneda’s lemma, we deduce a natural isomorphism

Homs.C (∆k ⊗ s.U,X)
∼→ X [k] for everyk ∈ N.

(iii) Notice that every morphismϕ : [k]→ [k′] in ∆ induces a morphism

∆ϕ := Hom∆(−, ϕ) : ∆k →∆k′

and clearly∆ψ ◦∆ϕ = ∆ψ◦ϕ, if ψ : [k′]→ [k′′] is any other morphism of∆. Hence, the system
(∆i | i ∈ N) amounts to an object ofc.s.Set. Moreover, since the Yoneda isomorphisms are
natural in bothX and∆k, we get a commutative diagram

Homs.C (∆k′ ⊗ s.U,X)
∼ //

Homs.C (∆ϕ⊗s.U,X)

��

X [k′]

X[ϕ]
��

Homs.C (∆k ⊗ s.U,X)
∼ // X [k]

for every morphismϕ as above.
(iv) Notice as well that the considerations of (ii) and (iii)can be repeated,mutatis mutandi,

for truncated simplicial objects : ifX is an object ofsn.C , thenHomC (Z,X) shall be an object
of sk.Set, and we shall have natural isomorphisms

Homsn.C (s.truncn(∆k ⊗ s.U), X)
∼→ X [k] for everyk ≤ n

and similarly for the commutative diagrams of (iii) (details left to the reader).

4.2.18. LetC be a category with smallHom-sets, and suppose that all finite colimits ofC are
representable. Then proposition 1.1.34 and remark 1.1.38(v) say that, for every integerk ∈ N,
thek-truncation functor ons.C admits a left adjoint

skk : sk.C → s.C

which is called thek-th skeleton functor. By inspecting the proof ofloc.cit. we see that, for
everyk-truncated simplicial objectF , this adjoint is calculated by the rule :

(4.2.19) skkA[n] := colim
ϕ:[i]→[n]

F [i]

wherei ranges over all the integers≤ k, andϕ over all the morphisms[i]→ [n] in ∆o, and the
transition mapsF [i] → F [j] in the colimit are the morphismsF [ψ] given by all commutative
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triangles

(4.2.20)

[i]
ψ //

ϕ   @
@@

@@
@@

@
[j]

ϕ~~}}
}}

}}
}}

[n].

A morphismα : [n]→ [m] in ∆o induces a morphismskkF [α] : skkA[n] → skkA[m]; namely,
for everyϕ : [i]→ [m] one has a natural morphismjϕ : F [i]→ coskkF [m], andskkF [α] is the
colimit of the system of morphisms

jα◦ϕ : F [i]→ skkA[m] for all ϕ : [i]→ [n].

It is clear that, for everyn,m ≤ k and everyα : [n] → [m], the colimit (4.2.19) is realized by
F [n], and under this identification,skkA[α] agrees withF [α], so the unit of adjunction

F → s.trunck ◦ skkF
is an isomorphism. Dually, if all finite limits are representable inC , the truncation functor
admits a right adjoint

coskk : sk.C → s.C

called thek-th coskeleton functor, and a simple inspection of the proof ofloc.cit. yields the
rule:

coskkF [n] := lim
ϕ:[n]→[i]

F [i]

wherei ranges over the integers≤ k, andϕ : [n] → [i] over the morphisms in∆o, and the
transition maps are as in the foregoing (except that the downwards arrows in the commutative
triangles (4.2.20) are reversed). Especially, we easily deduce that the counit of adjunction

s.trunck ◦ coskkF → F

is an isomorphism. Moreover, ifB is another category with smallHom-sets, whose finite
colimits (resp. finite limits) are all representable, andϕ : B → C is any functor, then for any
F ∈ Ob(sk.B) there is a natural transformation

skk(sk.ϕF )→ s.ϕ(skkF ) ( resp.s.ϕ(coskkF )→ coskk(sk.ϕF ) )

which is an isomorphism, ifϕ is right exact (resp. ifϕ is left exact).

4.2.21. LetA be an abelian category, andA any object ofs.A . For everyn > 0, set

dn :=

n∑

i=0

(−1)i · ∂i A[n]→ A[n− 1].

Directly from the simplicial identities (4.2.8) we may compute

dn ◦ dn+1 =

n∑

i=0

n+1∑

j=0

(−1)i+j · ∂i ◦ ∂j

=
n∑

i=0

n+1∑

j>i

(−1)i+j · ∂j−1 ◦ ∂i +
n∑

i=0

∂i ◦ ∂i +
n∑

i=0

n∑

j<i

(−1)i+j · ∂i ◦ ∂j

=
n∑

i=0

n+1∑

j−1>i

(−1)i+j · ∂j−1 ◦ ∂i +
n∑

i=0

n∑

j<i

(−1)i+j · ∂i ◦ ∂j

=0

for everyn ∈ N, so we are led to the following :
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Definition 4.2.22. Let A be an abelian category, andk ∈ N any integer.
(i) If A[•] is any simplicial object ofA , with face operators∂i, theunnormalized complex

associated toA[•] is the complex(A•, d•) ∈ Ob(C≤0(A )) such thatAn := A[n] for
everyn ∈ N, anddn is defined as in (4.2.21), for everyn > 0.

(ii) If A[•] is ak-truncated simplicial object ofA , theunnormalized complex associated
toA[•] as the complex(A•, d•) whereAn anddn are defined as in (i) for everyn ≤ k,
andAn := 0, dn := 0 for everyn > k.

(iii) If A[•] is as in (i) (resp. as in (ii)), thenormalized complex associated toA[•] is the
subcomplexN•A of A• such that

N0A := A[0] and NnA :=

n⋂

i=1

Ker ∂i for everyn > 0 (resp. for0 < n ≤ k).

So, the differentialNnA→ Nn−1A equals∂0, for everyn ∈ N (resp. for everyn ≤ k).
(iv) If A[•] is as in (i) or (ii), thehomology ofA in degreen is

HnA := HnA• for everyn ∈ N.

(v) Let ε : A→ A−1 be an augmentation forA[•]. One says that the augmented simplicial
object(A, ε) is aspherical, if HnA = 0 for everyn > 0, andε induces an isomorphism
H0A

∼→ A−1.

4.2.23. LetA be an abelian category, and recall thatsn.A andsk.A are both abelian cat-
egories as well, for everyn, k ∈ N (remark 1.2.36(ii)); also, clearly the rule of definition
4.2.22(iii) yields natural additive functors

NA : s.A → C≤0(A ) NA ,k : sk.A → C[−k,0](A ) A[•] 7→ N•A for everyk ∈ N

and the rules of definition 4.2.22(i,ii) yield additive functors

UA : s.A → C≤0(A ) UA ,k : sk.A → C[−k,0](A ) A[•] 7→ A• for everyk ∈ N.

Remark 4.2.24.Let A andA be as in (4.2.21); directly from the simplicial identities (4.2.8)
we may compute

dn ◦ σk =
k−1∑

i=0

(−1)i · σk−1 ◦ ∂i +
n∑

i=k+2

(−1)i · σk ◦ ∂i−1.

Especially, if we let

D0 := 0 and DnA :=
n−1∑

i=0

Im (σi : A[n− 1]→ A[n]) for everyn > 0

we see thatdn restricts to a morphismd′n : DnA → Dn−1A for everyn > 0, hence(D•A, d
′
•)

is a subcomplex ofA•, called thedegenerate subcomplex, and clearly we obtain an additive
functor

DA : s.A → C(A ) A 7→ D•A.

Proposition 4.2.25.The natural injections induce a decomposition

A• = N•A⊕D•A in C≤0(A ).

Proof. First, we notice thatNnA ∩DnA = 0 for everyn ∈ N. Indeed, it suffices to check that
NnA ∩ Im(σi) = 0 for everyi = 0, . . . , n − 1, but the latter follows easily from the identity
∂i+1 ◦ σi = 1A[n−1]. To conclude the proof, it suffices to show thatNnA + DnA = An for
everyn ∈ N. Indeed, setK0 := An and define inductivelyKi := Ki−1 ∩ Ker ∂i for every
i = 1, . . . , n; to prove the latter assertion, it suffices to check that

(4.2.26) (1An − σi · ∂i)(Ki) ⊂ Ki+1 for everyi = 0, . . . , n.
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However, we have :

∂j ◦ (1An − σi · ∂i) = ∂j − σi−1 ◦ ∂i−1 ◦ ∂j wheneverj < i

and∂i ◦ (1An − σi · ∂i) = ∂i − ∂i = 0, whence (4.2.26). �

Example 4.2.27.(i) Let S be any simplicial set, and setZS := S ⊗ s.Z (notation of remark
4.2.16(iii)); we wish to give an explicit description of thecomplexN•ZS . To begin with, notice
thatZS [n] is the free abelian group with basis indexed byS[n], for everyn ∈ N, and for every
x ∈ S[n] denote byex ∈ ZS[n] the corresponding basis element. Next, set

DnS :=
n−1⋃

i=0

Im (σi : S[n− 1]→ S[n]) and NnS := S[n] \DnS for everyn ∈ N.

From proposition 4.2.25, we see thatNnZS can be naturally identified with the direct summand
of ZS [n] generated by the system(ex | x ∈ NnS), for everyn ∈ N. In order to describe the
differentialdn, let us defineex := ex if x ∈ NnS, andex := 0 if x ∈ DnS. Then we may write

dn(ex) =
n∑

i=0

(−1)i · e∂ix for everyn ∈ N and everyx ∈ NnS.

The verifications are straightforward, and shall be left to the reader.
(ii) For instance, for anyi ∈ N consider the simplicial set∆i as in remark 4.2.16(iv), and

define
K〈i〉• := N•Z

∆i

whereZ∆i is defined as in (i). Notice that this notation agrees with that of remark 4.1.11(ii). It
is easily seen that a morphism[n]→ [i] of ∆ lies inDn∆i if and only if it is not injective; hence
Nn∆i is the set of all injective mapsϕ : [n]→ [i] of ∆. We deduce a natural isomorphism

K〈i〉n ∼→ Λn+1
Z Z⊕i+1 for everyi, n ∈ N.

Namely, to any mapϕ as above, we assign the exterior producteϕ(0) ∧ · · · ∧ eϕ(n), where
e0, . . . , ei denotes the canonical basis ofZ⊕i+1. Under this isomorphism, the differential of
K〈i〉• gets identified with the differential of the Koszul complex attached to the sequence
1i+1 := (1, . . . , 1) ∈ Z⊕i+1 (see example 4.4.48). Summing up, we obtain natural short ex-
act sequences

0→ K〈i〉•[1]→ K•(1i+1)→ Z[0]→ 0 for everyi ∈ N

where[1] denotes the shift operator, andZ[0] is the complex withZ placed in degree zero : see
(4.1.1).

(iii) Let A be any abelian category,A any object ofs.A andZ any object ofA . Notice
that the simplicial setHomA (Z,A) defined in remark 4.2.17(ii) is actually a simplicial abelian
group, and a direct inspection of the arguments ofloc.cit. yields a natural isomorphism of
abelian groups

Homs.Z-Mod(Z
∆i ,HomA (Z,A))

∼→ HomA (Z,A[i]) for everyi ∈ N.

4.2.28. Keep the notation of remark 4.2.24, and let

jA• : N•A→ A• qA• : A• → N•A

be respectively the injection and the projection with kernel D•A. Then the rules :A 7→ jA• and
A 7→ qA• define natural transformations

j• : NA ⇒ UA q• : UA ⇒ NA .

With this notation, we may state :

Theorem 4.2.29.With the notation of remark(4.2.28), we have :
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(i) The injectionjA• is a homotopy equivalence, andD•A is homotopically trivial.
(ii) More precisely, there exist natural modifications

j• ◦ q•  1UA
q• ◦ j•  1NA

on the2-categoryC(A ) as in example4.1.7(ii) (see definition1.3.7).
(iii) Especially, the natural map

HiN•A→ HiA

is an isomorphism, for everyi ∈ N.

Proof. Clearly (ii)⇒(i), and (i)⇒(iii), by virtue of remark 4.1.3(ii). To show (ii), setϕA0 := 1A0

andϕAn := 1A[n] − σn−1 ◦ ∂n : An → An for everyn > 0. We notice :

Claim 4.2.30. The system(ϕAn | n ∈ N) defines an endomorphism ofA•, which is homotopi-
cally equivalent to1A•.

Proof of the claim.Indeed, letsn := (−1)n · σn : An → An+1 for everyn ∈ N, and define
sn := 0 for everyn < 0. Using the simplicial identities (4.2.8) we compute :

sn−1 ◦ dn + dn+1 ◦ sn =(−1)n−1 ·
n∑

j=0

(−1)j · (σn−1 ◦ ∂j − ∂j ◦ σn)− 1A[n]

=ϕAn + (−1)n−1 · (
n−1∑

j=0

(−1)j · (σn−1 ◦ ∂j − σn−1 ◦ ∂j)− 1A[n]

=ϕAn − 1[n]

for everyn > 0, and forn = 0 we have as wells−1 ◦ d0 + d1 ◦ s0 = 0, whence the claim. ♦
Notice that the homotopy exhibited in the proof of claim 4.2.30 is natural inA, so it already

yields the first sought modification. Next, for every simplicial objectB of A , let γB and
gB : γB → B be as in remark 4.2.11(i,ii), and define inductively

β0A := A and βn+1A := Ker gβnA for everyn ∈ N.

A simple inspection shows that

Nn+iA ⊂ βnA[i] and βnA[0] = NnA for everyi, n ∈ N.

Hence, we may define a subcomplexB(n)
• of A• for everyn ∈ N, as follows. Fori = 0, . . . , n

we letB(n)
i := NiA, and fori > n we letB(n)

i := (βnA)[n + i] (notation of (4.1.1)). The
differential ofB(n)

• is of course just the restriction of that ofA•. By construction,N•A is a
subcomplex ofB(n)

• , for all n ∈ N. Next, we define an endomorphismf (n)
• of B(n)

• , by setting

f
(n)
i := 1

B
(n)
i

for everyi ≤ n, and f
(n)
i := ϕβ

nA
i for i > n.

Notice that the restriction off (n)
• to the subcomplexN•A is just the inclusion mapN• → B

(n)
• .

ClearlyB(n+1) ⊂ B(n) for everyn ∈ N, and we remark thatf (n)
• factors through the inclusion

mapB(n+1) ⊂ B(n). Indeed, sinceB(n)
i = B

(n+1)
i for everyi ≤ n, the assertion is obvious

for this range of degrees; so we have only to check thatϕβ
nA

• factors throughβn+1A• for every
n ∈ N, and an easy induction reduces to checking thatϕA• factors throughB(1)

• . But the latter
assertion comes down to the identity∂i ◦ϕAi = 0 for everyi > 0, which follows easily from the
simplicial identities (4.2.8).

If (si | i ∈ N) is the homotopy between1βnA• andϕβ
nA

• supplied by claim 4.2.30, then we
obtain a homotopy(t(n)i | i ∈ N) between1

B
(n)
•

andf (n)
• , by setting

t
(n)
i := 0 for everyi < n, and t

(n)
i := si−n for i ≥ n.
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Notice thatIm t
(n)
i ⊂ Di+1A for everyi, n ∈ N. Thus, for everyn ∈ N, let h(n)• : B

(n)
• →

B
(n+1)
• be the morphism of complexes deduced fromf (n)

• andj(n)• : B(n) → A• the inclusion
map, and setq(n)• := h

(n)
• ◦ · · · ◦ h(0)• ; it follows easily that the composition

p(n)• := j(n+1)
• ◦ q(n)• : A• → A•

is homotopically equivalent to1A•, for everyn ∈ N. More precisely, a direct inspection shows
that the system of morphisms

τ
(n)
i :=

n−1∑

k=0

j(k+1)
• ◦ t(k+1)

• ◦ q(k)• for everyi ∈ N

provides a homotopy between1A• andp(n)• . Furthermore, it is clear that

p
(n)
i = p

(m)
i and τ

(n)
i = τ

(m)
i for everym ≥ n and everyi ≤ n

so, we finally get an endomorphismp• : A• → A• by settingpi := p
(i)
i for everyi ∈ N, and a

homotopyτ• betweenp• and1A•, with τi := τ
(i)
i for everyi ∈ N. By construction,p• factors

throughjA• , and moreover, the restriction ofp• to the subcomplexN•A is just jA• , so jA• is a
homotopy equivalence, via natural homotopies, as stated.

Lastly, notice thatIm τi ⊂ Di+1A for every i ∈ N, from which it follows easily that
pi(DiA) ⊂ DiA for every i ∈ N, and then the foregoing implies thatKer p• = D•A. We
conclude thatD•A is homotopically trivial, as stated. �

4.2.31. By iteratingU, we get a functor from bisimplicial objects to double complexes

U2
A : s2.A

s.UA−−−−→ s.C(A )
UC(A )−−−−→ C(C(A )) A[•, •] 7→ A••

and notice that this functor is naturally isomorphic to the functor

s2.A
Us.A−−−−→ C(s.A )

C(UA )−−−−−→ C(C(A )).

In the same vein, theorem 4.2.29 yields natural decompositions of additive functors :

(4.2.32) U2
A = (C(NA )⊕ C(DA )) ◦ (Ns.A ⊕ Ds.A )

and if we let
N2

A := C(NA ) ◦ Ns.A : s2.A → C(C(A )) A 7→ N••A

the natural morphism
iA• : TotN••A→ TotA••

is a homotopy equivalence.

4.2.33. We wish next to exhibit two natural transformations

A∆
•

AWA
•−−−→ TotA••

ShA•−−−→ A∆
• for everyA ∈ Ob(s2.A ).

Namely, for everyn ∈ N, define :

• ShAn as the sum, for allp, q ∈ N such thatp+ q = n, of theshuffle maps

ShAp,q :=
∑

µν

εµν ·A[ην1 ◦ · · · ◦ ηνq , ηµ1 ◦ · · · ◦ ηµp ] : Ap,q → An,n

where the sum ranges over theshuffle permutations(µ, ν) of type (p, q) of the set
{0, . . . , p + q − 1} (these are the permutations described in [36,§4.3.15]), andεµν is
the sign of the permutation(µ, ν)
• AWA

n as the sum, for allp, q ∈ N such thatp+ q = n, of theAlexander-Whitney maps

AWA
p,q := A[εq∨p,0, ε

p
q,0] : An,n → Ap,q
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(notation of example 4.2.6(ii)). Clearly, for everyp, q ∈ N the ruleA 7→ Ap,q defines a functor

•[p, q] : s2.A → A

and the mapsShAp,q andAWA
p,q yield natural transformations

Shp,q : •[p, q]⇒ •[p+ q, p+ q] AWp,q : •[p + q, p+ q]⇒ •[p, q].

Proposition 4.2.34.With the notation of(4.2.23), the sequence(ShAn | n ∈ N) defines a mor-
phism of chain complexes

ShA• : TotA•• → A∆
• for everyA ∈ Ob(s2.A ).

Proof. For any bisimplicial objectA of A , setA−1,q = Ap,−1 := 0 for everyp, q ∈ Z, and let

A[ε0, 1[q]] : A0,q → A−1,q A[1[p], ε0] : Ap,0 → Ap,−1 A[ε0, ε0] : A0,0 → A−1,−1

be the zero maps; likewise, letShA−1,q : A−1,q → Aq−1,q−1 andShAp,−1 : Ap,−1 → Ap−1,p−1 be
the zero maps, and notice that alsoShA0,0 is the zero map. We define

dA,hp,q :=

p∑

i=0

(−1)i ·A[εi, 1[q]] : Ap,q → Ap−1,q dA,vp,q :=

q∑

i=0

(−1)j ·A[1[p], εi] : Ap,q → Ap,q−1

so, for everyn ∈ N the differentialdn in degreen of TotA•• is the sum of the maps

dA,hp,q + (−1)p · dA,vp,q : Ap,q → Ap−1,q ⊕ Ap,q−1 for all p, q ∈ N such thatp+ q = n

whereas the differential ofA∆
• is the morphism

dAn :=

n∑

i=1

A[εi, εi] : An,n → An−1,n−1

and we have to check the identity

(4.2.35) dAp+q ◦ ShAp,q = ShAp−1,q ◦ dA,hp,q + (−1)p · ShAp,q−1 ◦ dA,vp,q for all p, q ∈ N.

Now, we setB := γ1A, C := γ2A, D := γ2B (notation of (4.2.15)), but for the purpose of
this proof, we shall modify the differentials of the double complexesB•• andC•• in certain low
degrees : namely, we define

dB,h0,q := A[ε0, 1[q]] dC,vp,0 := A[1[p], ε0] for everyp, q ∈ N.

Claim4.2.36. With the foregoing notation, the following holds :

(i) ShAp,q = (−1)q · ShDp−1,q ◦A[1[p], ηq] + ShDp,q−1 ◦ A[ηp, 1[q]] for everyp, q ∈ N.
(ii) A[εp+q−1, εp+q−1] ◦ ShDp−1,q−1 = ShAp−1,q−1 ◦ A[εp, εq] for everyp, q > 0.

(iii) A[εp+q, εp+q] ◦ ShAp,q = (−1)q · ShAp−1,q ◦ A[εp, 1[q]] + ShAp,q−1 ◦ A[1[p], εq] for every
p, q ∈ N.

Proof of the claim.(i): First, we notice the identities :

(4.2.37)
A[1[p+q], ηp+q] ◦ ShAp,q = ShCp,q ◦ A[1[p], ηq]

A[ηp+q, 1[p+q]] ◦ ShAp,q = ShBp,q ◦ A[ηp, 1[q]].
for everyp, q ∈ N

that are deduced from the identities

ηµ1 ◦ · · · ◦ ηµp ◦ ηp+q = ηq ◦ ηµ1 ◦ · · · ◦ ηµp
ην1 ◦ · · · ◦ ηνq ◦ ηp+q = ηp ◦ ην1 ◦ · · · ◦ ηνq
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which in turn follow from the simplicial identities for degeneracy maps. By applying the first
(resp. second) identity (4.2.37) withA replaced byB (resp. byC) andp replaced byp − 1
(resp. withq replaced byq − 1) we get :

(4.2.38)
A[1[p+q], ηp+q−1] ◦ ShBp−1,q =ShDp−1,q ◦ A[1[p], ηq]

A[ηp+q−1, 1[p+q]] ◦ ShCp,q−1 =ShDp,q−1 ◦ A[ηp, 1[q]].
for everyp, q ∈ N.

Now, suppose first thatp, q > 0, and let(µ, ν) be any(p, q)-shuffle of{0, . . . , p + q − 1}; then
eitherµp = p+ q−1 or νq = p+ q−1. In the first (resp. second) case, after removingµp (resp.
νq) we get a(p− 1, q)-shuffle (resp. a(p, q − 1)-shuffle)(µ, ν) with

εµν = (−1)q · εµν (resp.εµν = εµν).

However, the first (resp. second) left-hand side of (4.2.38)contains precisely all the terms of
the first (resp. second) type occurring in the definition ofShAp,q, so we get (i) in this case. The
cases where eitherp = 0 or q = 0 can be dealt with by a similar, but simpler, argument.

(ii) follows by naturality ofShp−1,q−1, applied to the morphismg(1)A ◦ g
(2)
B : D → A from

(4.2.15).
(iii): The case wherep = q = 0 is obvious, and the other cases follow by composing both

sides of (i) withA[εp+q, εp+q], applying (ii), and recalling thatηq ◦ εq = 1[q] : details left to the
reader. ♦

Now, a simple inspection shows that (4.2.35) follows from claim 4.2.36(iii) and the following

Claim 4.2.39. dDp+q−1 ◦ ShAp,q = ShAp−1,q ◦ dB,hp−1,q + (−1)p · ShAp,q−1 ◦ dC,vp,q−1 for everyp, q ∈ N.

Proof of the claim. Consider first the case wherep = 0. If q ≤ 1, it is easily seen that both
sides of the stated identity vanish; ifq ≥ 2, the left-hand side is

dDq−1 ◦ A[η0 ◦ · · · ◦ ηq−1, 1[q]] =

q−1∑

i=0

(−1)i · A[η0 ◦ · · · ◦ ηq−1 ◦ εi, εi]

and the right-hand side is

A[η0 ◦ · · · ◦ ηq−2, 1[q]] ◦ dC,v0,q−1 =

q−1∑

i=0

(−1)i · A[η0 ◦ · · · ◦ ηq−2, εi]

so in this case the assertion comes down to the obvious identity

η0 ◦ · · · ◦ ηq−1 ◦ εi = η0 ◦ · · · ◦ ηq−2 : [q − 2]→ [0] for everyi = 0, . . . , q − 1.

Likewise we deal with the case whereq = 0. It follows already that (4.2.35) holds for these
values of(p, q), and for every bisimplicial objectA of A ; especially, we get

(4.2.40) dDq ◦ ShD0,q = ShD0,q−1 ◦ dD,v0,q for everyq ∈ N.

Next, forp = q = 1, a direct computation shows that both sides equal

A[ε0 ◦ η0, 1[1]]−A[1[1], ε0 ◦ η0] : A1,1 → A1,1.

We prove now, by induction onq, that the assertion holds forp = 1. This is already known for
q ≤ 1, so suppose thatr > 1, and that the assertion holds forp = 1 and everyq < r. The latter
implies that also (4.2.35) holds for these values of(p, q), and for every bisimplicial objectA of
A ; especially, we get

(4.2.41) dDr ◦ ShD1,r−1 = ShD0,r−1 ◦ dD,h1,r−1 − ShD1,r−2 ◦ dD,v1,r−1.

On the other hand, claim 4.2.36(i) says that

dDr ◦ ShA1,r = (−1)r · dDr ◦ ShD0,r ◦ A[1[1], ηr] + dDr ◦ ShD1,r−1 ◦ A[η1, 1[r]]
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Combining with (4.2.40) and (4.2.41) we obtain

dDr ◦ShA1,r = (−1)r ·ShD0,r−1 ◦dD,v0,r ◦A[1[1], ηr]+(ShD0,r−1 ◦dD,h1,r−1−ShD1,r−2 ◦dD,v1,r−1)◦A[η1, 1[r]].

However, we have

dD,h1,r−1 ◦ A[η1, 1[r]] = A[η1 ◦ ε0, 1[r]]−A[1[1], 1[r]] = A[ε0 ◦ η0, 1[r]]− 1A[1,r]

so we can rewritedDr ◦ ShA1,r = ϕ1 + ϕ2 − ϕ3, where

ϕ1 :=ShD0,r−1 ◦ ((−1)r · dD,v0,r ◦ A[1[1], ηr]− 1A[1,r]) = (−1)r · ShD0,r−1 ◦ A[1[1], ηr−1] ◦ dC,v1,r−1

ϕ2 :=ShD0,r−1 ◦ A[ε0 ◦ η0, 1[r]]

ϕ3 :=ShD1,r−2 ◦ dD,v1,r−1 ◦ A[η1, 1[r]].

On the other hand, using claim 4.2.36(i), we can compute

ShA0,r ◦ dB,h0,r−1 =ShD0,r−1 ◦ A[η0, 1[r]] ◦ dB,h0,r−1 = ϕ2

ShA1,r−1 ◦ dC,v1,r−1 =((−1)r−1 · ShD0,r−1 ◦A[1[1], ηr−1] + ShD1,r−2 ◦ A[η1, 1[r−1]]) ◦ dC,v1,r−1

=ϕ3 − ϕ1

which shows that the claim holds forp = 1 andq = r, and concludes the induction.
Lastly, we prove the claim for everyp, q ∈ N, by induction onp+ q; notice that the foregoing

already shows that the assertion holds wheneverp + q ≤ 2. Thus, letr > 2, and suppose that
the claim is already known for every pair(p, q) such thatp+ q < r; then also (4.2.35) holds for
such values ofp andq, and especially we get

(4.2.42) dDp+q ◦ ShDp,q = ShDp−1,q ◦ dD,hp,q + (−1)p · ShDp,q−1 ◦ dD,vp,q wheneverp+ q < r.

Let (p′, q′) be a pair such thatp′ + q′ = r; combining (4.2.42) with claim 4.2.36(i), we get

dDp′+q′−1 ◦ ShAp′,q′ =(−1)q′ · (ShDp′−2,q′ ◦ dD,hp′−1,q′ − (−1)p′ · ShDp′−1,q′−1 ◦ dD,vp′−1,q′) ◦ A[1[p′], ηq′ ]

+ (ShDp′−1,q′−1 ◦ dD,hp′,q′−1 + (−1)p′ · ShDp′,q′−2 ◦ dD,vp′,q′−1) ◦ A[ηp′, 1[q′]].

On the other hand, after noticing that

dD,hp′,q′−1 ◦ A[ηp′, 1[q′]]− (−1)p′ · 1A[p′,q′] =A[ηp′−1, 1[q′]] ◦ dB,hp′−1,q′

dD,vp′−1,q′ ◦ A[1[p′], ηq′]− (−1)q′ · 1A[p′,q′] =A[1[p′], ηq′−1] ◦ dC,vp′,q′−1

we may apply claim 4.2.36(i), to compute

ShAp′−1,q′ ◦ dB,hp′−1,q′ =((−1)q′ · ShDp′−2,q′ ◦ A[1[p′−1], ηq′] + ShDp′−1,q′−1 ◦ A[ηp′−1, 1[q′]]) ◦ dB,hp′−1,q′

=(−1)q′ · ShDp′−2,q′ ◦ dD,hp′−1,q′ ◦ A[1[p′], ηq′ ]− (−1)p′ · ShDp′−1,q′−1

+ ShDp′−1,q′−1 ◦ dD,hp′,q′−1 ◦ A[ηp′, 1[q′]]

and

ShAp′,q′−1 ◦ dC,vp′,q′−1 = ((−1)q′−1 · ShDp′−1,q′−1 ◦ A[1[p′], ηq′−1]

+ ShDp′,q′−2 ◦ A[ηp′ , 1[q′−1]]) ◦ dC,vp′,q′−1

= (−1)q′−1 · ShDp′−1,q′−1 ◦ dD,vp′−1,q′ ◦ A[1[p′], ηq′] + ShDp′−1,q′−1

+ ShDp′,q′−2 ◦ dD,vp′,q′−1 ◦ A[ηp′, 1[q′]].

Finally, the sought identity for the pair(p′, q′) follows by comparing the last two identities with
the previous one fordDp′+q′−1 ◦ ShAp′,q′, and this concludes the proof of the inductive step.�
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Proposition 4.2.43.With the notation of(4.2.23), the sequence(AWA
n | n ∈ N) defines a

morphism of chain complexes

AWA
• : A∆

• → TotA•• for everyA ∈ Ob(s2.A ).

Proof. Denote bydT• the differential ofTotA••, and keep the notation of the proof of proposition
4.2.34; we have to check the identity

(4.2.44) AWn−1 ◦ dAn = dTn ◦ AWn for everyn ∈ N.

However, say thatp, q ∈ N andp + q = n; the projection of the right-hand side of (4.2.44) on
the direct summandAp−1,q of (TotA••)n−1 equals

(4.2.45) dA,hp,q ◦ AWp,q + (−1)p−1 · dA,vp−1,q+1 ◦ AWp−1,q+1.

Unwinding the definition, (4.2.45) is found to be
p∑

i=0

(−1)i · A[εq∨p,0 ◦ εi, εpq,0]− (−1)p ·
q+1∑

i=0

(−1)i · A[εq+1∨
p−1,0, ε

p−1
q+1,0 ◦ εi]

which we may rewrite as

(4.2.46)
p−1∑

i=0

(−1)i ·A[εq∨p,0 ◦ εi, εpq,0] +
p+q∑

i=p

(−1)i ·A[εq+1∨
p−1,0, ε

p−1
q+1,0 ◦ εi−p+1].

On the other hand, the projection of the left-hand side of (4.2.44) ontoAp−1,q equals
n∑

i=0

(−1)i ·A[εi ◦ εq∨p−1,0, εi ◦ εp−1
q,r ].

To compare the latter with (4.2.46), it suffices to remark that

εi ◦ εq∨p−1,0 =

{
εq∨p,0 ◦ εi if i < p

εq+1∨
p−1,0 if i ≥ p

and εi ◦ εp−1
q,r =

{
εpq,0 if i < p

εp−1
q+1,0 ◦ εi if i ≥ p

which are all deduced from the simplicial identities for theεi. The proposition follows. �

4.2.47. Propositions 4.2.34 and 4.2.43 yield natural transformations of functors

TotU2
A

Sh• //
UA ◦∆A .

AW•

oo

Now, denote byhA : C(A ) → Hot(A ) the natural functor (this induces the identity on the
objects, and the projection on the group of morphisms); there follow natural transformations

hA ◦ TotU2
A

hA ∗Sh• //
hA ◦ UA ◦∆A .

hA ∗AW•

oo between functorss2.A → Hot(A ).

Theorem 4.2.48(Eilenberg-Zilber-Cartier). With the notation of(4.2.47), we have :

(i) hA ∗ AW• andhA ∗ Sh• are mutually inverse isomorphisms of functors.
(ii) More precisely, there exist natural modifications (see definition 1.3.7)

AW• ◦ Sh•  1TotU2
A

Sh• ◦ AW•  1UA ◦∆A
.

Proof. Let pA• : TotA•• → TotN••A be the projection whose kernel is the sum of the re-
maining three direct summands in the decompositionTot (4.2.32); explicitly, in each degree
n ∈ N, this kernel is the sum of the subobjectsImA[ηi, 1[q]] andImA[1[p], ηj ] ofAp,q, for every
i = 0, . . . , p − 1, j = 0, . . . , q − 1, and everyp, q ∈ N such thatp + q = n. Likewise, let
jA• : N•A

∆ → A∆
• andqA• : A∆

• → N•A
∆ be as in (4.2.28); theorem 4.2.29 and the discussion



FOUNDATIONS OFp-ADIC HODGE THEORY 237

of (4.2.31) show that the pairs(pA• , i
A
• ) and(jA• , q

A
• ) induce mutually inverse isomorphisms in

Hot(A ), so it suffices to check that the same holds for the compositions

ShA• := qA• ◦ ShA• ◦ iA• : TotN••A→ N•A
∆ AWA

• := pA• ◦ AWA
• ◦ jA• : N•A

∆ → TotN••A

for every bisimplicial objectA of A . However, we have

Claim4.2.49. pA• ◦ AWA
• ◦ ShA• ◦ iA• = 1TotN••A.

Proof of the claim.More precisely, say thatp+ q = n, consider the composition

fp,q : Ap,q
ShAp,q−−−→ Ap+q,p+q

AWA
n−−−→ (TotA••)n

and letgp,q : Ap,q → (TotA••)n be the inclusion map; we shall show thatfp,q − gp,q ⊂ Ker pAn .
Indeed, we have

fp,q =
n∑

i=0

∑

(µ,ν)

εµν · A[ην1 ◦ · · · ◦ ηνq ◦ εn−i∨i,0 , ηµ1 ◦ · · · ◦ ηµp ◦ εin−i,0]

(notation of (4.2.33), andεin−i,0 is defined as in the proof of proposition 4.2.43). However, if
i < p, thenηµ1 ◦ · · · ◦ ηµp ◦ εin−i,0 is of the formτ ◦ ηµp for someτ : [p+ q− i− 1]→ [q], so the
corresponding term does lie inKer pAn . If i > p, thenην1 ◦ · · · ◦ ηνq ◦ εn−i∨i,0 is of the formτ ◦ ηk
for somek ≤ νq and someτ : [i − 1] → [p], so this term likewise lies inKer pAn . It remains to
consider the terms withi = p; however, a simple inspection shows thatην1 ◦ · · · ◦ ηνq ◦ εn−p∨p,0 is
of the same form as above, unlessν1 is eitherp− 1 or p (details left to the reader); furthermore,
if ν1 = p− 1, thenµp ≥ p, in which caseηµ1 ◦ · · · ◦ ηµp ◦ εin−i,0 is of the form described above.
In all these cases, the corresponding term again lies inKer pAn . So, it remains only to consider
the single case where(µ, ν) is the identity permutation, whose sign equals1; in this case, the
corresponding term is none else thanA[1[p], 1[q]], whence the claim. ♦

Claim 4.2.49 and theorem 4.2.29(ii) already yield the existence of the sought modification
AW• ◦ Sh•  1TotU2

A
. Next we define, for everyn ∈ N, a natural transformation

sn : •[n] ◦∆A ⇒ •[n+ 1] ◦∆A

(notation of (4.2.4); sosAn is a morphismA[n, n]→ A[n+1, n+1] for every objectA of s2.A ).
The construction is by induction onn : for n = 0 we let sA0 : A[0, 0] → A[1, 1] be the zero
morphism; forn > 0 we set

sAn := ShA
′

n ◦ AWA′

n ◦ A[η0, η0]− sA
′

n−1 whereA′ := (γ2 ◦ γ1(A∨))∨

(notation of (4.2.15) and (4.2.2) : explicitly, we haveA′[p, q] := A[p + 1, q + 1] for every
p, q ∈ N, andA′[εi, εj] := A[εi+1, εj+1], and likewise forA′[εi, ηj ], A′[ηi, εj] andA′[ηi, ηj], for
every face and degeneracy map of∆). We have

Claim4.2.50. The system(qAn+1◦sAn ◦ jAn | n ∈ N) is a homotopyqA• ◦ShA• ◦AWA
• ◦ jA• ⇒ 1N•A∆.

Proof of the claim.Denote bydA• the differential ofA∆
• , and letdA0 : A∆

0 → 0 andsA−1 : 0→ A∆
0

be the zero morphisms. We check, more precisely, that

qAn ◦ (dAn+1 ◦ sAn + sAn−1 ◦ dAn ) = qAn ◦ ShAn ◦ AWA
n − qAn for everyn ∈ N.

We argue by induction onn, and the assertion is clear forn = 0. Forn = 1, notice that

ShA1 ◦ AWA
1 = A[ε1 ◦ η0, 1[1]] + A[1[1], ε0 ◦ η0] : A1,1 → A1,1.

It follows that

sA1 = ShA
′

1 ◦ AWA′

1 ◦ A[η0, η0] = (A[ε1 ◦ η0 ◦ η0, η0] + A[η0, η1])
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whence
dA2 ◦ sA1 = ShA1 ◦ AWA

1 − 1A[1,1] + A[ε1 ◦ ε1 ◦ η0, ε1 ◦ η0]
(details left to the reader). SinceImA[η0, η0] ⊂ Ker qA2 , the assertion follows in this case. Next,
suppose thatr > 1, and that the sought identity is already known for everyn < r, and every
bisimplicial objectA; especially, it holds forA′, so if we letdA

′

• be the differential ofA′
•, we get

(4.2.51) qA
′

r−1 ◦ (dA
′

r ◦ sA
′

r−1 + sA
′

r−2 ◦ dA
′

r−1) = qA
′

r−1 ◦ ShA
′

r−1 ◦ AWA′

r−1 − qA
′

r−1.

On the other hand, after noticing that

dA
′

r ◦ A[η0, η0] = 1A[r,r] − A[η0, η0] ◦ dA
′

r−1

we may compute

dA
′

r ◦ sAr = dA
′

r ◦ ShA
′

r ◦ AWA′

r ◦ A[η0, η0]− dA
′

r ◦ sA
′

r−1

=ShA
′

r ◦ AWA′

r ◦ dA
′

r ◦ A[η0, η0]− dA
′

r ◦ sA
′

r−1

=ShA
′

r ◦ AWA′

r − ShA
′

r ◦ AWA′

r ◦ A[η0, η0] ◦ dA
′

r−1 − dA
′

r ◦ sA
′

r−1

which, combined with (4.2.51), implies

(4.2.52) qA
′

r−1 ◦ (dA
′

r ◦ sAr + sAr−1 ◦ dA
′

r−1) = −qA
′

r−1.

Furthermore, notice the natural morphism ins2.A

(g
(1)
A∨ ◦ g(2)γ1A∨)

∨ : A′ → A

supplied by (4.2.15); explicitly, for everyp, q ∈ N, this morphism is given by the discarded face
operatorA[ε0, ε0] : A[p+ 1, q + 1]→ A[p, q]. Then, the naturality ofs•, Sh• andAW• implies

A[ε0, ε0] ◦ sAr =A[ε0, ε0] ◦ ShA
′

r ◦ AWA′

r ◦ A[η0, η0]−A[ε0, ε0] ◦ sA
′

r−1

= ShAr ◦ AWA
r ◦ A[η0 ◦ ε0, η0 ◦ ε0]− sAr−1 ◦ A[ε0, ε0]

= ShAr ◦ AWA
r − sAr−1 ◦ A[ε0, ε0].

Lastly, recalling thatdAr = A[ε0, ε0]−dA
′

r−1, the latter identity can be added to (4.2.52), to deduce

qA
′

r−1 ◦ (dAr+1 ◦ sAr + sAr−1 ◦ dAr ) = qA
′

r−1 ◦ ShAr ◦ AWA
r − qA

′

r−1.

Now, to prove the assertion in degreer, it suffices to observe thatqAr factors throughqA
′

r−1. ♦

Claim 4.2.50 and theorem 4.2.29(ii) supply the second sought modification, and conclude the
proof of the theorem. �

4.2.53. Let(A ,⊗) be an abelian tensor category,A[•] andB[•] two objects ofs.A , and
define the bisimplicial objectsA ⊠ B andB ⊠ A, as well as the simplicial objectsA ⊗ B
andB ⊗ A of A as in remark 4.2.16(iii). Notice that the system of commutativity constraints
(ΨA[n],B[n] | n ∈ N) amounts to an isomorphism

ΨA⊗B : A⊗B ∼→ B ⊗A in s.A

whence an isomorphismΨ(A⊗B)• : (A ⊗ B)•
∼→ (B ⊗ A)• on the respective unnormalized

complexes.

Proposition 4.2.54.With the notation of(4.2.53), the diagram of chain complexes

Tot(A⊠ B)••
Ψ•
A•,B• //

ShA⊠B
•

��

Tot(B ⊠A)••

ShB⊠A
•

��
(A⊗B)•

Ψ(A⊗B)• // (B ⊗ A)•
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commutes, whereΨ•
A•,B•

is the commutativity constraint for the unnormalized chaincomplexes
A• andB•, as in(4.1.9).

Proof. The assertion boils down to the identity

(4.2.55) (−1)pq · ShB⊠Aq,p ◦ΨA[p],B[q] = ΨA[n],B[n] ◦ ShA⊠Bp,q

for everyp, q ∈ N with p+ q = n. For the latter, suppose first thatp = 0, in which case

ShA⊠Bp,q = A[η0 ◦ · · · ◦ ηq−1]⊗ 1B[q] and ShB⊠Aq,p = 1B[q] ⊗ A[η0 ◦ · · · ◦ ηq−1]

from which we derive (4.2.55), using the naturality ofΨ (details left to the reader). Likewise
we argue for the case whereq = 0. For the general case, we proceed by induction onn. The
casesn = 0, 1 have already been dealt with, so supposer ≥ 2, and that the sought identity is
already known for every pair of integers whose sum is< n, and every objectsA,B of s.A . By
the foregoing, we may also assume that bothp, q > 0, and then claim 4.2.36(i) implies that

ShA⊠Bp,q = (−1)q · ShγA⊠γBp−1,q ◦ (1A[p] ⊗ B[ηq]) + Sh
γA⊠γB
p,q−1 ◦ (A[ηp]⊗ 1B[q]).

However, it follows easily from remark 1.2.34(iii) thatΨ is an additive functor in both of its
arguments; combining with the inductive assumption, we deduce that

ΨA[n],B[n] ◦ ShA⊠Bp,q = (−1)pq · ShγB⊠γAq,p−1 ◦ΨA[p],B[q+1] ◦ (1A[p] ⊗ B[ηq])

+ (−1)p(q−1) · ShγB⊠γAq−1,p ◦ΨA[p+1],B[q] ◦ (A[ηp]⊗ 1B[q])

= (−1)pq · ShγB⊠γAq,p−1 ◦ (B[ηq]⊗ 1A[p]) ◦ΨA[p],B[q]

+ (−1)p(q−1) · ShγB⊠γAq−1,p ◦ (1B[q] ⊗A[ηp]) ◦ΨA[p],B[q]

= (−1)pq · ShB⊠Aq,p ◦ΨA[p],B[q]

where the last equality follows again from claim 4.2.36(i) and the additivity ofΨ. �

4.2.56. The shuffle map is alsoassociative, in the following sense. Let

A := (A[p, q, r] | p, q, r ∈ N)

be any triple simplicial object of the abelian categoryA , and denote byA(1,2) (resp.A(2,3)) the
diagonal bisimplicial object ofA extracted fromA by the rule

A(1,2)[p, q] := A[p, p, q] ( resp.A(2,3)[p, q] := A[p, q, q] ) for everyp, q ∈ N.

Let alsoA••• be the triple chain complex associated toA, andA∆
••• the diagonal chain complex

extracted fromA•••. Moreover, denote byA′ (resp.A′′) the bisimplicial object ofs.A given by
the rule :

[p, q] 7→ A[p, q, •] ( resp.[p, q] 7→ A[•, p, q] ) for everyp, q ∈ N.

Proposition 4.2.57.With the notation of(4.2.56), we have a commutative diagram inC(A )

Tot(A•••) //

��

Tot(A
(1,2)
•• )

ShA
(1,2)

•
��

Tot(A
(2,3)
•• )

ShA
(2,3)

• // A∆
•••

whose top horizontal (resp. left vertical) arrow is obtained as the composition ofShA
′

• (resp.
ShA

′′

• ) with the functorTot ◦ C(UA ) : C(s.A )→ C(C(A ))→ C(A ).
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Proof. For everyp, q, r ∈ N, denote by

ShA
′

p,q[r] :A[p, q, r]→ A[p+ q, p+ q, r] = A(1,2)[p+ q, r]

ShA
′′

q,r [p] :A[p, q, r]→ A(2,3)[p, q + r]

respectively the[r]-component ofShA
′

p,q and the[p]-component ofShA
′′

q,r . The assertion boils
down to the identity :

ShA
(1,2)

p+q,r ◦ ShA
′

p,q[r] = ShA
(2,3)

p,q+r ◦ ShA
′′

q,r [p] for everyp, q, r ∈ N.

To check the latter, set

D′ := γ2 ◦ γ1A′ D(1,2) := γ2 ◦ γ1(A(1,2))

and define likewiseD′′ andD(2,3) (notation of (4.2.15)). Also, letA[p, q, r] := 0 whenever one
of the indicesp, q, r is < 0, and defineShp,q to be the zero map, when eitherp or q is strictly
negative (cp. the proof of proposition 4.2.34). We argue by induction onn := p + q + r;
the casen = 0 is trivial, so suppose thatn > 0, and that the assertion is already known for
all indices whose sum is< n, and all triple simplicial objects ofA . Notice as well that the
assertion trivially holds as well if any of the indicesp, q, r is strictly negative, since in this case
both sides are the zero map. Hence, we may assume thatp, q, r ∈ N; in this case, by applying
claim 4.2.36(i), first toA(1,2) and then toA′, we compute

ShA
(1,2)

p+q,r ◦ ShA
′

p,q[r] = (−1)r · ShD(1,2)

p+q−1,r ◦ A[1[p+q], 1[p+q], ηr] ◦ ShA
′

p,q[r]

+ ShD
(1,2)

p+q,r−1 ◦ A[ηp+q, ηp+q, 1[r]] ◦ ShA
′

p,q[r]

= (−1)r · ShD(1,2)

p+q−1,r ◦ ShA
′

p,q[r + 1] ◦ A[1[p], 1[q], ηr]

+ ShD
(1,2)

p+q,r−1 ◦ ShD
′

p,q[r] ◦A[ηp, ηq, 1[r]] (by (4.2.37))

= (−1)q+r · ShD(1,2)

p+q−1,r ◦ ShD
′

p−1,q[r + 1] ◦ A[1[p], ηq, ηr]

+ (−1)r · ShD(1,2)

p+q−1,r ◦ ShD
′

p,q−1[r + 1] ◦ A[ηp, 1[q], ηr]

+ ShD
(1,2)

p+q,r−1 ◦ ShD
′

p,q[r] ◦A[ηp, ηq, 1[r]]

= (−1)q+r · ShD(2,3)

p−1,q+r ◦ ShD
′′

q,r [p] ◦ A[1[p], ηq, ηr]

+ (−1)r · ShD(2,3)

p,q+r−1 ◦ ShD
′′

q−1,r[p+ 1] ◦ A[ηp, 1[q], ηr]

+ ShD
(2,3)

p,q+r−1 ◦ ShD
′′

q,r−1[p+ 1] ◦ A[ηp, ηq, 1[r]]

where the last identity holds by inductive assumption. On the other hand, by applying claim
4.2.36(i) toA(2,3) we get

ShA
(2,3)

p,q+r ◦ ShA
′′

q,r [p] = (−1)q+r · ShD(2,3)

p−1,q+r ◦ A[1[p], ηq+r, ηq+r] ◦ ShA
′′

q,r [p]

+ ShD
(2,3)

p,q+r−1 ◦ A[ηp, 1[q+r], 1[q+r]] ◦ ShA
′′

q,r [p]

= (−1)q+r · ShD(2,3)

p−1,q+r ◦ ShD
′′

q,r [p] ◦ A[1[p], ηq, ηr]

+ ShD
(2,3)

p,q+r−1 ◦ ShA
′′

q,r [p+ 1] ◦ A[ηp, 1[q], 1[r]] (by (4.2.37))

and after applying again claim 4.2.36(i) toA′′ and comparing with the foregoing expression for
ShA

(1,2)

p+q,r ◦ ShA
′

p,q[r], we obtain the sought identity. �

Theorem 4.2.58(Dold-Puppe-Kan). For any abelian categoryA , and anyk ∈ N, we have :
(i) The functorsNA andNA ,k are equivalences.
(ii) If f, g are any two morphisms ins.A , then there exists a simplicial homotopy fromf

to g if and only if there exists a chain homotopy fromN•f toN•g.
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Proof. We easily reduce to the case whereA is small, and then there exists a fully faithful
imbeddingA → B, whereB is a complete and cocomplete abelian tensor category, with
internalHom functor (lemma 1.2.42).

(i): We first construct an explicit quasi-inverse for the functorsNB andNB,k, as follows. For
every i ∈ N, consider the cochain complexK〈i〉• defined in example 4.2.27(ii); notice that
every morphismϕ : [i]→ [i′] in ∆ induces a morphism

K〈ϕ〉• := N•Z
∆ϕ : K〈i〉• → K〈i′〉•

(notation of remark 4.2.17(iii)). Hence, the system(K〈i〉• | i ∈ N) amounts to a cosimplicial
object ofC≤0(Z-Mod). Now, letU be a unit of the tensor categoryB; for any objectC• of
C≤0(B) (resp. ofC[−k,0](B)), we set

KC [i] := HomC(B)(K〈i〉• ⊗Z U [0], C•) for everyi ∈ N (resp. for everyi ≤ k)

whereHomC(B) is the functor constructed in example 4.1.8(vii), and the mixed tensor product
is defined as in (4.1.10). By the foregoing, it is clear that the system(KC [i] | i ∈ N) amounts to
an object ofs.B (resp. ofsk.B). In order to computeN•KC , let us set

Z∆i
+ :=

i∑

n=1

Im (Z∆εn : Z∆i−1 → Z∆i) Z∆i
0 := Z∆i/Z∆i

+ K〈i〉• := N•Z
∆i
0

for everyi > 0, as well asZ∆0
0 := Z∆0 andK〈0〉• := K〈0〉•; thus,K〈i〉• is also the quotient of

K〈i〉• by the sum of the images of the morphismsK〈εn〉, for n = 1, . . . , i. With this notation,
a simple inspection of the definition shows that

NiKC = HomC(B)(K〈i〉• ⊗Z U [0], C•) for everyi ∈ N (resp. for everyi ≤ k).

On the other hand, using the explicit description of example4.2.27(ii), it is easily seen that

K〈i〉n ∼→
{

Z if n = i or n = i− 1 ≥ 0
0 otherwise.

More precisely,K〈i〉i (resp.K〈i〉i−1) is generated by the basis elemente1 of K〈i〉i (resp.eε0
of K〈i〉i−1) corresponding to the identity map1[i] (resp. corresponding toε0 : [i − 1] → [i]).
Furthermore, example 4.2.27(i) shows that the differential K〈i〉i → K〈i〉i−1 mapse1 to eε0,
so it corresponds to the identity mapZ → Z, under the foregoing identification. Taking into
account remark 1.2.12(iv), we deduce thatNiKC is the kernel of the morphism

(4.2.59) Ci ⊕ Ci−1 → Ci−1 ⊕ Ci−2

given by the matrix (
(−1)i · dCi 1Ci−1

0 (−1)i+1 · dCi−1

)

and sincedCi−1 ◦ dCi = 0, the latter is justCi; more precisely,Ci is identified with this kernel,
via the monomorphism

(4.2.60) (1Ci , (−1)i+1 · dCi ) : Ci → Ci ⊕ Ci−1.

This identificationNiKC
∼→ Ci can also be described as follows. For everyZ ∈ Ob(B), let

HomB(Z,C•)

be the cochain complex such thatHomB(Z,C•)n := HomB(Z,Cn) for everyn ∈ Z, with
differentials induced by those ofC•, in the obvious way; then we have natural identifications

HomC(Z-Mod)(K〈i〉•,HomB(Z,C•))
∼→ HomC(B)(K〈i〉• ⊗Z Z[0], C•)

∼→ HomB(Z,NiKC)

(see example 4.1.8(vii)) whose composition with the induced isomorphism

HomB(Z,NiKC)
∼→ HomB(Z,Ci)



242 OFER GABBER AND LORENZO RAMERO

is given by the rule :

(4.2.61) (ϕ• : K〈i〉• → HomB(Z,C•)) 7→ (ϕi(ε1) : Z → Ci).

It remains to determine the differentialdNi+1 : Ni+1KC → NiKC ; by definition, the latter is
induced by the morphismK〈ε0〉• : K〈i〉• → K〈i+ 1〉•. In turn, the foregoing description says
thatK〈ε0〉• is naturally identified with the morphism ofC(Z-Mod)

K〈i〉•

��

0 // 0 //

��

Z

1Z

��

// Z

��

// 0

K〈i+ 1〉• 0 // Z // Z // 0 // 0

(where the two copies ofZ on the top horizontal row are placed in homological degreesi and
i− 1), sodNi+1 is deduced from the morphism inC(B)

0 // Ci+1 ⊕ Ci //

��

Ci ⊕ Ci−1

1

��

// 0 //

��

0

0 // 0 // Ci ⊕ Ci−1
// Ci−1 ⊕ Ci−2

// 0

whose rows are given by the morphisms (4.2.59). Therefore, via the identification (4.2.60),
the morphismdNi+1 becomes none else than(−1)i+1 · dCi+1, i.e. we have obtained a natural
isomorphism

ωC• : N•KC
∼→ C•

for every complex inC≤0(B) (resp. inC[−k,0](B)).
Conversely, letB[•] be any object ofs.B, andZ any object ofB; clearly

N•(∆k ⊗ s.Z) = K〈i〉• ⊗Z Z[0] for everyi ∈ N.

In view of example 4.1.8(vii) and remark 4.2.17(ii), we deduce a natural transformation

(4.2.62)

HomB(Z,B[i])
a // Homs.B(∆i ⊗ s.Z, B)

b
��

HomB(Z,KN•B[i]) HomC(B)(K〈i〉• ⊗Z Z[0], N•B)
coo

which, by Yoneda’s lemma, comes from a unique morphism inB

ψBi : B[i]→ KN•B[i] for everyi ∈ N.

The same construction applies, in caseB is an object ofsk.B : we need only replace the
groupHoms.B(∆i ⊗ s.Z, B) by Homsk.B(s.trunck(∆i ⊗ s.Z), B) in (4.2.62) : see remark
4.2.17(iv). Moreover, remark 4.2.17(iii) implies that thesystemψB := (ψBi | i ∈ N) amounts to
a morphismB → KN•B in s.B (resp. insk.B). By the same token, theZ-linear isomorphism
a maps the abelian subgroupHomB(Z,NiB) isomorphically onto the subgroup

Homs.B(Z
∆i
0 ⊗Z s.Z, B)

∼→ Homs.Z-Mod(Z
∆i
0 ,HomB(Z,B))

for everyZ ∈ Ob(B) and everyi ∈ N, whereHomB(Z,B) is the simplicial abelian group as
in example 4.2.27(iii). Explicitly, ifβ : Z → NiB is any morphism, thena(β) is the unique
morphismZ∆i

0 → HomB(Z,B) of simplicial abelian groups such thata(β)(e1) = β, where
e1 ∈ K〈i〉i ⊂ Z∆i

0 [i] is the basis element described in the foregoing. Likewise, we have natural
identifications

HomC(Z-Mod)(K〈i〉•,HomB(Z,N•B))
∼→ HomC(B)(K〈i〉• ⊗Z Z[0], N•B)
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andb restricts to a map

Homs.Z-Mod(Z
∆i
0 ,HomB(Z,B))→ HomC(Z-Mod)(K〈i〉•,HomB(Z,N•B)) ϕ 7→ N•ϕ.

Again, the same applies to an object ofsk.B, by taking suitable truncated variants of the above
constructions. Taking into account (4.2.61), we conclude thatψB induces an isomorphism

N•ψ
B : N•B

∼→ N•KN•B

which is inverse toωN•B. To finish the proof of assertion (i) for the categoryB, it then suffices
to remark :

Claim4.2.63. The functorsNB andNB,k are conservative.

Proof of the claim. We show, by induction onn, that if a morphismh in s.B or sk.B (for any
k ∈ N) induces an isomorphismN•h, thenh[n] is an isomorphism for everyn ∈ N (resp. for
everyn ≤ k). The assertion is obvious forn = 0, hence suppose thatn > 0, and thath[n−1] is
known to be an isomorphism wheneverh is a morphism ins.B or in sk.B (for arbitraryk ∈ N)
such thatN•h is an isomorphism. Leth : A → B be any such morphism ins.B or in sk.B.
If h is a morphism ins0.B, we are done, hence we may suppose that eitherh is a morphism in
s.B or k > 0. Set

A′ := Ker(gA : γA→ A) ( resp.A′ := Ker(gA : γk−1A→ s.trunck−1A) )

as well asB′ := Ker(gB) (notation of remark 4.2.11(ii)). Notice thatgA is an epimorphism,
since∂n+2 admits the sectionσn+1, for everyn ∈ N (resp. for everyn ≤ k). Therefore, we
have a commutative diagram ins.B with exact rows

0 // A′ //

h′

��

γA //

γh
��

A //

h

��

0

0 // A′ // γA // A // 0

(resp. a corresponding diagram insk−1.B). By inspecting the definitions, it is easily seen
thatN•A

′ = (N•A)[−1], N•A
′ = (N•A)[−1], andN•h

′ = (N•h)[−1]; especially,N•h
′ is an

isomorphism, soh′[n − 1] is an isomorphism, by inductive assumption. The same holds also
for h[n − 1], and we conclude thatγh[n] is an isomorphism. Butγh[n] = h[n + 1], so we are
done.

Lastly, in order to prove assertion (i) for the original categoryA , it suffices to notice :

Claim4.2.64. LetC• be any object ofC(A ) (resp. ofC[−k,0](A )), and regardC• as an object of
C(B) (resp. ofC[−k,0](B)), via the fully faithful imbeddingA → B. ThenKC is isomorphic
to an object ofs.A (resp.sk.A ), regarded as a full subcategory ofs.B (resp. ofsk.B), via the
same imbedding.

Proof of the claim.This follows easily, by remarking thatK〈i〉• lies in C[−i,0](Z-Mod) for
everyi ∈ N, andK〈i〉j is a finitely generated abelian group for everyi, j ∈ N : details left to
the reader. ♦

(ii): First, let f, g : A → B be two morphisms ins.A , andu : ∆1 ⊗ A → B a homotopy
from f to g (see remark 4.2.16(iv)); especially,

u ◦ (∆ε1 ⊗ A) = f and u ◦ (∆ε0 ⊗A) = g.

Notice that
Z∆1
• ⊗Z A• = Tot(∆1 ⊠ A)••

(notation of remark 4.2.16(iii) and example 4.2.27(i)); there follows a morphism inC(A )

ũ• : Z
∆1
• ⊗Z A•

Sh•−−−→ (∆1 ⊗A)•
q•−−→ N•(∆1 ⊗A) N•u−−−→ N•B
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whereSh• denotes the shuffle map for the bisimplicial objectA ⊠∆1, andq• is the projection
defined in (4.2.28). Moreover, the maps∆εi[0] : ∆0[0]→∆1[0] (i = 0, 1) induce morphisms

ẽi,n := Z∆εi
[0] ⊗Z An : An → Z∆1[0] ⊗Z An ⊂ (Z∆1

• ⊗Z A•)n

that amount to morphisms of cochain complexesẽi,• : A• → Z∆1
• ⊗ZA• (i = 0, 1), and a simple

inspection of the definitions shows that

Sh• ◦ ẽi,• = (∆εi ⊗ A)• for i = 0, 1

whence
ũ• ◦ ẽ1,• = f• and ũ• ◦ ẽ0,• = g•.

The construction makes it clear thatẽi restricts to a morphismN•A→ K〈1〉• ⊗Z N•A, and the
latter is none else than the mapιi ⊗Z N•A, with the notation of remark 4.1.11(ii). We conclude
that the morphism

u• : K〈1〉• ⊗Z N•A →֒ Z∆1
• ⊗Z A•

ũ•−−→ N•B

is a homotopy fromN•f toN•g (notation of (4.2.28)).
Conversely, suppose thatv• : K〈1〉•⊗ZN•A→ N•B is a homotopy fromN•f toN•g. Since

K〈1〉• is a direct summand ofZ∆1
• andN•A is a direct summand ofA•, we may extendv• to a

morphism
ṽ• : Z

∆1
• ⊗Z A• → N•B

such that̃v• is the zero morphism on the direct summands other thanK〈1〉• ⊗Z N•A. Next,
consider the composition

v• : N•(∆1 ⊗A)
j•−−→ (∆1 ⊗ A)• AW•−−−→ A• ⊗Z Z∆1

•
Ψ•−−→ Z∆1

• ⊗Z A•
ṽ•−−→ N•B

where j• is the natural injection (see (4.2.28)),AW• is the Alexander-Whitney map for the
bisimplicial objectA ⊠∆1 (notice that∆1 ⊗ A = (A ⊠∆1)

∆), andΨ• is the commutativity
constraint (see example 4.1.8(i)). By (i), the morphismv• comes from a unique morphism

v : ∆1 ⊗A→ B in s.A .

On the other hand, sinceNp+qA is contained in the kernel ofA[εq∨p,0] for everyp, q ∈ N, it is
easily seen that the diagram

N•A
ιi⊗ZN•A //

N•(∆εi⊗A)

��

K〈1〉• ⊗Z N•A

��
N•(∆1 ⊗A)

Ψ•◦AW•◦j• // Z∆1
• ⊗Z A•

commutes fori = 0, 1. We conclude thatv is a homotopy fromf to g. �

Corollary 4.2.65. LetA be any abelian category. We have :

(i) If k ∈ N is any integer, andA anyk-truncated simplicial object ofA , then

Hi(coskkA) = 0 for everyi ≥ k.

(ii) Every homotopically trivial augmented simplicial object of A is aspherical.

Proof. (i): Denote byt≤k : C≤0(A ) → C[−k,0](A ) the brutal truncation functor (see (4.1)). In
light of theorem 4.2.58, we see thatt≤k admits a right adjointvk : C[−k,0](A ) → C≤0(A ), and
clearly there are natural isomorphisms

N•coskkA
∼→ vkN•A for everyA ∈ Ob(sk.A ).

Taking into account theorem 4.2.29(iii), we are then reduced to showing

Claim 4.2.66. Hi(vkK•) = 0 for every(K•, d•) ∈ Ob(C[−k,0]) and everyi ≥ k.
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Proof of the claim.Indeed it is easily seen that :

(vkK•)i =





Ki for ≤ k
Ker dk for i = k + 1
0 for i > k + 1

and the differential ofvkK• in degree≤ k agrees with that ofK•, whereas in degreek + 1 it is
the natural inclusion map (details left to the reader). The claim follows immediately. ♦

(ii) follows directly from theorems 4.2.58(ii) and 4.2.29(iii), and remark 4.1.3(ii). �

4.3. Injective modules, flat modules and indecomposable modules.

4.3.1. Indecomposable modules.Recall that a unitary (not necessarily commutative) ringR is
said to belocal if R 6= 0 and, for everyx ∈ R eitherx or 1−x is invertible. IfR is commutative,
this definition is equivalent to the usual one.

4.3.2. LetC be any abelian category andM an object ofC . One says thatM is indecom-
posableif it is non-zero and cannot be presented in the formM = N1 ⊕ N2 with non-zero
objectsN1 andN2. If such a decomposition exists, thenEndC (N1)×EndC (N2) ⊂ EndC (M),
especially the unitary ringEndC (M) contains an idempotent elemente 6= 1, 0 and therefore it
is not a local ring.

However, ifM is indecomposable, it does not necessarily follow thatEndC (M) is a local
ring. Nevertheless, one has the following:

Theorem 4.3.3(Krull-Remak-Schmidt). Let (Ai)i∈I and (Bj)j∈J be two finite families of ob-
jects ofC , such that:

(a) ⊕i∈IAi ≃ ⊕j∈JBj.
(b) EndC (Ai) is a local ring for everyi ∈ I, andBj 6= 0 for everyj ∈ J .

Then we have :

(i) There is a surjectionϕ : I → J , and isomorphismsBj
∼→ ⊕i∈ϕ−1(j)Ai, for everyj ∈ J .

(ii) Especially, ifBj is indecomposable for everyj ∈ J , then I and J have the same
cardinality, andϕ is a bijection.

Proof. Clearly, (i)⇒(ii). To show (i), let us begin with the following :

Claim4.3.4. LetM1,M2 be two objects ofC , and setM :=M1⊕M2. Denote byei :Mi →M
(resp. pi : M → Mi) the natural injection (resp. projection) fori = 1, 2. Suppose that
α : P →M is a subobject ofM , such thatp1α : P → M1 is an isomorphism. Then the natural
morphismβ : P ⊕M2 → M is an isomorphism.

Proof of the claim.Denote byπP : P⊕M2 → P andπ2 : P⊕M2 →M2 the natural projections;
thenβ := απP + e2π2. Of course, the assertion follows easily by applying the5-lemma (which
holds in any abelian category) to the commutative ladder with exact rows :

0 // M2
// P ⊕M2

πP //

β

��

P

p1α

��

// 0

0 // M2
e2 // M

p1 // M1
// 0.

Equivalently, one can argue directly as follows. By definition,Coker β represents the functor

C → Z-Mod : X 7→ KerHomC (β,X)

and likewise forCoker p1α; however, it is easily seen that these functors are naturally isomor-
phic, hence the natural morphismCoker β → Coker p1α is an isomorphism, soβ is an epimor-
phism. Next, lett : Kerβ → P ⊕M2 be the natural morphism; sincep1α is an isomorphism,
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πP ◦ t = 0, sot factors through a morphismt : Ker β →M2. It follows thate2 ◦ t = β ◦ t = 0,
thereforet = 0, and finallyKer β = 0, sincet is a monomorphism. ♦

SetA := ⊕i∈IAi, and denoteei : Ai → A (resp.pi : A → Ai) the natural injection (resp.
projection), for everyi ∈ I. Also, endowI ′ := I ∪ {∞} with any total ordering(I ′, <) for
which∞ is the maximal element.

Claim 4.3.5. Let (aj : A → A)j∈J be a finite system of endomorphisms such that
∑

j∈J aj =
1A. Then there exists a mappingϕ : I → J such that the following holds :

(i) aϕ(i)ei : Ai → A is a monomorphism, for everyi ∈ I, and letPi := Im(aϕ(i)ei).
(ii) For everyl ∈ I ′, the natural morphismβl :

⊕
i<l Pi⊕

⊕
i≥l Ai → A is an isomorphism.

Proof of the claim.We both defineϕ(l) and prove (ii), by induction onl. If l is the smallest
element ofI, thenβl = 1A, so (ii) is obvious. Hence, letl ∈ I be any element,l′ ∈ I ′ the
successor ofl, and assume thatβl is an isomorphism. Seta′j := β−1

l ajβl for everyj ∈ J , and
Ml :=

⊕
i<l Pi ⊕

⊕
i≥lAi; also, lete′l : Al → Ml andp′l : Ml → Al be the natural morphisms.

Clearly
∑

j∈J a
′
j = 1Ml

, so
∑

j∈J p
′
la

′
je

′
l = 1Al; sinceEndC (Al) is a local ring, it follows that

there existsjl ∈ J such thatp′la
′
jl
e′l is an automorphism ofAl. However,

(4.3.6) a′jle
′
l = β−1

l ajlβle
′
l = β−1

l ajlel

so assertion (i) follows for the indexl, by settingϕ(l) := jl.
Next, setMl,1 := Al andMl,2 :=

⊕
i<l Pi ⊕

⊕
i>l Ai. The foregoing argument provides

a subobjectα : P ′
l := Im(a′ϕ(l)e

′
l) → Ml = Ml,1 ⊕ Ml,2 such thatp′lα : P ′

l → Ml,1 is an
isomorphism. By claim 4.3.4, it follows that the natural mapβ ′

l′ : P ′
l ⊕ Ml,2 → Ml is an

isomorphism. On the other hand, (4.3.6) implies thatβl restricts to an isomorphismγl : P ′
l

∼→
Pl. We deduce a commutative diagram

P ′
l ⊕Ml,2

β′
l′ //

γl⊕1Ml,2
��

Ml

βl
��

Ml′
βl′ // A

whose vertical arrows and top arrow are isomorphisms. Thus,the bottom arrow is an isomor-
phism as well, as required. ♦

For everyj ∈ J , let e′j : Bj → A (resp. p′j : A → Bj) be the injection (resp. projec-
tion) deduced from a given isomorphism as in (a), and setaj := e′jp

′
j for everyj ∈ J . Then∑

j∈J aj = 1A, so claim 4.3.5 yields a mappingϕ : I → J such that the following holds. Set

Pj := ⊕i∈ϕ−1(j)Im(ajei) for everyj ∈ J ; then the natural morphismβ : ⊕j∈JPj ∼→ A is an
isomorphism. However, clearlyβ(Pj) is a subobject ofIm(e′j), for everyj ∈ J . Hence,ϕ
must be a surjection, andβ restricts to isomorphismsPj

∼→ Im(e′j) for everyj ∈ J , whence
isomorphismsPj

∼→ Bj, from which (ii) follows immediately. �

Remark 4.3.7. There are variants of theorem 4.3.3, that hold under different sets of assump-
tions. For instance, in [37, Ch.I,§6, Th.1] it is stated that the theorem still holds whenI and
J are no longer finite sets, provided that the categoryC admits generators and that all filtered
colimits are representable and exact inC .

4.3.8. Let us now specialize to the case of the categoryA-Mod, whereA is a (commutative)
local ring, say with residue fieldk. Let M be any finitely generatedA-module; arguing by
induction on the dimension ofM ⊗A k, one shows easily thatM admits a finite decomposition
M = ⊕ri=1Mi, whereMi is indecomposable for everyi ≤ r.
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Lemma 4.3.9.LetA be a henselian local ring, andM anA-module of finite type. ThenM is
indecomposable if and only ifEndA(M) is a local ring.

Proof. In view of (4.3.2), we can assume thatM is indecomposable, and we wish to prove that
EndA(M) is local. Thus, letϕ ∈ EndA(M).

Claim4.3.10. The subalgebraA[ϕ] ⊂ EndA(M) is integral overA.

Proof of the claim.This is standard: choose a finite system of generators(fi)1≤i≤r for M , then
we can find a matrixa := (aij)1≤i,j≤r of elements ofA, such thatϕ(fi) =

∑r
j=1 aijfj for every

i ≤ r. The matrixa yields an endomorphismψ of the freeA-moduleA⊕r; on the other hand,
let e1, . . . , er be the standard basis ofA⊕r and define anA-linear surjectionπ : A⊕r → M by
the rule:ei 7→ fi for everyi ≤ r. Thenϕ ◦ π = π ◦ψ; by Cayley-Hamilton,ψ is annihilated by
the characteristic polynomialχ(T ) of the matrixa, whenceχ(ϕ) = 0. ♦

SinceA is henselian, claim 4.3.10 implies thatA[ϕ] decomposes as a finite product of local
rings. If there were more than one non-zero factor in this decomposition, the ringA[ϕ] would
contain an idempotente 6= 1, 0, whence the decompositionM = eM ⊕ (1− e)M , where both
summands would be non-zero, which contradicts the assumption. Thus,A[ϕ] is a local ring, so
that eitherϕ or 1M − ϕ is invertible. Sinceϕ was chosen arbitrarily inEndA(M), the claim
follows. �

Corollary 4.3.11. LetA be a henselian local ring. Then:

(i) If (Mi)i∈I and (Nj)j∈J are two finite families of indecomposableA-modules of finite
type such that⊕ri=1Mi ≃ ⊕sj=1Nj , then there is a bijectionβ : I

∼→ J such that
Mi ≃ Nβ(i) for everyi ∈ I.

(ii) If M andN are two finitely generatedA-modules such thatM⊕k ≃ N⊕k for some
integerk > 0, thenM ≃ N .

(iii) If M , N andX are three finitely generatedA-modules such thatX ⊕M ≃ X ⊕ N ,
thenM ≃ N .

Proof. It follows easily from theorem 4.3.3 and lemma 4.3.9; the details are left to the reader.
�

Proposition 4.3.12.LetA → B be a faithfully flat map of local rings,M andN two finitely
presentedA-modules with aB-linear isomorphismω : B ⊗AM ∼→ B ⊗A N . ThenM ≃ N .

Proof. Under the standing assumptions, the naturalB-linear map

B ⊗A HomA(M,N)→ HomB(B ⊗AM,B ⊗A N)

is an isomorphism ([36, Lemma 2.4.29(i.a)]). Hence we can write ω =
∑r

i=1 bi ⊗ ϕi for some
bi ∈ B andϕi : M → N (1 ≤ i ≤ r). Denote byk andK the residue fields ofA andB
respectively; we setϕi := 1k ⊗A ϕi : k ⊗A M → k ⊗A N . From the existence ofω we
deduce easily thatn := dimk k ⊗A M = dimk k ⊗A N . Hence, after choosing bases, we can
view ϕ1, . . . , ϕr as endomorphisms of thek-vector spacek⊕n. We consider the polynomial
p(T1, . . . , Tr) := det(

∑r
i=1 Ti · ϕi) ∈ k[T1, . . . , Tr]. Let b1, . . . , br be the images ofb1, . . . , br

in K; it follows thatp(b1, . . . , br) 6= 0, especiallyp(T1, . . . , Tr) 6= 0.

Claim4.3.13. The proposition holds ifk is an infinite field or ifk = K.

Proof of the claim. Indeed, in either of these cases we can finda1, . . . , ar ∈ k such that
p(a1, . . . , ar) 6= 0. For everyi ≤ r choose an arbitrary representativeai ∈ A of ai, and set
ϕ :=

∑r
i=1 aiϕi. By construction,1k ⊗A ϕ : k ⊗A M → k ⊗A N is an isomorphism. By

Nakayama’s lemma we deduce thatϕ is surjective. Exchanging the roles ofM andN , the same
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argument yields anA-linear surjectionψ : N → M . Finally, [61, Ch.1, Th.2.4] shows that both
ψ ◦ ϕ andϕ ◦ ψ are isomorphisms, whence the claim. ♦

Let Ah be the henselization ofA, andAsh, Bsh the strict henselizations ofA andB respec-
tively. Now, the induced mapAsh → Bsh is faithfully flat, the residue field ofAsh is infinite, and
ω induces aBsh-linear isomorphismBsh ⊗A M ∼→ Bsh ⊗A N . Hence, claim 4.3.13 yields an
Ash-linear isomorphismβ : Ash ⊗A M ∼→ Ash ⊗A N . However,Ash is the colimit of a filtered
family (Aλ | λ ∈ Λ) of finite étaleAh-algebras, soβ descends to anAλ-linear isomorphism
βλ : Aλ ⊗A M ≃ Aλ ⊗A N for someλ ∈ Λ. TheAh-moduleAλ is free, say of finite rankn,
henceβλ can be regarded as anAh-linear isomorphism(Ah ⊗A M)⊕n

∼→ (Ah ⊗A N)⊕n. Then
Ah ⊗AM ≃ Ah ⊗A N , by corollary 4.3.11(ii). Since the residue field ofAh is k, we conclude
by another application of claim 4.3.13. �

4.3.14. Injective hulls.The notion of injective hull plays a central role in the theory of local
duality : for a noetherian local ring, one constructs a dualizing module as the injective hull of
the residue field (see [44, Exp.IV, Th.4.7]), and in section 5.9, injective hulls of the residue fields
of a monoid algebra will also enable us to perform a certain computation of local cohomology,
which is a crucial step in the proof of Hochster’s theorem. Wepresent here the basic results on
injective hulls, in the context of arbitrary abelian categories.

Definition 4.3.15. Let A be any abelian category, andf : N →M a monomorphism inA .
(i) We say thatM is anessential extension ofN if the following holds. For any subobject

P ⊂ M we have eitherP = 0 or P ∩ Im f 6= 0 (here0 denotes the zero object ofA :
see remark 1.2.29(i)).

(ii) We say thatM is aproper essential extension ofN if it is an essential extension ofN ,
andf is not an isomorphism.

(iii) We say thatM is aninjective hullof N , if M is both an essential extension ofN , and
an injective object ofA .

Lemma 4.3.16.LetA be an abelian category, andI an object ofA . Suppose that :

(a) A is cocomplete.
(b) All colimits ofA are universal (see example1.1.24(v)).

Then we have :

(i) I is injective if and only if it does not admit any proper essential extensions.
(ii) If N → M is any monomorphism, the set of all essential extensions ofN contained in

M admits maximal elements.

Proof. (i): Suppose thatI is injective, and letf : I → M be any monomorphism which is
not an isomorphism. Thenf admits a left inverse, soI is a direct summand ofM , henceM
is not an essential extension ofI. Conversely, suppose thatI does not admit proper essential
extensions; letf : N → M be a monomorphism inA andg : N → I any morphism inA . We
consider the cocartesian diagram inA

N
f //

g

��

M

g′

��
I

f ′ // P

and notice thatf ′ is a monomorphism, since the same holds forf . By Zorn’s lemma – and due
to conditions (a) and (b) – we may find a maximal subobjectQ ⊂ P such thatQ ∩ I = 0, and
clearlyP/Q is an essential extension ofI (via h); thereforeP/Q = I, soP = I ⊕Q, and if we
let p : P → I be the resulting projection, we see thatp ◦ g′ :M → I is an extension off . This
shows thatI is injective.
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(ii): By Zorn’s lemma, it suffices to check the following assertion. Suppose that(Pj | j ∈ J)
is a totally ordered family of essential extensions ofN contained inN (for some totally ordered
small indexing setJ). ThenP :=

⋃
j∈J Pj is again an essential extension ofN (notice that this

union (i.e. colimit) is a subobject ofM , due to condition (b)). However, say thatQ ⊂ P and
Q ∩N = 0; due to condition (b), we haveQ =

⋃
j∈J(Q ∩ Pj), and clearly(Q ∩ Pj) ∩N = 0,

soQ ∩ Pj = 0 for everyj ∈ J , and finallyQ = 0. �

Proposition 4.3.17.Let A be an abelian category fulfilling condition(a) and (b) of lemma
4.3.16, andM any object ofA . We suppose moreover that :

(c) A has enough injective objects.

Then we have :

(i) M admits an injective hull. More precisely, ifM → I is any monomorphism into an
injective object, then a maximal essential extension ofM in I is an injective hull ofM .

(ii) Letf :M → E be an injective hull ofM , andg :M → I any monomorphism into an
injective object. Theng factors throughf and a monomorphismh : E → I.

(iii) If f : M → E andg : M → E ′ are two injective hulls ofM , there exists an isomor-
phismh : E

∼→ E ′ such thath ◦ f = f ′.

Proof. (i): Let E ⊂ I be such a maximal essential extension ofM (which exists by lemma
4.3.16(ii)); by virtue of lemma 4.3.16(i), it suffices to check thatE does not admit proper
essential extensions. However, suppose thatE → E ′ is a proper essential extension; sinceI is
injective, the inclusion morphismE → I extends to a morphismf : E ′ → I. By maximality of
E, we must then haveKer f 6= 0; on the other hand, obviouslyE ∩Ker f = 0, which is absurd,
sinceE ′ is an essential extension ofE.

(ii): Since I is injective,g extends to a morphismh : E → I, and clearlyM ∩ Ker h = 0.
SinceE is an essential extension ofM , it follows thatKer h = 0.

(iii): By (ii) there exists a monomorphismh : E → E ′ such thath ◦ f = f ′. SinceE is
injective, it follows thatImh is a direct summand ofE ′; butE ′ is an essential extension ofM ,
soImh = E ′, i.e. h is also an epimorphism, hence an isomorphism. �

4.3.18. We specialize now to the case whereA is the categoryA-Mod of A-modules, with
A an arbitrary noetherian ring. Recall that, ifM is anyA-module, then the setAssM of all
associated primesof M consists of the prime idealsp ⊂ A such that there existsm ∈ M
with AnnA(m) = p. (This is the correct definition only for noetherian rings : we shall see in
definition 5.5.1 a more general notion that is well behaved for arbitrary rings.) By proposition
4.3.17(i,iii) the injective hull ofM exists and is well defined up to (in general, non-unique)
isomorphism, and we shall denote byEA(M) a choice of such hull.

Lemma 4.3.19.LetA be a noetherian ring. The following holds :

(i) If (Iλ | λ ∈ Λ) is a (small) family of injectiveA-modules, thenI :=
⊕

λ∈Λ Iλ is an
injectiveA-module.

(ii) If S ⊂ A is any multiplicative subset, andM any injectiveA-module, thenMS is an
injectiveAS-module.

Proof. (i): Let us first recall :

Claim4.3.20. LetR be any ring,M anR-module. The following conditions are equivalent :

(a) M is an injectiveR-module.
(b) For every idealJ ⊂ R, everyR-linear mapJ → M extends to anR-linear map

R→M .
(c) Ext1R(R/J,M) = 0 for every idealJ ⊂ R.
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Proof of the claim.Of course, (a)⇒(b)⇒(c). To check that (c)⇒(a), letN ⊂ P be an inclusion
of R-modules, andf : N →M anA-linear map. We letS be the set of all pairs(N ′, f ′), where
N ′ ⊂ P is anR-submodule containingN , andf ′ : N ′ → M anR-linear map extendingf . The
setS is partially ordered, by declaring that(N ′, f ′) ≥ (N ′′, f ′′) if N ′′ ⊂ N ′ andf ′

|N ′′ = f ′′, for
any two pairs(N ′, f ′), (N ′′, f ′′) ∈ S. By Zorn’s lemma,S admits a maximal element(Q, g).
SupposeQ 6= P , and letx ∈ P \ Q. SetQ′ := Q + Rx andJ := AnnR(Q

′/Q); there follows
an exact sequence ofR-modules

0→ Q→ Q′ → R/J → 0

and then (c) implies that the restriction mapHomR(Q
′,M) → HomR(Q,M) is surjective;

especially,g extetnds to anR-linear mapQ′ → M , contradicting the maximality ofQ. Hence
Q = P , which shows (a). ♦

In view of claim 4.3.20, it suffices to show that everyA-linear mapf : J → I from any ideal
J ⊂ A, extends to anA-linear mapA→ I. However, sinceJ is finitely generated, there exists
a finite subsetΛ′ ⊂ Λ such that the image off is contained inI ′ :=

⊕
λ∈Λ′ Iλ. ClearlyI ′ is an

injectiveA-module, sof extends to anA-linear mapA→ I ′, and the assertion follows.
(ii): Let J ⊂ AS be any ideal, and writeJ = IS for some idealI ⊂ A; sinceA is noetherian,

we have
Ext1AS(AS/J,MS) = AS ⊗A Ext1A(A,M)

so the assertion follows from claim 4.3.20. �

We may now state :

Proposition 4.3.21.LetA be any noetherian ring,M anyA-module. We have :

(i) For everyp ∈ SpecA, theA-moduleEA(A/p) is indecomposable (see(4.3.2)).
(ii) Let I be any non-zero injectiveA-module, andp ∈ Ass I any associated prime. Then

EA(A/p) is a direct summand ofI. Especially, ifI is indecomposable, thenI is iso-
morphic toEA(A/p).

(iii) AssAM = AssAEA(M).
(iv) If p, q ∈ SpecA are any two prime ideals, then theA-modulesEA(A/p) andEA(A/q)

are isomorphic if and only ifp = q.
(v) EAS(MS) ≃ AS ⊗A EA(M) for any multiplicative subsetS ⊂ A.

Proof. (i): SetB := A/p, and suppose thatEA(B) is decomposable; especially, there exist
non-zero submodulesM1,M2 ⊂ EA(B) with M1 ∩M2 = 0. Thus,(M1 ∩B)∩ (M2 ∩B) = 0,
and sinceB is a domain, we deduce thatMi ∩ B = 0 for i = 1, 2. But sinceEA(B) is an
essential extension ofB, this is absurd.

(ii): By assumption, there existsx ∈ I such thatAnnA(x) = p, so the submoduleAx ⊂
I is isomorphic toA/p; then, by proposition 4.3.17(ii) there exists a monomorphism f :
EA(A/p)→ I, and sinceEA(A/p) in injective, the image off is a direct summand ofI.

(iii): Clearly AssA(M) ⊂ AssAEA(M). Conversely, supposep ∈ AssAEA(M); then there
exists anA-submoduleN ⊂ EA(M) isomorphic toA/p. SinceEA(M) is an essential extension
of M , we haveN ∩M 6= 0, sop ∈ AssA(M).

(iv) follows directly from (iii).
(v): We know already thatE ′ := AS ⊗A EA(M) containsMS and is injective (lemma

4.3.19(iii)), so it remains only to check thatE ′ is an essential extension ofM . Thus, let
x ∈ E ′ \ MS; we have to check thatN := ASx ∩ MS 6= 0, and clearly we may assume
thatx ∈ EA(M). SetF := {AnnA(tx) | t ∈ S}; sinceA is noetherian,F admits maximal
elements, and notice thatASx = AStx for anyt ∈ S. Hence, we may replacex by tx for some
t ∈ S, after which we may assume thatAnnA(x) is maximal inF . We may writeAx∩M = Ix
for some idealI ⊂ A, soN = ISx; let a1, . . . , ak ∈ A be a system of generators forI, and
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notice thatIx 6= 0, sinceEA(M) is an essential extension ofM . Suppose thatN = 0; then
there existst ∈ S such that the identitytaix = 0 holds inA for i = 1, . . . , k. However,
AnnA(x) = AnnA(tx) by construction, soIx = 0, a contradiction. �

Theorem 4.3.22.LetA be a noetherian ring,I an injectiveA-module. We have :

(i) I decomposes as a direct sum of the form

(4.3.23) I ≃
⊕

p∈SpecA

EA(A/p)
(Rp)

for a system of (small) sets(Rp | p ∈ SpecA).
(ii) Moreover, the cardinality ofRp equalsdimκ(p) HomAp

(κ(p), Ip), for everyp ∈ SpecA
(whereκ(p) := Ap/pp). Especially, this cardinality is independent of the decomposi-
tion (4.3.23).

Proof. (i): Denote byF the set of all indecomposable injective submodules ofI, and byS
the set of all subsetsG ⊂ F such that the natural mapIG :=

⊕
G∈G G → I is injective. The

setS is partially ordered by inclusion, and by Zorn’s lemma,S admits a maximal element
M ; in light of proposition 4.3.21(ii), it suffices to check that IM = I. However,IM is injective
(lemma 4.3.19(i)), henceI = IM ⊕ J for someA-moduleJ , and it is easily seen thatJ is
injective as well. We are thus reduced to showing thatJ = 0. Now, if J 6= 0, let p ∈ AssAJ
be any associated prime ([61, Th.6.1(i)]); thenEA(A/p) is an indecomposable injective direct
summand ofJ (proposition 4.3.21(i,ii)), and thereforeIM ⊕ EA(A/p) is a submodule ofI,
contradicting the maximality ofM .

(ii): In light of (i) and proposition 4.3.21(iii,v) we have

HomAp
(κ(p), Ip) = HomAp

(κ(p), EA(A/p)
(Rp)
p ) = κ(p)(Rp) ⊗κ(p) HomAp

(κ(p), EAp
(κ(p)))

so we are reduced to showing the following :

Claim4.3.24. Letm ⊂ A be any maximal ideal, and setκ := A/m; then

d := dimκHomA(κ,EA(κ)) = 1.

Proof of the claim. Sinceκ ⊂ EA(κ), obviouslyd ≥ 1. On the other hand, we have a natural
identification

HomA(κ,EA(κ)) = F := {x ∈ EA(κ) | mx = 0}.
If d > 1, we may findx ∈ F such thatAx ∩ κ = 0; but this is absurd, sinceEA(κ) is an
essential extension ofκ. �

4.3.25. When dealing with the more general coherent rings that appear in sections 5.7 and 5.8,
the injective hull is no longer suitable for the study of local cohomology, but it turns out that
one can use instead a “coh-injective hull”, which works justas well.

Definition 4.3.26. Let A be a ring; we denote byA-Modcoh the full subcategory ofA-Mod

consisting of all coherentA-modules.

(i) An A-moduleJ is said to becoh-injectiveif the functor

A-Modcoh → A-Modo : M 7→ HomA(M,J)

is exact.
(ii) An A-moduleM is said to beω-coherentif it is countably generated, and every finitely

generated submodule ofM is finitely presented.

Lemma 4.3.27.LetA be a ring.



252 OFER GABBER AND LORENZO RAMERO

(i) LetM , J be twoA-modules,N ⊂ M a submodule. Suppose thatJ is coh-injective
and bothM andM/N areω-coherent. Then the natural map:

HomA(M,J)→ HomA(N, J)

is surjective.
(ii) Let (Jλ | λ ∈ Λ) be a filtered family of coh-injectiveA-modules. Thencolim

λ∈Λ
Jλ is

coh-injective.
(iii) Assume thatA is coherent, letM• be an object ofD−(A-Modcoh) andI• a bounded

below complex of coh-injectiveA-modules. Then the natural map

Hom•
A(M•, I

•)→ RHom•
A(M•, I

•)

is an isomorphism inD(A-Mod).

Proof. (i): SinceM is ω-coherent, we may write it as an increasing union
⋃
n∈NMn of finitely

generated, hence finitely presented submodules. For eachn ∈ N, the image ofMn in M/N is
a finitely generated, hence finitely presented submodule; thereforeNn := N ∩Mn is finitely
generated, hence it is a coherentA-module, and clearlyN =

⋃
n∈NNn. Supposeϕ : N → J is

anyA-linear map; for everyn ∈ N, setPn+1 :=Mn+Nn+1 ⊂M , and denote byϕn : Nn → J
the restriction ofϕ. We wish to extendϕ to a linear mapϕ′ : M → J , and to this aim we
construct inductively a compatible system of extensionsϕ′

n : Pn → J , for everyn > 0. For
n = 1, one can choose arbitrarily an extensionϕ′

1 of ϕ1 to P1. Next, supposen > 0, and
thatϕ′

n is already given; sincePn ⊂ Mn, we may extendϕ′
n to a mapϕ′′

n : Mn → J . Since
Mn ∩Nn+1 = Nn, and since the restrictions ofϕ′′

n andϕn+1 agree onNn, there exists a unique
A-linear mapϕ′

n+1 : Pn+1 → J that extends bothϕ′′
n andϕn+1.

(ii): Recall that a coherentA-module is finitely presented. However, it is well known that
an A-moduleM is finitely presented if and only if the functorQ 7→ HomA(M,Q) on A-
modules, commutes with filtered colimits (seee.g. [36, Prop.2.3.16(ii)]). The assertion is an
easy consequence.

(iii): Since A is coherent, one can find a resolutionϕ : P• → M• consisting of freeA-
modules of finite rank (cp. [36,§7.1.20]). One looks at the spectral sequences

Epq
1 : HomA(Pp, I

q)⇒ Rp+qHom•
A(M•, I

•)

F pq
1 : HomA(Mp, I

q)⇒Hp+qHom•
A(M•, I

•).

The resolutionϕ induces a morphism of spectral sequencesF ••
1 → E••

1 ; on the other hand,
sinceIq is coh-injective, we have :Epq

2 ≃ HomA(HpF•, I
q) ≃ HomA(HpM•, I

q) ≃ F pq
2 , so

the induced mapF pq
2 → Epq

2 is an isomorphism for everyp, q ∈ N, whence the claim. �

4.3.28. LetA be a coherent ring,Z ⊂ SpecA a constructible closed subset; we denote by

A-Modcoh,Z

the full subcategory ofA-Modcoh whose objects are the (coherent)A-modules with support
contained inZ. Let I ⊂ A be any finitely generated ideal such thatZ = SpecA/I; it is easily
seen that

Ob(A-Modcoh,Z) =
⋃

n∈N

Ob(A/In-Modcoh).

Now, consider a functor
T : A-Modocoh,Z → Z-Mod.

Notice thatTM is naturally anA-module, for every coherentA-moduleM : indeed, ifa ∈ A
is any element, we may define the scalar multiplication bya onTM as theZ-linear endomor-
phismT (a · 1M ). In other words,T factors through the forgetful functorA-Mod → Z-Mod;
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especially, if we set
HT := colim

n∈N
T (A/In)

we get a naturalA-linear map

M
∼→ colim

n∈N
HomA(A/I

n,M)→ colim
n∈N

HomA(TM, T (A/In))→ HomA(TM,HT )

whence a bilinear pairing
M × TM → HT

which in turns yields a natural transformation

ωM : TM → HomA(M,HT ) for everyM ∈ Ob(A-Modcoh,Z).

Lemma 4.3.29.In the situation of(4.3.28), the following conditions are equivalent :

(a) ω is an isomorphism of functorsT
∼→ HomA(−, HT ).

(b) T is left exact.

Proof. Clearly (a)⇒(b). For the converse, suppose first thatZ = SpecA, in which case, notice
thatHT = TA andωA is the natural isomorphismTA

∼→ HomA(A, TA); then, ifM is any
coherentA-module, pick a finite presentation

Σ : A⊕n → A⊕m →M → 0

and apply the5-lemma to the resulting ladder ofA-modulesωΣ with left exact rows, to deduce
thatωM is an isomorphism. Next, for a general idealI andM anA-module withSuppM ⊂ Z,
we may findn ∈ N such thatM is anA/In-module; sinceA/Ik is coherent, the foregoing case
then shows that the induced map

TM → HomA(M,T (A/Ik))

is an isomorphism, for everyk ≥ n. To conclude, it suffices to remark that the natural map

colim
k∈N

HomA(M,T (A/Ik))→ HomA(M,HT )

is an isomorphism, sinceM is finitely presented ([36, Prop.2.3.16(ii)]). �

We wish next to present a criterion that allows to detect, among the functorsT as in (4.3.28),
those that are exact. A complete characterization shall be given only for a restricted class of
coherent ring; namely, we make the following :

Definition 4.3.30.LetA be a coherent ring. We say thatA is anArtin-Reesring, if the following
holds. For every finitely generated idealI ⊂ A, every coherentA-moduleM , and every finitely
generatedA-submoduleN ⊂ M , theI-adic topology ofM induces theI-adic topology onN .

We can then state :

Proposition 4.3.31. In the situation of(4.3.28)suppose furthermore thatA is an Artin-Rees
ring. Then the following conditions are equivalent :

(a) HT is a coh-injectiveA-module.
(b) T is exact.

Proof. Clearly (a)⇒(b). For the converse, letM be any coherentA-module, andN ⊂ M any
finitely generatedA-submodule; it suffices to check that the induced map

HomA(M,HT )→ HomA(N,HT )

is surjective. However, letf : N → HT be anyA-linear map; sinceN is finitely presented,
there existsn ∈ N such thatf factors through anA-linear mapfn : N → T (A/In) ([36,
Prop.2.3.16(ii)]), and clearlyInN ⊂ Ker fn, soInN ⊂ Ker f as well. Since theI-adic topol-
ogy ofN agrees with the topology induced by theI-adic topology ofM , there existsk ∈ N such
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thatIkM ∩ N ⊂ InN . SetN := N/(IkM ∩ N); thenN is a finitely generatedA-submodule
of M/IkM , and especially it is a coherentA-module. By construction,f factors through anA-
linear mapf : N → HT ; assumption (b) and lemma 4.3.29 imply thatf extends to anA-linear
mapM/IkM → HT , and the resulting mapM → HT extendsf , whence (a). �

Remark 4.3.32. (i) In the terminology of definition 4.3.30, the standard Artin-Rees lemma
implies that every noetherian ring is an Artin-Rees ring. Weshall see later that, ifV is any val-
uation ring, then every essentially finitely presentedV -algebra is an Artin-Rees ring (corollary
5.7.2 and theorem 5.7.29).

(ii) On the other hand, ifA is noetherian, claim 4.3.20 easily implies that anA-module is
coh-injective if and only if it is injective.

(iii) Combining (i) and (ii) with proposition 4.3.31, we recover [44, Exp.IV, Prop.2.1].

Example 4.3.33.Let κ0 be a field,A a noetherianκ0-algebra,m ⊂ A a maximal ideal such
thatκ := A/m is a finite extension ofκ0, and setZ := {m} ⊂ SpecA. Then every object of
A-Modcoh,Z is a finite dimensionalκ0-vector space, and therefore the functor

T : A-Modcoh,Z → κ0-Mod M 7→ Homκ0(M,κ0)

is exact. Proposition 4.3.31 and remark 4.3.32(ii) then saythat

HT := colim
n∈N

Homκ0(A/m
n, κ0)

is an injectiveA-module. More precisely, notice thatHomA(κ,HT ) = AnnHT (m) = T (κ) ≃ κ,
thereforeHT is the injective hull of the residue fieldκ.

4.3.34. Flatness criteria.The following generalization of the local flatness criterion answers
affirmatively a question raised in [32, Ch.IV, Rem.11.3.12].

Lemma 4.3.35.Let A be a ring,I ⊂ A an ideal,B a finitely presentedA-algebra,p ⊂ B
a prime ideal containingIB, andM a finitely presentedB-module. Then the following two
conditions are equivalent:

(a) Mp is a flatA-module.
(b) Mp/IMp is a flatA/I-module andTorA1 (Mp, A/I) = 0.

Proof. Clearly, it suffices to show that (b)⇒(a), hence we assume that (b) holds. We writeA
as the union of the filtered family(Aλ | λ ∈ Λ) of its local noetherian subalgebras, and set
A′ := A/I, Iλ := I ∩ Aλ, A′

λ := Aλ/Iλ for everyλ ∈ Λ. Then, for someλ ∈ Λ, theA-
algebraB descends to anAλ-algebraBλ of finite type, andM descends to a finitely presented
Bλ-moduleMλ. For everyµ ≥ λ we setBµ := Aµ ⊗Aλ Bλ andMµ := Bµ ⊗Bλ Mλ. Up to
replacingΛ by a cofinal family, we can assume thatBµ andMµ are defined for everyµ ∈ Λ.
Then, for everyλ ∈ Λ let gλ : Bλ → B be the natural map, and setpλ := g−1

λ p.

Claim 4.3.36. There existsλ ∈ Λ such thatMλ,pλ/IλMλ,pλ is a flatA′
λ-module.

Proof of the claim.SetB′
λ := Bλ ⊗Aλ A′

λ andM ′
λ := Mλ ⊗Aλ A′

λ for everyλ ∈ Λ; clearly the
natural maps

colim
λ∈Λ

A′
λ → A/IA colim

λ∈Λ
B′
λ → B/IB colim

λ∈Λ
M ′

λ →M/IM

are isomorphisms. Then the claim follows from (b) and [32, Ch.IV, Cor.11.2.6.1(i)]. ♦

In view of claim 4.3.36, we can replaceΛ by a cofinal subset, and thereby assume that
Mλ,pλ/IλMλ,pλ is a flatA′

λ-module for everyλ ∈ Λ.

Claim 4.3.37. (i) The natural map:colim
λ∈Λ

TorAλ1 (Mλ, A
′
λ)→ TorA1 (M,A′) is an isomorphism.
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(ii) For everyλ, µ ∈ Λ with µ ≥ λ, the natural map:

fλµ : Aµ ⊗Aλ TorAλ1 (Mλ, A
′
λ)→ Tor

Aµ
1 (Mµ, A

′
µ)

is surjective.

Proof of the claim.For everyλ ∈ Λ, let L•(Mλ) denote the canonical free resolution of the
Aλ-moduleMλ ([17, Ch.X,§3, n.3]). Similarly, denote byL•(M) the canonical free resolution
of theA-moduleM . It follows from [18, Ch.II,§6, n.6, Cor.] and the exactness properties of
filtered colimits, that the natural map:colim

λ∈Λ
L•(Mλ)→ L•(M) is an isomorphism. Hence:

colim
λ∈Λ

H•(A
′
λ

L

⊗Aλ Mλ) ≃ colim
λ∈Λ

H•(A
′
λ ⊗Aλ L•(Mλ))

≃H•(A
′ ⊗A colim

λ∈Λ
L•(Mλ))

≃H•(A
′ ⊗A L•(M))

≃H•(A
′
L

⊗AM)

which proves (i). To show (ii) we use the base change spectralsequences forTor ([75, Th.5.6.6])

E2
pq : Tor

Aµ
p (TorAλq (Mλ, Aµ), A

′
µ)⇒ TorAλp+q(Mλ, A

′
µ)

F 2
pq : Tor

A′
λ

p (TorAλq (Mλ, A
′
λ), A

′
µ)⇒ TorAλp+q(Mλ, A

′
µ).

SinceF 2
10 = 0, the natural map

F 2
01 := A′

µ ⊗A′
λ
TorAλq (Mλ, A

′
λ)→ TorAλ1 (Mλ, A

′
µ)

is an isomorphism. On the other hand, we have a surjection:

TorAλ1 (Mλ, A
′
µ)→ E2

10 := Tor
Aµ
1 (Mµ, A

′
µ)

whence the claim. ♦

We deduce from claim 4.3.37(i) that the natural map

colim
λ∈Λ

TorAλ1 (Mλ,pλ , A
′
λ)→ TorA1 (Mp, A

′) = 0

is an isomorphism. However,TorAλ1 (Mλ,pλ , A
′
λ) is a finitely generatedBλ,pλ-module by [17,

Ch.X,§6, n.4, Cor.]. We deduce thatfλµ,pλ = 0 for someµ ≥ λ; thereforeTorAµ1 (Mµ,pµ , A
′
µ) =

0, in view of claim 4.3.37(ii), and then the local flatness criterion of [28, Ch.0,§10.2.2] says
thatMµ,pµ is a flatAµ-module, so finallyMp is a flatA-module, as stated. �

Lemma 4.3.38.LetA be a ring,I ⊂ A an ideal. Then :

(i) The following are equivalent :
(a) The mapA→ A/I is flat.
(b) The mapA→ A/I is a localization.
(c) For every prime idealp ⊂ A containingI, we haveIAp = 0, especially,V (I) is

closed under generizations inSpecA.
(ii) SupposeI fulfills the conditions(a)-(c)of (i). Then the following are equivalent :

(a) I is finitely generated.
(b) I is generated by an idempotent.
(c) V (I) ⊂ SpecA is open.

Proof. (i): Clearly (b)⇒(a). Also (a)⇒(c), since every flat local homomorphism is faithfully
flat. Suppose that (c) holds; we show that the natural mapB := (1 + I)−1A → A/I is
an isomorphism. Indeed, notice thatIB is contained in the Jacobson radical ofB, hence it
vanishes, since it vanishes locally at every maximal ideal of B.
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(ii): Clearly (c)⇒(b)⇒(a). By condition (i.c), we see that every element ofI vanishes on an
open subset ofSpecA containingV (I), hence (a)⇒(c) as well. �

4.3.39. For every ringA, we letI (A) be the set of all idealsI ⊂ A fulfilling the equivalent
conditions (i.a)-(i.c) of lemma 4.3.38, andZ (A) the set of all closed subsetZ ⊂ SpecA that are
closed under generizations inSpecA. In light of lemma 4.3.38(i.c), we have a natural mapping:

(4.3.40) I (A)→ Z (A) : I 7→ V (I).

Lemma 4.3.41.The mapping(4.3.40)is a bijection, whose inverse assigns to anyZ ∈ Z (A)
the idealI[Z] consisting of all the elementsf ∈ A such thatfAp = 0 for everyp ∈ Z.

Proof. Notice first thatI[V (I)] = I for everyI ∈ I (A); indeed, clearlyI ⊂ I[V (I)], and if
f ∈ I[V (I)], thenfAp = 0 for every prime idealp containingI, hence the image off in A/I
vanishes, sof ∈ I. To conclude the proof, it remains to show that, ifZ is closed and closed
under generizations, thenV (I[Z]) = Z. However, say thatZ = V (J), and suppose thatf ∈ J ;
thenSpecAp ⊂ Z for everyp ∈ Z, hencef is nilpotent inAp, so there existsn ∈ N and an
open neighborhoodU ⊂ SpecA of p such thatfn = 0 in U . SinceZ is quasi-compact, finitely
many suchU suffice to coverZ, hence we may findn ∈ N large enough such thatfn ∈ I[Z],
whence the contention. �

Proposition 4.3.42.Letf : X ′ → X a quasi-compact and faithfully flat morphism of schemes.
Then the topological space underlyingX is the quotient ofX ′ under the equivalence relation
induced byf .

Proof. The assertion means that a subsetZ ⊂ X is open (resp. closed) if and only if the same
holds for the subsetf−1Z of X ′. For any subsetZ of X (resp. ofY ′), we denote byZ the
topological closure ofZ inX (resp. inY ′). The proposition will result from the following more
general :

Claim 4.3.43. Let g : Y ′ → X be a flat morphism of schemes,h : Y ′′ → X a quasi-compact
morphism of schemes, and setZ := h(Y ′′). Then

g−1Z = g−1Z.

Proof of the claim.Quite generally, ifT is a topological space,U ⊂ T an open subset,Z ⊂ T
any subset, andZ the topological closure ofZ in X, thenZ ∩ U is the topological closure
of Z ∩ U in U (where the latter is endowed with the topology induced byX) : indeed, set
Z ′ := Z ∩ U ,W := X \ U , and notice that

Z ∪W = Z ∪W = Z ′ ∪W = Z ′ ∪W
hence we may assume thatZ ⊂ U , in which case the assertion is obvious.

Now, let (Ui | i ∈ I) be any affine open covering ofX, and setU ′
i := g−1Ui, U ′′ := h−1Ui

for everyi ∈ I; by the foregoing, we are reduced to showing the claim withg andh replaced
by the morphismsg|U ′

i
: U ′

i → Ui andh|U ′′
i
: U ′′

i → Ui, hence we may assume thatX is affine.
Likewise, by considering an affine open covering ofY ′ and arguing similarly, we reduce to the
case whereY ′ is affine as well. In this situation, sinceh is quasi-compact,Y ′′ is a finite union of
affine open subsetsU ′′

1 , . . . , U
′′
n , hence we may replaceY ′′ by the disjoint union ofU ′′

1 , . . . , U
′′
n ,

and assume thatY ′′ is also affine. Say thatX = SpecA, Y ′ = SpecB′ andY ′′ = SpecB′′,
and denote byI ⊂ A the kernel of the ring homomorphismA → B′′ corresponding toh; then
Z = SpecA/I. Leth′ : Y ′×X Y ′′ → Y ′ be the morphism obtained fromh by base change, and
notice thatg−1Z is the image ofh′; therefore, if we letI ′ ⊂ B′ be the kernel of the induced map
B′ → B′⊗AB′′, we haveg−1Z = SpecB′/I ′. However, sinceB′ is a flatA-algebra,I ′ = IB′,
whence the claim. ♦
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Let nowZ ⊂ X be a subset, such thatZ ′ := f−1Z is closed inX ′, and endowZ ′ with the
reduced subscheme structure. The restrictionh : Z ′ → X of f is then quasi-compact, and
clearlyf−1(hZ ′) = Z ′. Thus, claim 4.3.43 says thatf−1Z = Z ′, which means thatZ = Z, i.e.
Z is closed, as stated. �

Corollary 4.3.44. LetA be a ring whose setMinA (resp.MaxA) of minimal prime (resp. max-
imal) ideals is finite. IfZ ⊂ SpecA is a subset closed under specializations and generizations,
thenZ is open and closed.

Proof. WhenMinA is finite, any suchZ is a finite union of irreducible components, hence it is
closed. But the same applies to the complement ofZ, whence the contention. WhenA is semi-
local, consider the faithfully flat mapA→ B, whereB is the product of the localizations ofA
at its maximal ideals. Clearly the assertion holds forB, hence forA, by proposition 4.3.42. �

The following result is borrowed from [65, Cor.2.6].

Proposition 4.3.45.Let R be a ring,R′ any finitely generatedR-algebra, and suppose that
SpecR is a noetherian topological space. Then the same holds forSpecR′.

Proof. Let us first remark :

Claim4.3.46. Let T be a quasi-compact and quasi-separated topological space.We have :

(i) T is noetherian if and only if every closed subset ofT is constructible.
(ii) Denote byC the set of all non-constructible closed subsets ofT , partially ordered by

inclusion. If C is not empty, it admits minimal elements, and every minimal element
of C is an irreducible subset ofT .

Proof of the claim.(i) shall be left to the reader.
(ii): Let {Zi | i ∈ I} be a totally ordered subset ofC , and setZ :=

⋂
i∈I Zi; we claim

thatZ ∈ C . Indeed, if this fails,Z is constructible, hence its complement is a quasi-compact
open subset ofT , and therefore it equalsT \Zi for somei ∈ I; but thenZ = Zi, soZi is
constructible, a contradiction. By Zorn’s lemma, we deducethatC admits minimal elements.
LetZ ∈ C be such a minimal element, and suppose thatZ is not irreducible; thenZ = Z1∪Z2

for some closed subsetsZ1, Z2 strictly contained inZ. By minimality ofZ, bothZ1 andZ2 are
constructible, and therefore the same must hold forZ, a contradiction. ♦

Let R′ be a finitely generatedR-algebra. In order to show thatSpecR′ is noetherian, we
may assume thatR′ is a free polynomialR-algebra of finite type, and then an easy induction
reduces to the case whereR′ = R[X ]. Now, supposeY := SpecR[X ] is not noetherian, and
let f : Y → X := SpecR; by claim 4.3.46 we may find an irreducible non-contructibleclosed
subsetZ ⊂ Y . By assumption, the topological closureW of f(Z) in X is an irreducible
constructible closed subset, and thereforef−1W is a constructible closed subset ofY (recall
that every morphism of schemes is continuous for the constructible topology). It follows that
every constructible subset off−1W is also constructible as a subset ofY ; especially,Z is not
constructible inf−1W . We may then replaceX byW andY by f−1W , and assume from start
thatf(Z) is a dense subset ofX andR is a domain, in which case we setK := FracR. Let
p ∈ Y be the generic point ofZ; sop is a prime ideal ofR[X ], andpK[X ] is a principal ideal
generated by some polynomialp(X) ∈ p. Let c ∈ R be the leading coefficient ofp(X), set
U := SpecR[c−1] and notice thatf(Z) ∩ U 6= ∅. Hence,Z \ f−1U is a closed subset ofY
strictly contained inZ, so it is constructible. It follows thatZ ∩ f−1U is a non-constructible
subset ofY ; sincef−1U is a constructible subset ofY , we conclude thatZ ∩ f−1U is a non-
constructible subset off−1U . Hence, we may replaceR byR[c−1] and assume from start that
pK[X ] is generated by a monic polynomialp(X) ∈ p. However, we notice :
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Claim 4.3.47. Let A be a domain,K the field of fractions ofA, p ⊂ A[X ] any ideal, and
p(X) ∈ p a monic polynomial that generatespK[X ]. Thenp(X) generatesp.

Proof of the claim.This is elementary : consider anyg(X) ∈ p, and letg(X) = q(X) · p(X) +
r(X) be the euclidean division ofg by p in K[X ]. Sincep generatespK[X ], we haver = 0,
and sincep is monic, it is easily seen thatq ∈ A[X ], whence the claim. ♦

Claim 4.3.47 says thatp is a principal ideal ofR[X ]; but in that case,Z must be constructible,
a contradiction. �

4.4. Graded rings, filtered rings and differential graded algebras.

4.4.1. Graded rings.To motivate the results of this paragraph, let us review briefly the well
known correspondance betweenΓ-gradings on a moduleM (for a given commutative groupΓ),
and actions of the diagonalizable groupD(Γ) onM .

Let S be a scheme; on the categorySch/S of S-schemes we have the presheaf of rings :

OSch/S : Sch/S → Z-Alg (X → S) 7→ Γ(X,OX).

Also, letM be anOS-module; following [24, Exp.I, Déf.4.6.1], we attach toM the OSch/S-
moduleWM given by the rule :(f : X → S) 7→ Γ(X, f ∗M). If M andN are two quasi-
coherentOS-modules, andf : S ′ → S an affine morphism, it is easily seen that

(4.4.2) Γ(S ′,HomOSch/S
(WM ,WN )) = HomOS(M, f∗OS′ ⊗OS N)

(see [24, Exp.I, Prop.4.6.4] for the details).
Let f : G→ S be a groupS-scheme,i.e. a group object in the categorySch/S. If f is affine,

we say thatG is anaffine groupS-scheme; in that case, the mutiplication lawG×S G→ G and
the unit sectionS → G correspond respectively to morphisms ofOS-algebras

∆G : f∗OG → f∗OG ⊗OS f∗OG εG : OS → f∗OG

which make commute the diagram :

f∗OG
∆G //

∆G
��

f∗OG ⊗OS f∗OG

1f∗OS
⊗∆G

��
f∗OG ⊗OS f∗OG

∆G⊗1f∗OS // f∗OG ⊗OS f∗OG ⊗OS f∗OG

as well as a similar diagram, which expresses the unit property of εG : see [24, Exp.I,§4.2].

Example 4.4.3.LetG be any commutative group. The presheaf of groups

DS(G) : Sch/S → Z-Mod (X → S) 7→ HomZ-Mod(G,O
×
X (X))

is representable by an affine groupS-schemeDS(G), called thediagonalizable group scheme
attached toG. Explicitly, if S = SpecR is an affine scheme, the underlyingS-scheme of
DS(G) is SpecR[G], and the group law is given by the map ofR-algebras

∆G : R[G]→ R[G]⊗R R[G] ∼→ R[G×G] g 7→ (g, g) for everyg ∈ G
with unit εG : R[G] → R given by the standard augmentation (see [24, Exp.I,§4.4]). For a
general schemeS, we haveDS(G) = DSpecZ(G) ×SpecZ S (with the induced group law and
unit section).

Definition 4.4.4. LetM be anOS-module,G a groupS-scheme. AG-module structureonM
is the datum of a morphism of presheaves of groups onSch/S :

hG → AutOSch/S
(WM )

(wherehG denotes the Yoneda imbedding : see (1.1.19)).
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4.4.5. Suppose now thatf : G → S is an affine groupS-scheme, andM a quasi-coherent
OS-module; in view of (4.4.2), aG-module structure onM is then the same as a map ofOS-
modules

µM :M → f∗OG ⊗OS M

which makes commute the diagrams :

M
µM //

µM
��

f∗OG ⊗OS M

∆G⊗1M
��

M
µM //

1M
((QQQQQQQQQQQQQQQQQQ f∗OG ⊗OS M

εG⊗1M

��
f∗OG ⊗OS M

1f∗OG
⊗µM

// f∗OG ⊗OS f∗OG ⊗OS M M.

Example 4.4.6.Let Γ be a commutative group; aDS(Γ)-module structure on a quasi-coherent
OS-moduleM is the datum of a morphism ofOS-modules

µM :M → OS[Γ]⊗OS M = Z[Γ]⊗Z M

which makes commute the diagrams of (4.4.5). IfS = SpecR is affine,M is associated to an
R-module which we denote also byM ; in this case,µM is the same as a system(µ(γ)

M | γ ∈ Γ)
of OS-linear endomorphisms ofM , such that :

• for everyx ∈ M , the subset{γ ∈ Γ | µ(γ)
M (x) 6= 0} is finite.

• µ(γ)
M ◦ µ

(τ)
M = δγ,τ · 1M and

∑
γ∈Γ µM = 1M .

In other words, theµ(γ)
M form an orthogonal system of projectors ofM , summing up to the

identity1M . This is the same as the datum of aΓ-grading onM : namely, for a givenDS(Γ)-
module structureµM , one lets

grγM := µ
(γ)
M (M) for everyγ ∈ Γ

and conversely, given aΓ-gradinggr•M onM , one definesµM as theR-linear map given by
the rule :x 7→ γ ⊗ x for everyγ ∈ Γ and everyx ∈ grγM .

4.4.7. Suppose now thatg : X → S is an affineS-scheme, andf : G → S an affine group
S-scheme. AG-actiononX is a morphism of presheaves of groups :

hG → AutSch/S∧(hX).

(notation of (1.1.19)); the latter is the same as a morphism of S-schemes

(4.4.8) G×S X → X

inducing aG-module structure ong∗OX :

g∗OX → f∗OG ⊗OS g∗OX

which is also a morphism ofOS-algebras. For instance, ifS = SpecR is affine, andG = DS(Γ)
for an abelian groupΓ, we may writeX = SpecA for someR-algebraB, and in view of
example 4.4.6, theG-action onX is the same as the datum of aΓ-gradedR-algebra structure
onB, in the sense of the following :

Definition 4.4.9. Let (Γ,+) be a commutative monoid,R a ring.

(i) A Γ-gradedR-algebra is a pairB := (B, gr•B) consisting of anR-algebraB and a
Γ-gradingB =

⊕
γ∈Γ grγB of theR-moduleB, such that

grγB · grγ′B ⊂ grγ+γ′B for everyγ, γ′ ∈ Γ.

A morphism ofΓ-gradedR-algebras is a map ofR-algebras which is compatible with
the gradings, in the obvious way.
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(ii) Let B := (B, gr•B) be aΓ-gradedR-algebra. AΓ-gradedB-moduleis a datum
M := (M, gr•M) consisting of aB-moduleM and aΓ-gradingM =

⊕
γ∈Γ grγM of

theR-module underlyingM , such that

grγB · grγ′M ⊂ grγ+γ′M for everyγ, γ′ ∈ Γ.

A morphism ofΓ-gradedB-module is a mapf : M → N of B-modules, such that
f(grγM) ⊂ grγN , for everyγ ∈ Γ.

(iii) If f : Γ′ → Γ is any morphism of commutative monoids, andM is anyΓ-graded
R-module, we define theΓ′-gradedR-moduleΓ′ ×Γ M by setting

grγ(Γ
′ ×Γ M) := grf(γ)M for everyγ ∈ Γ′.

Notice that ifB := (B, gr•B) is aΓ-gradedR-algebra, thenΓ′ ×Γ B with its grading
gives aΓ′-gradedR-algebraΓ′×ΓB, with the multiplication and addition laws deduced
from those ofB, in the obvious way. Likewise, if(M, gr•M) is aΓ-gradedB-module,
thenΓ′ ×Γ M is naturally aΓ′-gradedΓ′ ×Γ B-module.

(iv) Furthermore, ifN is anyΓ′-gradedR-module, we define theΓ-gradedR-moduleN/Γ

whose underlyingR-module is the same asN , and whose grading is given by the rule

grγ(N/Γ) :=
⊕

γ′∈f−1(γ)

grγN.

Just as in (iii), ifC := (C, gr•C) is aΓ′-gradedR-algebra, then we get aΓ-graded
R-algebraC/Γ, whose underlyingR-algebra is the same asC. Lastly, if (N, gr•N) is
aΓ′-gradedC-module, thenN/Γ is aΓ-gradedC/Γ-module.

Example 4.4.10.(i) For instance, theR-algebraR[Γ] is naturally aΓ-gradedR-algebra, when
endowed with theΓ-grading such thatgrγR[Γ] := γR for everyγ ∈ Γ.

(ii) Suppose thatΓ is an integral monoid. Then, to aΓ-gradedR-algebraB, the correspon-
dance described in (4.4.7) associates aDS(Γ

gp)-action onSpecB (whereS := SpecR), given
by the map ofR-algebras

ϑB : B → B[Γ] ⊂ B[Γgp] : b 7→ b · γ for everyγ ∈ Γ, and everyb ∈ grγB.

Remark 4.4.11.(i) Let R be a ring; consider a cartesian diagram of monoids

Γ3
//

��

Γ1

��
Γ2

// Γ0

and letB be anyΓ1-gradedR-algebra. A simple inspection of the definitions yields an identity
of Γ2-gradedR-algebras :

Γ2 ×Γ0 B/Γ0
= (Γ3 ×Γ1 B)/Γ2

.

(ii) Suppose thatΓ is a finite abelian group, whose order is invertible inOS. ThenDS(Γ) is
an étaleS-scheme. Indeed, in light of (2.3.52), the assertion is reduced to the case whereΓ =
Z/nZ for some integern > 0 which is invertible inOS. However,R[Z/nZ] ≃ R[T ]/(T n − 1),
which is an étaleR-algebra, ifn ∈ R×.

(iii) More generally, suppose thatΓ is a finitely generated abelian group, such that the order
of its torsion subgroup is invertible inOS. Then we may writeΓ = L ⊕ Γtor, whereL is a free
abelian group of finite rank, andΓtor is a finite abelian group as in (ii). In view of (2.3.52) and
(ii), we conclude thatDS(Γ) is a smoothS-scheme in this case.

(iv) Let Γ be as in (iii), and suppose thatX is anS-scheme with an action ofG := DS(Γ).
Then the corresponding morphism (4.4.8) and the projectionpG : G×SX → G induce an auto-
morphism of theG-schemeG×SX, whose composition with the projectionpX : G×SX → X
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equals (4.4.8). We then deduce that both (4.4.8) andpX are smooth morphisms. This observa-
tion, together with the above correspondance betweenΓ-graded algebras andDS(Γ)-actions, is
the basis for a general method, that allows to prove properties of graded rings, provided they can
be translated as properties of the corresponding schemeswhich are well behaved under smooth
base changes. We shall present hereafter a few applications of this method.

Proposition 4.4.12.Let Γ be an integral monoid,B a Γ-graded (commutative, unitary) ring,
and suppose that the order of any torsion element ofΓgp is invertible inB. Then :

(i) nil(B[Γ]) = nil(B) · B[Γ].
(ii) nil(B) is aΓ-graded ideal ofB.

Proof. (i): Clearly nil(B) · B[Γ] ⊂ nil(B[Γ]). To show the converse inclusion, it suffices to
prove thatnil(B[Γ]) ⊂ pB[Γ] for every prime idealp ⊂ B, or equivalently thatB/p[Γ] is a
reduced ring for every suchp. Since the natural mapΓ → Γgp is injective, we may further
replaceΓ by Γgp, and assume thatΓ is an abelian group. In this case,B/p[Γ] is the filtered
union of the ringsB/p[H ], whereH runs over the finitely generated subgroups ofΓ; it suffices
therefore to prove that eachB/p[H ] is reduced, so we may assume thatΓ is finitely generated,
and the order of its torsion subgroup is invertible inB. In this case,B/p[Γ] is a smoothB/p-
algebra (remark 4.4.11(iii)), and the assertion follows from [33, Ch.IV, Prop.17.5.7].

(ii): The assertion to prove is thatnil(B) =
⊕

γ∈Γ nil(B) ∩ grγB. However, letϑB : B →
B[Γ] be the map defined as in example 4.4.10(ii); now, (i) implies thatϑB restricts to a map
nil(B)→ nil(B) ·B[Γ], whence the contention. �

For a ring homomorphismA → B, let us denote by(A,B)ν the integral closure ofA in B.
We have the following :

Proposition 4.4.13.LetΓ be an integral monoid,f : A → B a morphism ofΓ-graded rings,
and suppose that the order of any torsion element ofΓgp is invertible inA. Then :

(i) (A,B)ν [Γgp] = (A[Γgp], B[Γgp])ν .
(ii) The grading ofB restricts to aΓ-grading on the subring(A,B)ν .

Proof. (i): We easily reduce to the case whereΓ is finitely generated, in which caseA[Γgp] is a
smoothA-algebra (remark 4.4.11(iii)), and the assertion follows from [31, Ch.IV, Prop.6.14.4].

(ii): We consider the commutative diagram

A
ϑA //

f

��

A[Γ]

f [Γ]
��

B
ϑB // B[Γ]

whereϑA andϑB are defined as in example 4.4.10(ii). Say thatb ∈ (A,B)ν ; thenϑB(b) ∈
(A[Γ], B[Γ])ν . In light of (i), it follows thatϑB(b) ∈ (A,B)ν [Γgp] ∩ B[Γ] = (A,B)ν [Γ]. The
claim follows easily. �

Corollary 4.4.14. In the situation of proposition4.4.12, suppose moreover, thatB is a domain.
Then we have :

(i) The integral closureBν of B in its field of fractions isΓgp-graded, and the inclusion
mapB → Bν is a morphism ofΓgp-graded rings.

(ii) Suppose furthermore, thatΓ is saturated. ThenBν is aΓ-graded ring.

Proof. (Notice that, sinceΓ is integral, the grading ofB extends trivially to aΓgp-grading, by
settinggrγB := 0 for everyγ ∈ Γgp \ Γ.) ClearlyB is the filtered union of its subalgebras
∆ ×Γ B, where∆ ranges over the finitely generated submonoids ofΓ. Hence, we are easily
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reduced to the case whereΓ is finitely generated. LetS be the multiplicative system of all non-
zero homogeneous elements ofB. It is easily seen thatA := S−1B is aΓgp-graded algebra,
K := gr0A is a field, anddimK grγA = 1 for everyγ ∈ Γgp. Moreover, we have

grγA · grγ′A = grγ+γ′A for everyγ, γ′ ∈ Γgp.

Claim 4.4.15. A is a normal domain, and ifΓ is saturated,Γ×Γgp A is normal as well.

Proof of the claim.Pick a decompositionΓgp = L⊕ T , whereL is a free abelian group, andT
is the torsion subgroup ofΓgp. It follows easily that the induced map ofK-algebras

(L×Γgp A)⊗K (T ×Γgp A)→ A

is an isomorphism. Moreover,E := T ×Γgp A is a finite field extension ofK, andL×Γgp A ≃
K[L]. Summing up,A is isomorphic toE[L], whence the first assertion.

Next, suppose thatΓ is saturated; thenΓ ≃ Γ♯×Γ× (lemma 3.2.10), and we have a decompo-
sitionΓ× = H⊕T , whereH is a free abelian group. In this case, we may takeL := (Γ♯)gp⊕H,
and the foregoing isomorphism induces an identification

Γ×Γgp A ≃ E[Γ♯ ⊕H ]

so the second assertion follows, taking into account theorem 3.4.16(iii). ♦

The corollary now follows straightforwardly from claim 4.4.15 and proposition 4.4.13. �

Proposition 4.4.16.Suppose that(Γ′,+)→ (Γ,+) is a morphism of fine monoids,B a finitely
generated (resp. finitely presented)Γ-gradedR-algebra, andM a finitely generated (resp.
finitely presented)Γ-gradedB-module. We have :

(i) Γ′ ×Γ B is a finitely generated (resp. finitely presented)R-algebra.
(ii) Γ′ ×Γ M is a finitely generated (resp. finitely presented)Γ′ ×Γ B-module.

(iii) grγM is a finitely generated (resp. finitely presented)gr0B-module, for everyγ ∈ Γ.

Proof. Let BM denote the direct sumB ⊕M , endowed with theR-algebra structure given by
the rule :

(b1, m1) · (b2, m2) = (b1b2, b1m2 + b2m1) for everyb1, b2 ∈ B andm1, m2 ∈M.

Notice thatBM is characterized as the uniqueR-algebra structure for whichM is an ideal with
M2 = 0, the natural projectionBM → B is a map ofR-algebras, and theB-module structure
onM induced viaπ agrees with the givenB-module structure onM .

Claim 4.4.17. The following conditions are equivalent :

(a) TheR-algebraBM is finitely generated (resp. finitely presented).
(b) B is a finitely generated (resp. finitely presented)R-algebra andM is a finitely gener-

ated (resp. finitely presented)B-module.

Proof of the claim. (b)⇒(a): Suppose first thatB is a finitely generatedR-algebra, andM
is a finitely generatedB-module. Pick a system of generatorsΣB := {b1, . . . , bs} for B and
ΣM := {m1, . . . , mk} forM . Then it is easily seen thatΣB ∪ΣM generates theR-algebraBM .

For the finitely presented case, pick a surjection ofR-algebrasϕ : R[T1, . . . , Ts]→ B and of
B-moduleψ : B⊕k →M . LetΣ′

B be a finite system of generators of the idealKerϕ. Pick also
a finite systemb1, . . . , br of generators of theB-moduleKerψ; we may writebi =

∑k
j=1 bijej

for certainbij ∈ B (wheree1, . . . , ek is the standard basis ofB⊕k). For everyi ≤ r andj ≤ k,
pickPij ∈ ϕ−1(bij). It is easily seen thatBM is isomorphic to theR-algebraR[T1, . . . , Ts+k]/I,
whereI is generated byΣ′

B ∪ {
∑k

j=1 PijTj+s | i = 1, . . . , r} ∪ {Ti+sTj+s | 0 ≤ i, j ≤ k}.
(a)⇒(b): Suppose thatBM is a finitely generatedR-algebra, and letc1, . . . , cn be a system of

generators. For everyi = 1, . . . , n, we may writeci = bi +mi for uniquebi ∈ B andmi ∈M .
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SinceM2 = 0, it is easily seen thatm1, . . . , mn is a system of generators for theB-moduleM ,
and clearlyb1, . . . , bn is a system of generators for theR-algebraB.

Next, suppose thatBM is finitely presented overR. We may find a system of generators of
the typeb1, . . . , bs, m1, . . . , mk for certainbi ∈ B andmj ∈ M . We deduce a surjection of
R-algebras

ϕ : R[T1, . . . , Ts+k]/(Ts+iTs+j | 0 ≤ i, j ≤ k)→ BM

such thatTi 7→ bi for everyi ≤ s andTj+s 7→ mj for everyj ≤ k. It is easily seen thatKerϕ
is generated by the classes of finitely many polynomialsP1, . . . , Pr, where

Pi = Qi(T1, . . . , Ts) +
k∑

j=1

Ts+jQij(T1, . . . , Ts) i = 1, . . . , r

for certain polynomialsQi, Qij ∈ R[T1, . . . , Ts]. It follows easily thatB = R[T1, . . . , Ts]/I,
whereI is the ideal generated byQ1, . . . , Qr, andM is isomorphic to theB-moduleB⊕k/N ,
whereN is the submodule generated by the system{∑k

j=1Qij(b1, . . . , bs)ej | i = 1, . . . , r} ♦
Suppose now thatB is a finitely generatedR-algebra; thenB is generated by finitely many

homogeneous elements, sayb1, . . . , bs of degrees respectivelyγ1, . . . , γs. Thus, we may define
surjections of monoids

(4.4.18) N⊕s → Γ : ei 7→ γi for i = 1, . . . , s

(wheree1, . . . , es is the standard basis ofN⊕s) and ofR-algebrasϕ : C → B, whereC :=
R[N⊕s] is a free polynomialR-algebra. Notice thatC is a N⊕s-gradedR-algebra, and via
(4.4.18) we may regardϕ as a morphism ofΓ-gradedR-algebrasC/Γ → B. ThenI := ker ϕ
is aΓ-graded ideal ofC, and if we setP := N⊕s×Γ Γ

′ we deduce an isomorphism ofΓ′-graded
R-algebras

B′ := Γ′ ×Γ B
∼→ (P ×N⊕s C)/Γ′/(Γ′ ×Γ I)

(see remark 4.4.11(i)).

Claim4.4.19. P ×N⊕s C is a finitely presentedR-algebra.

Proof of the claim.Indeed, thisR-algebra is none else thanR[P ], hence the assertion follows
from corollary 3.4.2 and lemma 3.1.7(i). ♦

From claim 4.4.19 it follows already thatB′ is a finitely generatedR-algebra. Now, suppose
thatM is a finitely generatedB-module, and setM ′ := Γ′ ×Γ M ; notice that

(4.4.20) Γ′ ×Γ (BM) = B′
M ′ .

In view of claim 4.4.17, we deduce thatM ′ is a finitely generatedB′-module. Next, in caseB
is a finitely presentedR-algebra,I is a finitely generated ideal ofC/Γ; as we have just seen, this
implies thatΓ′ ×Γ I is a finitely generated(Γ′ ×Γ C/Γ)-module, and then claim 4.4.19 shows
thatB′ is a finitely presentedR-algebra. This concludes the proof of (i).

Lastly, if moreoverM is a finitely presentedB-module, assertion (i), together with (4.4.20)
and claim 4.4.17 say thatM ′ is a finitely presentedB′-module; thus, also assertion (ii) is proven.

(iii): For any givenγ ∈ Γ, let us consider the morphismf : N→ Γ such that1 7→ γ, and set
B′ := N×Γ B. By (i), theR-algebraB′ is finitely generated (resp. finitely presented), and the
B′-moduleM ′ := N×ΓM is finitely generated (resp. finitely presented). After replacingB by
B′ andM byM ′, we may then assume from start thatΓ = N, and we are reduced to showing
thatgr1M is a finitely generated (resp. finitely presented)gr0B-module.



264 OFER GABBER AND LORENZO RAMERO

Let m1, . . . , mt be a system of generators ofM consisting of homogeneous elements of
degrees respectivelyj1, . . . , jt. We endowB⊕t with theN-grading such that

grkB
⊕t :=

t⊕

i=1

grk−jiBei

(wheree1, . . . , et is the standard basis ofB⊕t); then theB-linear mapB⊕t → M given by
the ruleei 7→ mi for everyi = 1, . . . , t is a morphism ofN-gradedB-modules, and ifM is
finitely presented, its kernel is generated by finitely many homogeneous elementsb1, . . . , bs.
In the latter case, endow againB⊕s with the uniqueN-grading such that theB-linear map
ϕ : B⊕s → B⊕t given by the ruleei 7→ bi for everyi = 1, . . . , s is a morphism ofN-graded
B-modules. Now, in order to check thatgr1M is a finitely generatedgr0B-module, it suffices
to show that the same holds forgr1B

⊕t. The latter is a direct sum ofgr0B-modules isomorphic
to eithergr0B or gr1B. Likewise, ifM is finitely presented,gr1M = Coker gr1ϕ, and again,
gr1B

⊕s is a direct sum ofgr0B-modules isomorphic to eithergr0B or gr1B; hence in order to
check thatgr1M is a finitely presentedgr0B-module, it suffices to show thatgr1B is a finitely
presentedgr0B-module. In either event, we are reduced to the case whereΓ = N andM = B.

However, from (ii) we deduce especially thatgr0B = {0} ×N B is a finitely generated (resp.
finitely presented)R-algebra, henceB is a finitely generated (resp. finitely presented)B0-
algebra as well; we may then assume thatR = gr0B. Let Σ be a system of homogeneous
generators for theR-algebraB; we may then also assume that

(4.4.21) Σ ∩ gr0B = ∅.

Then it is easily seen that theR-modulegr1B is generated byΣ∩gr1B. Lastly, ifB is a finitely
presentedR-algebra, we consider the natural surjectionψ : R[Σ]→ B from the free polynomial
R-algebra generated by the setΣ, and endowR[Σ] with the unique grading for whichψ is a map
of N-gradedR-algebras; thenI := Kerψ is a finitely generatedN-graded ideal withgr0I = 0.
As usual, we pick a finite systemΣ′ of homogeneous generators forI; clearlyB1 is isomorphic
to gr1B0[Σ]/gr1I. On the other hand, (4.4.21) easily implies thatgr1R[Σ] is a freeR-module of
finite rank, and moreovergr1I is generated byΣ′ ∩ gr1I; especially,gr1B is a finitely presented
R-module in this case, and the proof is complete. �

4.4.22. Let(Γ,+) be a monoid,R a ring,B := (B, gr•B) a Γ-gradedR-algebra, andM a
Γ-gradedB-module. We denote byM [γ] theΓ-gradedB-module whose underlyingB-module
isM , and whose grading is given by the rule :

grβM [γ] := grβ+γM for everyγ ∈ Γ.

Remark 4.4.23. (i) In the situation of (4.4.22), pick any systemx := (xi | i ∈ I) of homo-
geneous generators ofM , and say thatxi ∈ grγiM for every i ∈ I. Then we may define a
surjective map ofΓ-gradedB-modules

L :=
⊕

i∈I

B[−γi]→M : ei 7→ xi for everyi ∈ I

where(ei | i ∈ I) denotes the canonical basis of the freeB-moduleL (notice thatei ∈ grγiL
for everyi ∈ I).

(ii) In caseM is a finitely generatedB-module, we may pick a finite systemx as above, and
thenL shall be a freeB-module of finite rank.

(iii) Especially, suppose thatB is a coherent ring andM is finitely presented as aB-module;
then, in the situation of (ii), the kernel of the surjectionL → M shall be again a finitely
presentedΓ-gradedB-module, so we can repeat the above construction, and find inductively a
resolution

Σ : · · · → Ln
dn−−→ Ln−1 → · · · → L0

d0−−→M
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such thatLn is a freeB-module of finite rank, and the mapdn is a morphism ofΓ-graded
B-modules, for everyn ∈ N.

(iv) In the situation of (iii), suppose furthermore thatB is a flatR-algebra, in which case
grγB is a flatR-module, for everyγ ∈ Γ. Then it is clear that the resolutionΣ yields, in each
degreeγ ∈ Γ a flat resolutionΣγ of theR-modulegrγM .

4.4.24. Filtered rings and Rees algebras.Some of the following material is borrowed from [9,
Appendix III], where much more can be found.

Definition 4.4.25. LetR be a ring,A anR-algebra.

(i) An R-algebra filtration onA is an increasing exhaustive filtrationFil•A indexed byZ
and consisting ofR-submodules ofA, such that :

1 ∈ Fil0A and FiliA · FiljA ⊂ Fili+jA for everyi, j ∈ Z.

The pairA := (A,Fil•A) is called afilteredR-algebra.
(ii) Let M be anA-module. AnA-filtration onM is an increasing exhaustive filtration

Fil•M consisting ofR-submodules, and such that :

FiliA · FiljM ⊂ Fili+jM for everyi, j ∈ Z.

The pairM := (M,Fil•M) is called afilteredA-module.
(iii) Let U be an indeterminate. TheRees algebraofA is theZ-graded subring ofA[U, U−1]

R(A)• :=
⊕

i∈Z

U i · FiliA.

(iv) Let M := (M,Fil•M) be a filteredA-module. TheRees moduleof M is the graded
R(A)•-module :

R(M)• :=
⊕

i∈Z

U i · FiliM.

Lemma 4.4.26.Let R be a ring,A := (A,Fil•A) a filteredR-algebra,gr•A the associated
gradedR-algebra,R(A)• ⊂ A[U, U−1] the Rees algebra ofA. Then there are natural isomor-
phisms of gradedR-algebras :

R(A)•/UR(A)• ≃ gr•A R(A)•[U
−1] ≃ A[U, U−1]

and ofR-algebras :
R(A)•/(1− U)R(A)• ≃ A.

Proof. The isomorphisms withgr•A and withA[U, U−1] follow directly from the definitions.
For the third isomorphism, it suffices to remark thatA[U, U−1]/(1− U) ≃ A. �

Definition 4.4.27. LetR be a ring,A := (A,Fil•A) a filteredR-algebra.

(i) Suppose thatA is of finite type overR, let x := (x1, . . . , xn) be a finite set of gener-
ators forA as anR-algebra, andk := (k1, . . . , kn) a sequence ofn integers; thegood
filtration Fil•A attached to the pair(x,k) is theR-algebra filtration such thatFiliA is
theR-submodule generated by all the elements of the form

n∏

j=1

x
aj
j where :

n∑

j=1

ajkj ≤ i and a1, . . . , an ≥ 0

for everyi ∈ Z. A filtration Fil•A onA is said to begood if it is the good filtration
attached to some system of generatorsx and some sequence of integersk.

(ii) The filtrationFil•A is said to bepositiveif it is the good filtration associated to a pair
(x,k) as in (i), such that moreoverki > 0 for everyi = 1, . . . , n.
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(iii) Let M be a finitely generatedA-module. AnA-filtrationFil•M is called agood filtra-
tion if R(M,Fil•M)• is a finitely generatedR(A)•-module.

Example 4.4.28.LetA := R[t1, . . . , tn] be the freeR-algebra inn indeterminates. Choose any
sequencek := (k1, . . . , kn) of integers, and denote byFil•A the good filtration associated to
t := (t1, . . . , tn) andk. ThenR(A,Fil•A)• is isomorphic, as a gradedR-algebra, to the free
polynomial algebraA[U ] = R[U, t1, . . . , tn], endowed with the grading such thatU ∈ gr1A[U ]
andtj ∈ grkjA[U ] for everyj ≤ n. Indeed, a graded isomorphism can be defined by the rule :
U 7→ U andtj 7→ Ukj · tj for everyj ≤ n. The easy verification shall be left to the reader.

4.4.29. LetA andM be as in definition 4.4.27(iii); suppose thatm := (m1, . . . , mn) is a finite
system of generators ofM , and letk := (k1, . . . , kn) be an arbitrary sequence ofn integers. To
the pair(m,k) we associate a filteredA-moduleM := (M,Fil•M), by declaring that :

(4.4.30) FiliM := m1 · Fili−k1A+ · · ·+mn · Fili−knA for everyi ∈ Z.

Notice that the homogeneous elementsm1 ·Uk1 , . . . , mn ·Ukn generate the graded Rees module
R(M)•, henceFil•M is a goodA-filtration. Conversely :

Lemma 4.4.31.For every good filtrationFil•M onM , there exists a sequencem of generators
ofM and a sequence of integersk, such thatFil•M is of the form(4.4.30).

Proof. Suppose thatFil•M is a good filtration; thenR(M)• is generated by finitely many ho-
mogeneous elementsm1 · Uk1 , . . . , mn · Ukn . Thus,

R(M)i := U i · FiliM = m1 · Uk1 · Ai−k1 + · · ·+mn · Ukn ·Ai−kn for everyi ∈ Z

which means that the sequencesm := (m1, . . . , mn) andk := (k1, . . . , kn) will do. �

4.4.32. LetA → B be a map of noetherian rings,I ⊂ A an ideal,M a finitely generated
A-module, andN a finitely generatedB-module. It is easily seen that

Ti := TorAi (M,N)

is a finitely generatedB-module, for everyi ∈ N. We endowA (resp.B) with its I-adic (resp.
IB-adic) filtration, extended to negative integers, by the rule Ik := A for everyk ≤ 0, and
denote byA (resp.B) the resulting filtered ring. Also, we define aB-filtration onTi, by the
rule :

FilnTi := Im (TorAi (I
nM,N)→ Ti) for everyi ∈ N andn ∈ Z.

Proposition 4.4.33.TheB-filtration Fil•Ti is good, for everyi ∈ N.

Proof. Pick a finite set of generatorsf1, . . . , fr for I, and consider the surjective map of graded
A-algebras

(4.4.34) A[U, t1, . . . , tr]→ R(A)• : U 7→ 1 ∈ R(A)−1 ti 7→ fi for i = 1, . . . , r

(for the grading ofA[U, t1, . . . , tr] that places the indeterminatest1, . . . , tr in degree1, andU
in degree−1). TheB-module

(4.4.35) Pi,• :=
⊕

n∈Z

TorAi (I
nM,N)

carries a natural structure of gradedB ⊗A R(A)•-module, whence a gradedB[U, t1, . . . , tr]-
module structure as well, via (4.4.34), and it suffices to show :

Claim 4.4.36. Pi,• is a finitely generatedB[U, t1, . . . , tr]-module, for everyi ∈ N.
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Proof of the claim. Let Fil•M be theI-adic filtration onM , and notice thatR(M,Fil•M)• is
a finitely generatedR(M)•-module;a fortiori, it is a finitely generated gradedA[U, t1, . . . , tr]-
module. By remark 4.4.23(iv), we may then find a resolution

· · · → Ln
dn−−→ Ln−1 → · · · → L0

d0−−→ R(M,Fil•M)•

where eachLn is a freeA[U, t1, . . . , tr]-module of finite rank, eachdn is a morphism of graded
A[U, t1, . . . , tr]-modules, and the restriction of the resolution to the summands of degreei is
a flat resolution ofI iM , for every i ∈ N. There follows a natural isomorphism of graded
B-modules

(4.4.37) Pi,•
∼→ Hi(L• ⊗A B) for everyi ∈ N

and a simple inspection shows that theB[U, t1, . . . , tr]-module structure onPi,• deduced via
(4.4.37) agrees with the foregoing one, so the assertion follows. �

4.4.38. In the situation of (4.4.32), setAn := A/In+1 for everyn ∈ N. We deduce, for every
i ∈ N, a morphism of projective systems ofB-modules

X i
• := (TorAi (M,N)⊗A An | n ∈ N)

ϕi•−−→ Y i
• := (TorAi (M ⊗A An, N) | n ∈ N)

where the transition maps ofX i
• andY i

• are induced by the projectionsAn+1 → An, for every
n ∈ N, and the morphismsϕin are induced by the projectionsM →M ⊗A An.

Corollary 4.4.39. With the notation of(4.4.38), we have :

(i) The morphismϕi• is an isomorphism of pro-B-modules, for everyi ∈ N.
(ii) The natural map

lim
n∈N

TorAi (M,N)⊗A An → lim
n∈N

TorAi (M/InM,N)

is an isomorphism, for everyi ∈ N.

Proof. (i): The assertion means that the systems(Kerϕin | n ∈ N) and(Cokerϕin | n ∈ N) are
essentially zero, for everyi ∈ N. However, setU := 1 ∈ R(A)−1, and notice that the long exact
TorA• (−, N)-sequence arising from the short exact sequence

0→ InM →M → M/InM → 0

yields a natural identification

Cokerϕn = Ker (Un : Pi,n → Pi,0)

wherePi,• is defined as in (4.4.35), andUn denotes the scalar multiplication by the same ele-
ment, for the naturalR(A)•-module structure ofPi,•. Moreover, under this identification, the
system(Cokerϕi• | n ∈ N) becomes a direct summand of the system ofB-modules

(4.4.40) (KerUn : Pi,• → Pi,• | n ∈ N)

whose transition maps are given by multiplication byU . By the same token, the projective
system(Kerϕin | n ∈ N) is a quotient of the projective systemZ i

• := (FilnTi ⊗A An | n ∈ N),
for every i ∈ N. Now, it follows easily from proposition 4.4.33 and lemma 4.4.31, that, for
everyi ∈ N, there existsc ∈ N such that

Filn+k+cTi ⊂ In+kTi ⊂ IkFilnTi for everyk, n ∈ N.

Taking k = n, we conclude that the systemZ i
• is essentially zero, so the same holds for

(Kerϕin | n ∈ N), for everyi ∈ N. Lastly, sinceB[U, t1, . . . , tr] is noetherian, claim 4.4.36 im-
plies that there existsN ∈ N such thatKerUN+k = KerUN for everyk ∈ N. It follows easily
that the system (4.4.40) is essentially zero, and then the same holds for(Cokerϕin | n ∈ N), for
everyi ∈ N.
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(ii) is a standard consequence of (i) : see [75, Prop.3.5.7]. �

4.4.41. Differential graded algebras.The material of this paragraph shall be applied in section
4.5, in order to study certain strictly anti-commutative graded algebras constructed via homo-
topical algebra. Especially, the graded algebras appearing in this paragraph are usuallynot
commutative, unless it is explicitly said otherwise.

Definition 4.4.42. LetA be any ring.
(i) A differential gradedA-algebrais the datum of

• a complex(B•, d•B) of A-modules
• anA-linear mapµpq : Bp ⊗A Bq → Bp+q for everyp, q ∈ Z

such that the following holds :

(a) SetB :=
⊕

p∈ZB
p; then the system of mapsµ•• adds up to a mapµ : B ⊗A B → B,

and one requires that the resulting pair(B, µ) is an associative unitaryZ-gradedA-
algebra. Then, one setsa · b := µ(a⊗ b), for everya, b ∈ B.

(b) We have the identities

dp+qB (a · b) = dpB(a) · b+ (−1)p · a · dqB(b) for everyp, q ∈ Z and everya ∈ Bp, b ∈ Bq.

We callB theassociated gradedA-algebraofB•. A morphismB• → C• of differential graded
A-algebras is a map of complexes ofA-modules such that the induced map of associated graded
A-modules is a map ofA-algebras. We denote by

A-dga

the resulting category of differential gradedA-algebras.
(ii) We say that the differential gradedA-algebraB• is strictly anti-commutative, if we have

(i) a · b = (−1)pq · b · a for everyp, q ∈ Z and everya ∈ Bp, b ∈ Bq

(ii) a · a = 0 for everyp ∈ Z and everya ∈ B2p+1.

If only condition (a) holds, we say thatB• is anti-commutative.
(iii) Let (B•, d•B) be a differential gradedA-algebra,B its associated gradedA-algebra, and

(M•, d•M) a complex ofA-modules.

(a) We say thatM• is a leftB•-moduleif the A-moduleM :=
⊕

p∈ZM
p is a graded left

B-module (for the naturalZ-grading onM), and we have

dp+qM (b ·m) = (dpBb) ·m+ (−1)p · b · dqM(m)

for everyp, q ∈ Z, everyb ∈ Bp, and everym ∈M q.
(b) We say thatM• is aright B•-moduleif M is a graded rightB-module, and we have

dp+qM (m · a) = dqM(m) · a + (−1)q ·m · dpM(a)

for everyp, q ∈ Z, everyb ∈ Bp, and everym ∈M q.
(c) We say thatM• is aB-bimoduleif it is both a left and rightB•-module, and with

theseB•-modules structures, theA-moduleM becomes aB-bimodule (i.e. the left
multiplication commutes with the right multiplication).

We callM theassociated gradedB-moduleof M . A morphismM• → N• of left (resp. right,
resp. bi-)B•-modules is a map of complexes ofA-modules, such that the induced map of
associated gradedA-modules is a map of left (resp. right, resp. bi-)B-modules.

(iv) Let C• be anyZ-gradedA-algebra, andM• anyZ-gradedC•-bimodule. AnA-linear
graded derivationfromC• toM• is a morphism of gradedA-modules∂ : C• →M• such that

∂(xy) = ∂(x) · y + x · ∂(y) for everyx, y ∈ C.
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Remark 4.4.43.LetB• be any differential gradedA-algebra.
(i) Notice that condition (b) of definition 4.4.42(i) is the same as saying thatµ•• induces a

map of complexes
µ• : B• ⊗A B• → B•.

Moreover, in light of example 4.1.8(i), we see thatB• is anti-commutative if and only if the
diagram

B• ⊗A B•

µ• %%KKKKKKKKKK

∼ // B• ⊗A B•

µ•yyssssssssss

B•

commutes, where the horizontal arrow is the isomorphism (4.1.9) that swaps the two tensor
factors. Hence, in some sense this is actually a commutativity condition.

(ii) Likewise, if M• is a complex ofA-modules with a graded left (right)B-module structure
on the associated gradedA-moduleM , thenM• is a left (resp. right)B•-module if and only if
the scalar multiplication of theB-moduleM induces a map of complexes

B• ⊗AM• →M• ( resp.M• ⊗A B• →M• ).

(iii) It is easily seen that the multiplication mapsµpq induceA-linear maps

(HpB•)⊗A (HqB•)→ Hp+qB• for everyp, q ∈ Z

anf if we letH•B• :=
⊕

p∈ZH
pB•, then the resulting map

(H•B•)⊗A (H•B•)→ H•B•

endowsH•B• with a structure ofZ-graded associative unitaryA-algebra, which shall be strictly
anti-commutative whenever the same holds forB•. Likewise, ifM• is any left (resp. right, resp.
bi) B•-module, thenH•M• is naturally aZ-graded left (resp. right, resp. bi)H•B•-module.

(iv) Let M• be a leftB•-module, and denote byµpqM : Bp ⊗AM q → Mp+q the(p, q)-graded
component of the scalar multiplication ofM•, for everyp, q ∈ Z. ThenM•[1] is also naturally
a leftB•-module, with scalar multiplicationµ••

M [1] given by the rule :

µpqM [1] := (−1)p · µp,q+1
M for everyp, q ∈ Z.

Likewise, ifN• is a rightB•-module, with scalar multiplicationµ••
N , thenN•[1] is naturally a

rightB•-module, with multiplicationµ••
N [1] given by the rule :

µpqN [1] := µp,q+1
N for everyp, q ∈ Z.

Lastly, if P • is aB•-bimodule, then the left and rightB•-module structure defined above on
P •[1], amount to a naturalB-bimodule structure onP •[1].

(v) Let C• be anyZ-gradedA-algebra,N• anyZ-graded left (resp. right, resp. bi-)B-
module. We letN [1]• be the gradedA-module given by the ruleN [1]p := Np+1 for every
p ∈ Z. We shall always viewN [1]• as a left (resp. right, resp. bi-)B-module, via the scalar
multiplications obtained from those ofN•, following the rules spelled out in (iv). This ensures
that the functor fromB•-modules toH•B•-modules that assigns to anyB•-moduleM• its
homologyH•M•, is compatible with shift operators.

4.4.44. LetA be ring,(B•, d•B) any differential gradedA-algebra, andI• ⊂ B• a (graded)
two-sided ideal ofB• (i.e. a bi-submodule of theB•-bimoduleB•). Let

∂ : H•(B•/I•)→ H•I•[1]

denote the natural map induced by the short exact sequence ofcomplexes

0→ I• → B• → B•/I• → 0.
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We have :

Lemma 4.4.45.In the situation of(4.4.44), the map∂ is anA-linear graded derivation of the
gradedA-algebraH•(B•/I•).

Proof. Indeed, leta andb be any two cycles of the complexB•/I• in degreep andq, anda,
b the respective classes; lifta andb to some elements̃a ∈ Bp and b̃ ∈ Bq, so that∂(a · b) is
the class inHp+q+1I• of dB(ã · b̃) = dB(ã) · b̃ + (−1)p · ã · dB (̃b). SincedB(ã) (resp.dB (̃b))
represents the class of∂(a) (resp. of∂(b)), the assertion follows from the explicit description
of the bimodule structure onI•[1] provided by remark 4.4.43(iv). �

4.4.46. LetB• andC• be two differential gradedA-algebras. We may endow the complex
B• ⊗A C• with a structure of differential gradedA-algebra, by the following rule :

(x1⊗y1) ·(x2⊗y2) := (−1)j1i2 ·(x1x2)⊗(y1y2) for everyxl ∈ Bil, yl ∈ Cjl, with l = 1, 2.

It is easily seen that, if bothB• andC• are anti-commutative, the same holds forB• ⊗A C•. In
terms of morphisms of complexes, this multiplication law corresponds to the composition

(B• ⊗A C•)⊗A (B• ⊗A C•)
∼→ (B• ⊗A B•)⊗A (C• ⊗A C•)

µ•B⊗Aµ
•
C−−−−−−→ B• ⊗A C•

where the first isomorphism is obtained by composing the associativity isomorphisms of exam-
ple 4.1.8(ii) and the isomorphisms (4.1.9) that swap the tensor factors. Hereµ•

B andµ•
C are the

multiplication maps ofB• andC•.
Suppose now that bothB• andC• are bounded above complexes; presumably, in this case

there is a canonical way to define a differential graded algebra structure as well on (suitable
representatives for)

D• := B•
L

⊗A C•

in such a way that this structure is well defined as an object ofthe derived category ofA-dga
(the latter should be, as usual, the localization ofA-dga, by the multiplicative system of quasi-
isomorphisms). More modestly, we shall endow the gradedA-moduleH•D

• with a natural
structure of associative gradedA-algebra, in such a way that the natural map

(4.4.47) H•D
• :=

⊕

i∈Z

TorAi (B
•, C•)→ H•(B

• ⊗A C•)

is a morphism of gradedA-algebras. The multiplication ofH•D• is defined as the composition

HiD
• ⊗A HjD

• α−→ TorAi+j(B
• ⊗A B•, C• ⊗A C•)

µ−→ Hi+jD
• for everyi, j ∈ Z

whereα is the bilinear pairing provided by (4.1.14), and withµ := TorAi+j(µ
•
B, µ

•
C).

Let us check first that the foregoing rule does define an associative multiplication onH•D
•.

To this aim, setB•
2 := B• ⊗A B•, B•

3 := B• ⊗A B•
2 and define likewiseC•

2 andC•
3 ; a little

diagram chase, together with (4.1.15), reduces to verifying the commutativity of the diagram

TorAi (B
•
2 , C

•
2)⊗A HjD

•
µ⊗A1HiD•

//

��

HiD
• ⊗A HjD

•

��

HiD
• ⊗A TorAj (B

•
2 , C

•
2)

1HjD
•⊗Aµ

oo

��

TorAi+j(B
•
3 , C

•
3)

γ // TorAi+j(B
•
2 , C

•
2) TorAi+j(B

•
3 , C

•
3)

δoo

whose vertical arrows are the bilinear pairings of (4.1.14), and with

γ := TorAi+j(µ
•
B ⊗A 1B• , µ•

C ⊗A 1C•) δ := TorAi+j(1B• ⊗A µ•
B, 1C• ⊗A µ•

C).
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We show the commutativity of the left subdiagram; the same argument applies to the right one.
Unwinding the definitions, we come down to checking the commutativity, in D(A-Mod), of
the diagram of complexes

(P •
B2
⊗A C•

2)⊗A (P •
B ⊗A C•) ∼ //

ϑ•

��

(P •
B2
⊗A P •

B)⊗A C•
3

ϕ•
12,3⊗A1C•

3 // P •
B3
⊗A C•

3

η•

��
(P •

B ⊗A C•)⊗A (P •
B ⊗A C•)

∼ // (P •
B ⊗A P •

B)⊗A C•
2

ϕ•
1,23⊗A1C•

3 // P •
B2
⊗A C•

2

(notation of (4.1.12)), withϑ• := (P •
µB
⊗Aµ•

C)⊗A1P •
B⊗AC• andη• := P •

µB⊗A1B
⊗A(µ•

C⊗A1C•),
and whereϕ•

12,3 andϕ•
1,23 are as in (4.1.14) (and with the isomorphisms given by compositions

of associativity and swapping isomorphisms). A direct inspection shows that this diagram com-
mutes up to homotopy, as required.

Next, we check that (4.4.47) is a map of gradedA-algebras. Unwinding the definitions, we
see that – with the notation of (4.1.14) – the multiplicationof H•D

• is the map on homology
induced by the composition

(P •
B ⊗A C•)⊗A (P •

B ⊗A C•)
∼→ (P •

B ⊗A P •
B)⊗A C•

2 → P •
B2
⊗A C• → P •

B ⊗A C
where the first isomorphism is again a composition of associativity isomorphisms and isomor-
phisms that swap the factors; the second map isϕ•

12 ⊗A µ•
C , whereϕ•

12 : P •
B ⊗A P •

B → P •
B2

is
defined as in (4.1.14). The last map isP •

µB
⊗A 1C•, whereP •

µB
is given by (4.1.12). Since the

associativity and swapping isomorphisms are obviously natural in all their arguments, we come
down to checking the commutativity, inD(A-Mod), of the diagram of complexes

(P •
B ⊗A P •

B)⊗A C•
2

ϕ•
12⊗Aµ

•
C //

(ρ•B⊗Aρ
•
B)⊗A1C•

2
��

P •
B2
⊗A C•

P •
µB

⊗A1C•

��
B•

2 ⊗A C•
2

µ•B⊗Aµ
•
C // B• ⊗A C• P •

B ⊗A C•.
ρ•B⊗A1C•

oo

The latter is further reduced to the commutativity of

P •
B ⊗A P •

B

ϕ•
12 //

ρ•B⊗Aρ
•
B

��

P •
B2

P •
µB

��
B•

2

µ•B // B• P •
B.

ρ•Boo

But a simple inspection shows that this diagram indeed commutes up to homotopy.
Lastly, we claim that ifB• andC• are both anti-commutative, then the same holds forH•D

•.
Indeed, consider the diagram

(P •
B ⊗A P •

B)⊗A C•
2

∼ //

(ρ•B⊗Aρ
•
B)⊗A1C•

2 ((QQQQQQQQQQQQ

ϕ•
12⊗Aµ

•
C

��

(P •
B ⊗A P •

B)⊗A C•
2

(ρ•B⊗Aρ
•
B)⊗A1C•

2vvmmmmmmmmmmmm

ϕ•
12⊗Aµ

•
C

��

B•
2 ⊗A C•

2
∼ //

µ•B⊗Aµ
•
C &&MMMMMMMMMM

B•
2 ⊗A C•

2

µ•B⊗Aµ
•
Cxxqqqqqqqqqq

B• ⊗A C•

P •
B2
⊗A C•

P •
µB

⊗A1C•
// P •
B ⊗A C•

ρ•B⊗A1C•

OO

P •
B2
⊗A C•.

P •
µB

⊗A1C•
oo
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(The upper isomorphism is obtained from the automorphism ofP •
B ⊗A P •

B that swaps the two
factors, and from the automorphism ofC•

2 of the same type; likewise for the lower isomor-
phism.) The assumption onB• andC• says that the inner triangular subdiagram commutes,
and the same holds – up to homotopy – for the upper and the left and right subdiagrams, by a
simple inspection. Then also the outer rectangular subdiagram commutes up to homotopy, and
the contention follows easily.

Example 4.4.48.An important example of differential graded algebra arisesfrom the Koszul
complex of (4.1.16). Indeed, letf := (f1, . . . , fr) be a finite sequence of elements of a ringA.
We can endowK•(f) with a natural structure of strictly anti-commutative differential graded
A-algebra, as follows. First, notice that there are natural isomorphisms

Ki(f)
∼→ ΛiA(A

⊕r) for everyi = 0, . . . , r.

This is clear ifr = 1, and forr > 1, such an isomorphism is established inductively, by means
of the natural decomposition

ΛiA(L⊕A)
∼→ Λi−1

A (L)⊕ ΛiA(L) for everyi ∈ N and everyA-moduleL

(see [36, (4.3.18)]) and the corresponding decomposition

Ki(f)
∼→ (Ki−1(f1, . . . , fr−1)⊗A K1(fr))⊕ (Ki(f1, . . . , fr−1)⊗A K0(fr)).

Let e1, . . . , er denote the canonical basis ofA⊕r; under this isomorphism, the differentials of
the Koszul complex are identified with the operatorsdf ,• defined inductively as follows. We let
df ,1 : A

⊕r → A be theA-linear map given by the rule :ei 7→ fi for i = 1, . . . , r. If i > 1, set

df ,i(ej1 ∧ · · · ∧ eji) := fj1ej2 ∧ · · · ∧ eji − ej1 ∧ df ,i−1(ej2 ∧ · · · ∧ ej−i)

for every sequence(j1, . . . , ji) ∈ {1, . . . , r}i. It is easily seen that the complex(Λ•
A(A

⊕r), df ,•)
underlies a differential gradedA-algebra, whose multiplication is given by usual the exterior
product :

x · y := x ∧ y for everyx, y ∈ Λ•
A(A

⊕r).

Notice as well that the isomorphism

κf : K•(f)
∼→ (Λ•

A(A
⊕r), df ,•)

thus obtained, is compatible with extensions of sequences :if g := (g1, . . . , gs) is any other
sequence of elements ofA, we have a commutative diagram

K•(f)⊗A K•(g)
κf⊗Aκg //

��

(Λ•
A(A

⊕r), df ,•)⊗A (Λ•
A(A

⊕s), dg,•)

��
K•(f , g)

κf,g // (Λ•
A(A

⊕r+s), df ,g,•)

whose left vertical arrow comes directly from the definitionof Kf ,g, and whose right vertical
arrow is given by [36, (4.3.18)]. Moreover, the right vertical arrow is even an isomorphism of
differential gradedA-algebras, if we endow the tensor product with the multiplication law as in
(4.4.46).

4.4.49. LetA be a ring,f := (f1, . . . , fr) a regular sequence of elements ofA; denote byJ the
ideal generated byf , and setA0 := A/J . We may regard the complexA0[0] as an (especially
simple) differential gradedA-algebra, with multiplicationµ• deduced from that ofA0, in the
obvious way. We may then state :
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Proposition 4.4.50.In the situation of(4.4.49), theA0-moduleJ/J2 is free of rankr, and there
exists a unique isomorphism of strictly anti-commutative gradedA-algebras

(4.4.51) Λ•
A0
(J/J2)

∼→ H•(A0[0]
L

⊗A A0[0])

which restricts, in degree1, to the natural identification

Λ1
A0
(J/J2) = J/J2 ∼→ TorA1 (A0, A0).

Proof. In this situation, proposition 4.1.21 says that the Koszul complex, with its natural aug-
mentation, yields a resolution

ε• : K•(f)→ A0[0]

by freeA-modules. Hence, there is a unique isomorphismω• : P •
A0

∼→ K•(f) in D(A-Mod),
whose composition withε• agrees withρ•A0

(notation of (4.1.12)). Let us endowK•(f) with
the differential gradedA-algebra structure inherited via the isomorphismκf of example 4.4.48.
Thenε• is a map of differential gradedA-algebras, we easily deduce a commutative diagram in
D(A-Mod)

P •
A0
⊗A P •

A0

P •
µ //

ω•⊗Aω
•

��

P •
A0

ω•

��
K•(f)⊗A K•(f) // K•(f)

whose bottom horizontal arrow is the multiplication map ofK•(f), and whereP •
µ is defined as in

(4.1.12). We conclude thatω• induces an isomorphism of anti-commutative gradedA-algebras

(4.4.52) H•(A0[0]
L

⊗A A0[0])
∼→ K•(f , A0[0])

∼→ H•((Λ
•
A(A

⊕r), df ,•)⊗A A0).

By simple inspection, we see thatdf ,i ⊗A 1A0 = 0 for everyi ∈ Z, whence an isomorphism of
strictly anti-commutativeA-graded algebras :

H•((Λ
•
A(A

⊕r), df ,•)⊗A A0)
∼→ Λ•

A0
(A⊕r

0 ).

Combining with (4.4.52), we obtain in degree one a natural isomorphism

Λ1
A0
(A⊕r

0 ) = A⊕r
0

∼→ TorA1 (A0, A0)
∼→ J/J2

which, finally, delivers the sought isomorphism of differential gradedA-algebras. The unique-
ness of (4.4.51) is clear, since the exterior algebra is generated by its degree one summand.�

Remark 4.4.53. (i) SimplicialA-algebras are another important source of differential graded
algebras, thanks to the following construction. LetR be any simplicialA-algebra,R• the asso-
ciated chain complex ofA-modules, and denote byµR : R ⊗A R → R the multiplication map
of R. By considering the shuffle map for the bisimplicialA-moduleR ⊠A R (notation as in
(4.2.53)), we deduce a natural map of complexes

µR• : R• ⊗A R•
Sh
R⊠AR
•−−−−−→ (R⊗A R)•

(µR)•−−−−→ R•

and taking into account propositions 4.2.54 and 4.2.57, it is easily seen that(R•, µR•) is a
strictly anti-commutative differential graded algebra. By remark 4.4.43(iii), we deduce that the
gradedA-moduleH•R :=

⊕
p∈NHpR is naturally anN-graded associative unitary and strictly

anti-commutativeA-algebra.
(ii) Likewise, if M is anyR-module, then we obtain on the associated chain complexM• a

natural structure ofR•-bimodule, so thatH•M is naturally a gradedH•R-bimodule.
(iii) Clearly, a morphismϕ : R → S of simplicialA-algebras induces a morphismϕ• :

R• → S• of differential gradedA-algebras, and a morphismf : M → N of R-modules
induces a morphismϕ• :M• → N• of R•-bimodules.
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4.5. Some homotopical algebra.The methods of homotopical algebra allow to construct de-
rived functors of non-additive functors, in a variety of situations. In this section, we present
the basics of this theory, beginning with its cornerstone, thestandard resolution associated to a
triple, as explained in the following paragraph.

4.5.1. Atriple (⊤, η, µ) on a categoryC is the datum of a functor⊤ : C → C together with
natural transformations :

η : 1C ⇒ ⊤ µ : ⊤ ◦ ⊤ ⇒ ⊤
such that the following diagrams commute :

(⊤ ◦ ⊤) ◦ ⊤
µ∗⊤

��

⊤ ◦ (⊤ ◦ ⊤) ⊤∗µ +3 ⊤ ◦ ⊤
µ

��

⊤
⊤∗η +3

1⊤ OOOOOOOOOOOOOOO

OOOOOOOOOOOOOOO ⊤ ◦ ⊤
µ

��

⊤
η∗⊤ks

1⊤
ooooooooooooooo

ooooooooooooooo

⊤ ◦ ⊤
µ +3 ⊤ ⊤.

Dually, a cotriple(⊥, ε, δ) in a categoryC is a functor⊥: C → C together with natural
transformations :

ε :⊥⇒ 1C δ :⊥⇒⊥ ◦ ⊥
such that the following diagrams commute :

⊥ δ +3

δ

��

⊥ ◦ ⊥
δ∗⊥
��

⊥
1⊥

PPPPPPPPPPPPPPP

PPPPPPPPPPPPPPP
1⊥

ooooooooooooooo

ooooooooooooooo

δ

��
⊥ ◦ ⊥ ⊥∗δ +3 ⊥ ◦(⊥ ◦ ⊥) (⊥ ◦ ⊥)◦ ⊥ ⊥ ⊥ ◦ ⊥⊥∗εks ε∗⊥ +3 ⊥ .

Notice that a cotriple inC is the same as a triple inC o.

4.5.2. A cotriple⊥ on C and an objectA of C determine a simplicial object⊥A[•] in C ;
namely, for everyn ∈ N set⊥ A[n] :=⊥n+1 A, and define face and degeneracy operators :

∂i := (⊥i ∗ε∗ ⊥n−i)A : ⊥ A[n]→⊥ A[n− 1]

σi := (⊥i ∗δ∗ ⊥n−i)A : ⊥ A[n]→⊥ A[n+ 1].

Using the foregoing commutative diagrams, one verifies easily that the simplicial identities
(4.2.8) hold. Moreover, the morphismεA :⊥A→ A defines an augmentation⊥A[•]→ A.

Dually, a triple⊤ and an objectA of C determine a cosimplicial object⊤A[•] := ⊤•+1A,
such that

∂i := (⊤i ∗ η ∗ ⊤n−i)A : ⊤nA→ ⊤n+1A

σi := (⊤i ∗ µ ∗ ⊤n−i)A : ⊤n+2A→ ⊤n+1A

which is augmented by the morphismηA : A → ⊤A. Clearly, the rule :A 7→⊥A[•] (resp.
A 7→ ⊤A[•]) defines a functor

C → ŝ.C (resp.C → ĉ.C ).

4.5.3. An adjoint pair(G,F ) as in (1.1.8), with its unitη and counitε, determines a triple
(⊤,η,µ), where :

⊤ := F ◦G : B → B µ := F ∗ ε ∗G : ⊤ ◦ ⊤ ⇒ ⊤
as well as a cotriple(⊥, ε, δ), where :

⊥ := G ◦ F : A → A δ := G ∗ η ∗ F :⊥⇒⊥ ◦ ⊥ .

Indeed, the naturality ofε andη easily implies the commutativity of the diagrams of (4.5.1).
The following proposition explains how to use these triplesand cotriples to construct canonical
resolutions.
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Proposition 4.5.4. In the situation of(4.5.3), the following holds :

(i) For everyA ∈ Ob(A ) andB ∈ Ob(B), the augmented simplicial objects :

⊥GB[•] εGB−−−→ GB F ⊥A[•] F∗εA−−−−→ FA

are homotopically trivial (notation of(4.5.2)).
(ii) Dually, the same holds for the augmented cosimplicial objects :

GB
G∗ηB−−−−→ G⊤B[•] FA

ηFA−−−→ ⊤FA[•].
Proof. Notice that

F ⊥A[n] = ⊤FA[n] for every[n] ∈ Ob(∆∧).

Therefore, for every morphismϕ : [n]→ [m] in ∆∧, we have two morphisms

F ⊥A[ϕ] : F ⊥A[m]→ F ⊥A[n] ⊤FA[ϕ] : F ⊥A[n]→ F ⊥A[m].

Now, recall that the augmentationεA defines a natural morphism

⊥A[ε•+1
−1,0] :⊥A[•]→ s.A [n] 7→⊥A[εn+1

−1,0]

(notation of remark 4.2.11(iv)), and one sees that the system (⊤FA[εn+1
−1,0] | [n] ∈ Ob(∆))

defines a morphism
⊤FA[ε•+1

−1,0] : s.FA→ F ⊥A[•]
which is right inverse toF ⊥A[ε•+1

−1,0]. For everyn, k ∈ N such thatk ≤ n + 1, set

un,k := (⊤FA[εkn−k,0]) ◦ (F ⊥A[εkn−k,0])
(notation of example 4.2.6(ii)).

Claim4.5.5. The systemu•• defines a homotopy from1F⊥A[•] to (⊤FA[ε•+1
−1,0]) ◦ (F ⊥A[ε•+1

−1,0])
(see (4.2.14)).

Proof of the claim.By unwinding the definitions, we see thatF ⊥A[εkn−k,0] is the composition

F (ε⊥n+1−kA ◦ · · · ◦ ε⊥n−1A ◦ ε⊥nA) : F ⊥n+1A→ F ⊥n+1−kA for k > 0

and⊤FA[εkn−k,0] is the composition

ηF⊥nA ◦ ηF⊥n−1A ◦ · · · ◦ ηF⊥n+1−kA : F ⊥n+1−kA→ F ⊥n+1A for k > 0

and both equal1F⊥n+1A for k = 0. Now, since the face operator∂i of F ⊥A[n] isF ⊥i (ε⊥n−iA)
for everyi ≤ n, the naturality ofη yields a commutative diagram

F ⊥nA
∂i−1 //

ηF⊥nA
��

F ⊥n−1A

ηF⊥n−1A

��
F ⊥n+1A

∂i // F ⊥nA

for everyi > 0 and everyn ∈ N

whereas∂0 ◦ ηF⊥nA = 1F⊥nA for everyn ∈ N; whence the identities :

∂i ◦ ⊤FA[εkn−k,0] =
{
⊤FA[εk−1

n−k,0] for i < k
⊤FA[εkn−k−1,0] ◦ ∂i−k for i ≥ k.

On the other hand, we have the simplicial identities :

εi ◦ εkn−k,0 =
{
εk+1
n−k for i < k
εkn+1−k ◦ εi−k for i ≥ k.

Summing up, we conclude that

∂i ◦ un,k =
{
un−1,k−1 ◦ ∂i for i < k
un−1,k ◦ ∂i for i ≥ k.
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Arguing likewise, one deduces as well the corresponding commutation rule – spelled out in
(4.2.14) – for the degeneraciesσi, and the claim follows. ♦

Likewise, notice that

G⊤B[n] =⊥GB[n] for every[n] ∈ ∆∧.

Therefore, for every morphismϕ : [n]→ [m] in ∆∧, we have as well two morphisms

⊥GB[ϕ] :⊥GB[m] →⊥GB[n] G⊤B[ϕ] :⊥GB[n] →⊥GB[m]

and the system(G⊤B[εn+1
−1,0] | [n] ∈ Ob(∆∧)) defines a morphism

G⊤B[ε•+1
−1,0] : s.GB →⊥GB[•]

which is right inverse to the morphism⊥GB[ε•+1
−1,0] deduced from the augmentation. Arguing

as in the proof of claim 4.5.5, one checks that the rule

vn,k := (G⊤B[εk∨n−k,0]) ◦ (⊥GB[εk∨n−k,0]) for everyn, k ∈ N such thatk ≤ n+ 1

yields a homotopyv from 1⊥GB[•] to (G⊤B[ε•+1
−1,0]) ◦ (⊥GB[ε•+1

−1,0]).
The dual statements admit the dual proof. �

4.5.6. Now, denote bySet◦ the category ofpointed sets, whose objects are all the pairs(S, s)
whereS is a small set, ands ∈ S is any element; the morphismsf : (S, s) → (S ′, s′) are the
mappingsf : S → S ′ such thatf(s) = s′. Next, letA be any ring, and consider thepointed
forgetful functor

F : A-Mod→ Set◦ M 7→ (M, 0M)

(where0M ∈M is the zero element ofM). The functorF admits the left adjoint

L : Set◦ → A-Mod (S, s) 7→ A(S)/As

(whereA(S) denotes the freeA-module with basis given byS, soAs ⊂ A(S) is the direct
summand generated by the basis elements ∈ S). According to proposition 4.5.4, the adjoint
pair (L, F) yields a functor

⊥A• : A-Mod→ ŝ.A-Mod

into the category of augmented simplicialA-modules (notation of (4.2.10)), such that

F ⊥A• M → FM

is a homotopically trivial augmented pointed simplicial set, for everyA-moduleM . This functor
is obtained by iterating the functor⊥A:= L◦F, so in each degree it consists of a freeA-module.
We call⊥A• M thestandard free resolution ofM .

Remark 4.5.7. Notice that⊥A• 0 = s.0, the constant simplicialA-module associated to the
trivial A-module (see (4.2.4)). This is the reason why we prefer the adjoint pair (L, F), rather
than the analogous pair considered in [56, I.1.5.5], arising from the forgetful functor fromA-
modules to non-pointed sets.

4.5.8. LetR be a simplicialA-algebra, and define the categoryR-Mod of R-modules, as in
[36, §8.1]. Notice that any morphismS → R of simplicial rings induces a base change functor

S-Mod→ R-Mod (M [n] | n ∈ N) 7→ (R[n]⊗S[n] M [n] | n ∈ N)

which is left adjoint to the forgetful functor (details leftto the reader).
Now, by applying the functors⊥R[n]• to the termsM [n] of a givenR-moduleM , we obtain

an augmented simplicialR-module

(4.5.9) ⊥R• M → M
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which amounts to a bisimplicialA-module, whose columns⊥R[n]• M [n]→M [n] are augmented
simplicialR[n]-modules, for everyn ∈ N. Likewise, the row⊥Rn M is anR-module, for every
n ∈ N.

Lemma 4.5.10. In the situation of(4.5.8), let ϕ : M → N be any quasi-isomorphism of
R-modules. Then the induced morphism

⊥Rn ϕ :⊥RnM →⊥Rn N
is a homotopy equivalence, for everyn ∈ N.

Proof. Set⊥R−1M :=M , and notice the natural isomorphisms

(4.5.11) ⊥RnM
∼→ R⊗s.Z ⊥s.Z ◦ ⊥Rn−1M for everyn ∈ N

(wheres.Z is the constant simplicial ring arising fromZ (see (4.2.4)), which is the initial object
in the category of simplicial rings). The assumption means that⊥R−1 ϕ is a quasi-isomorphism.
However, (4.5.11) and Whitehead’s theorem ([56, I.2.2.3])imply that, if – for a givenn ∈ N –
the map⊥Rn−1 ϕ is a quasi-isomorphism, then⊥Rn ϕ is a homotopy equivalence. We may thus
conclude by a simple induction onn. �

Example 4.5.12.LetM andN twoR-modules. We may define two functors

M
ℓ
⊗R − ( resp.−

ℓ
⊗R N ) : R-Mod→ R-Mod

by the rules :

P 7→ M ⊗R (⊥R• P )∆ ( resp.P 7→ (⊥R• P )∆ ⊗R N ) for everyR-moduleP

where∆ is the diagonal functor, fromC -bisimplicial toC -simplicial objects (see (4.2.15)).
(i) We claim that these functors descend to the derived category. That is, suppose that

ϕ : P → P ′ is a quasi-isomorphism; thenM
ℓ
⊗R ϕ andϕ

ℓ
⊗R N are both quasi-isomorphisms.

Indeed, lemma 4.5.10 implies that the induced morphisms

M⊗R ⊥Rn ϕ :M⊗R ⊥Rn P →M⊗R ⊥Rn P ′

are quasi-isomorphisms, for everyn ∈ N, and likewise forϕ⊗R ⊥Rn N , so the assertion follows
from Eilenberg-Zilber’s theorem 4.2.48(i).

(ii) Also, we claim that the notationM
ℓ
⊗RN is unambiguous. That is, we may compute this

object by applying the functorM
ℓ
⊗R− toN , or by applying the functor−

ℓ
⊗RN toM , and the

resulting twoR-modules are naturally isomorphic inD(R-Mod). Indeed, it suffices to check
that the natural morphisms

M ⊗R (⊥R• N)∆
α←− (⊥R• M)∆ ⊗R (⊥R• N)∆

β−→ (⊥R• M)∆ ⊗R N
induced by the augmentation (4.5.9), are both quasi-isomorphisms. We check this forα; the
same argument shall apply toβ. To ease notation, setL := (⊥R• N)∆. Thenα is deduced by
extracting the diagonal from the augmented simplicialR-module

(4.5.13) ⊥R• M ⊗R L→M ⊗R L
(so, then-th column ofs.L is a constant and flat simplicialR[n]-module, for everyn ∈ N).
Thus, we are reduced to checking that the columns of (4.5.13)are aspherical. However, for
everyn ∈ N, then-th column is the augmented simplicialR[n]-module(⊥R[n]• M [n])⊗R[n]L[n];
sinceL[n] is flat, it then suffices to recall that the standard free resolution is aspherical.

(iii) The foregoing discussion yields a well defined functor

−
ℓ
⊗R − : D(R-Mod)× D(R-Mod)→ D(R-Mod)
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called theleft derived tensor product. The same method shall be applied hereafter to construct
derived functors of certain non-additive functors.

Remark 4.5.14.LetM andN be as in example 4.5.12 and setP := (⊥R• M)⊗R s.N (this is a
simplicialR-module; especially, it is a bisimplicialA-module); by Eilenberg-Zilber’s theorem

4.2.48, the cochain complex associated toM
ℓ
⊗R N is naturally isomorphic, inD(A-Mod) to

the complexTot(P ••), whereP •• denotes the double complex associated toP . There follows
a spectral sequence :

E1
pq := TorR[p]q (M [p], N [p])⇒ Hp+q(M

ℓ
⊗R N)

whose differentialsd1pq : E1
pq → E1

p−1,q are obtained as follows. For every integerq ∈ N, let
Tq be theR-module given by the rule :Tq[p] := E1

pq, with face and degeneracy maps deduced
from those ofM , N andR, in the obvious way. Thend1pq is the differential in degreep of the
chain complexTq• associated toTq (details left to the reader).

Example 4.5.15.(i) Another useful triple arises from the forgetful functorA-Alg → Set

and its left adjoint, that attaches to any setS the freeA-algebraA[S]. There results, for every
A-algebraB, a standard simplicial resolution by freeA-algebras

FA(B)→ B.

Now, if R is again a simplicialA-algebra, andS anyR-algebra, we can proceed as in the
foregoing, to obtain a bisimplicial resolutionFR(S) → S whose columnsFR[n](S[n]) → S[n]
are augmented simplicialR[n]-algebras, for everyn ∈ N. A simple inspection shows that the
proof of lemma 4.5.10 carries over –mutatis mutandi– to the present situation, hence a quasi-
isomorphismS → S ′ of R-algebra induces a morphismFR(S)[n]→ FR(S

′)[n] of R-algebras,
which is a homotopy equivalence on the underlyingR-modules, for everyn ∈ N.

(ii) We may then define aderived tensor productfor R-algebras, proceeding as in example
4.5.12. Namely, ifS andS ′ are any twoR-algebras, we define two functors

S
ℓ
⊗R − ( resp.−

ℓ
⊗R S ′ ) : R-Alg→ R-Alg

by the rules :

T 7→ S ⊗R FR(T )∆ ( resp.T 7→ FR(T )
∆ ⊗R N ) for everyR-algebraT .

Arguing like in loc.cit. we see that both functors transform quasi-isomorphisms into quasi-
isomorphisms, hence they descend to the derived categoryD(R-Alg), and moreover, the two

functors are naturally isomorphic, so the notationS
ℓ
⊗R S ′ is unambiguous : the detailed verifi-

cation is left as an exercise for the reader.

4.5.16. LetA-Alg.Mod be the category of all pairs(B,M), whereB is anyA-algebra, and
M anyB-module. The morphisms(B,M)→ (B′,M ′) are the pairs(f, ϕ), wheref : B → B′

is a morphism ofA-algebras, andϕ : M → f ∗M ′ aB-linear map (heref ∗M ′ denotes theB-
module obtained from theB′-moduleM ′, by restriction of scalars along the mapf ). Suppose
now that we have a commutative diagram of categories :

A-Alg.Mod
T //

F
��

C

f

��
A-Alg

g // B

such that :
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• For everyX ∈ Ob(B), the fibref−1X is an abelian category whose filtered colimits
are representable and exact.
• F is given by the rule(B,M) 7→ B for every(B,M) ∈ Ob(A-Alg.Mod).
• For everyA-algebraB, the restriction

TB : F−1B → f−1(gB)

of T commutes with filtered colimits,i.e., if ((B,Mi) | i ∈ I) is any filtered system of
objects ofA-Alg.Mod (over the sameA-algebraB), then the induced morphism

colim
i∈I

T (B,Mi)→ T (B, colim
i∈I

Mi)

is an isomorphism.
The functorsf andg extend to functorss.f : s.C → s.B, respectivelys.g : s.A-Alg → s.B,
and notice that – forR any simplicialA-algebra –T induces a functor

TR : R-Mod→ s.C/R := s.f−1(s.gR) (M [n] | n ∈ N) 7→ (T (R[n],M [n]) | n ∈ N).

For everyR-moduleM , we set

LTR(M) := TR(⊥R• M)∆.

The augmentationTR(⊥R• M)→ TRM can be regarded as a morphism of bisimplicial objects

TR(⊥R• M)→ s.TRM

(the columns ofs.TRM are constantC -simplicial objects), whence a morphism ins.C/R :

(4.5.17) LTR(M)→ s.TRM
∆ = TRM for everyR-moduleM.

In many applications,s.C/R will be also an abelian category, but anyhow we can state the
following :

Proposition 4.5.18.With the notation of(4.5.16), suppose thatC is an abelian category. Then
the following holds :

(i) If M is a flatR-module, then(4.5.17)is a quasi-isomorphism.
(ii) If ϕ :M → N is a quasi-isomorphism ofR-modules, then the induced map

LTR(M)→ LTR(N)

is a quasi-isomorphism.

Proof. (i): The assumption means thatM [n] is a flatR[n]-module for everyn ∈ N. Denote
byC the unnormalized double complex associated toTR(⊥R• M), and byC∆ (resp. byD) the
unnormalized complex associated toLTR(M) (resp. toTRM). By Eilenberg-Zilber’s theorem
4.2.48, we have a natural quasi-isomorphism

(4.5.19) C∆ → Tot(C)

given by the Alexander-Whitney map of (4.2.33), and a simpleinspection shows that the map
C∆ → D induced by (4.5.17) factors through (4.5.19). Hence, it suffices to show that the map

Tot(C)→ D

induced by the augmentation ofTR(⊥R• M), is a quasi-isomorphism, under the stated condition.
To this aim, it suffices to check that the augmentedC -simplicial object

(4.5.20) TR(⊥R[n]• M [n])→ TRM [n]

is aspherical for everyn ∈ N. However, sinceM [n] is a flatR[n]-module, it can be written
as a filtered colimit of a system of freeR[n]-modules ([57, Ch.I, Th.1.2]); on the other hand,
the functor⊥R[n]• commutes with all filtered colimits, and the same holds forTR, by assump-
tion. Since the filtered colimits of the fibres of the functorf are exact, we are then reduced
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to checking the assertion in caseM [n] is a freeR[n]-module; but in this case, (4.5.20) is even
homotopically trivial, by virtue of proposition 4.5.4.

(ii): In light of Eilenberg-Zilber’s theorem 4.2.48, it suffices to show that the induced map

TR(⊥RnM)→ TR(⊥Rn N)

is a quasi-isomorphism for everyn ∈ N. In turns, this follows readily from lemma 4.5.10.�

Remark 4.5.21. (i) The proof of proposition 4.5.18(i) applies as well to thederived tensor
product; namely, for any twoR-modulesM andN there is a natural morphism ofR-modules

M
ℓ
⊗R N → M ⊗R N

which is a quasi-isomorphism, if eitherM orN is a flatR-module (details left to the reader).
(ii) Especially, letS andS ′ be any twoR-algebras. Then, since the standard free resolution

FR(S) of example 4.5.15 is a flat simplicialR-module, (i) implies that theR-module underlying

theR-algebraS
ℓ
⊗R S ′, is naturally isomorphic, inD(R-Mod), to the derived tensor product

of theR-modules underlyingS andS ′. In other words, the notation−
ℓ
⊗R − is unambiguous,

whether one refers to derived tensor products of algebras, or of their underlying modules.
(iii) Denote byσ, ω : R-Mod → R-Mod respectively the suspension and loop functors

([56, I.3.2.1]), and recall thatσ is left adjoint toω. A simple inspection of the definitions yields
natural identifications

(σM)⊗R N ∼→ σ(M ⊗R N) (ωM)⊗R N ∼→ ω(M ⊗R N)

for everyR-modulesM andN . By the same token, it is clear thatσ andω transform flat
R-modules into flatR-modules. In view of (i), we deduce natural isomorphisms

(σM)
ℓ
⊗R N ∼→ σ(M

ℓ
⊗R N) (ωM)

ℓ
⊗R N ∼→ ω(M

ℓ
⊗R N) in D(R-Mod)

for everyR-modulesM andN .
(iv) Let f : N → N ′ be any morphism ofR-modules; in the same vein, we get a natural

identification :

Cone(M ⊗R f) ∼→ M ⊗R Cone f for everyR-moduleM

(see [56, I.3.2.2] for the definition of the cone of a morphismofR-modules). It follows immedi-

ately that the functorM
ℓ
⊗R − : D(R-Mod)→ D(R-Mod) transforms distinguished triangles

into distinguished triangles (see [56, I.3.2.2.4] for the definition of distinguished triangle in
D(R-Mod)). For future reference, let us also point out :

Lemma 4.5.22.Let R be a simplicialA-algebra,X and Y two R-modules,n,m ∈ N two
integers, and suppose thatHiX = 0 = HjY for everyi < n andj < m. Then

Hi(X
ℓ
⊗R Y ) = 0 for everyi < n+m.

Proof. Setσ0 := 1R-Mod, and define inductivelyσk : R-Mod → R-Mod by the rule :σk :=
σ ◦ σk−1 for everyk > 0. Define likewiseωk, and notice thatσk is left adjoint toωk, for every
k ∈ N (remark 4.5.21(iii)). Letf : σn ◦ ωnX → X denote the counit of adjunction, and notice
thatCone f = 0 in D(R-Mod). In view of remark 4.5.21(iv,v), we deduce that the natural
morphisms

σn(ωnX
ℓ
⊗R Y )→ (σn ◦ ωnX)

ℓ
⊗R Y → X

ℓ
⊗R Y

are isomorphisms inD(R-Mod). Likewise, the natural morphism

σm(ωnX
ℓ
⊗R ωmY )→ ωnX

ℓ
⊗R Y
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is an isomorphism inD(R-Mod), so finally the same holds for the morphism

σn+m(ωnX
ℓ
⊗R ωmY )→ X

ℓ
⊗R Y

whence the claim. �

4.5.23. In view of proposition 4.5.18, it is clear that, ifC is an abelian category,LTR yields a
well defined functor on derived categories

LTR : D(R-Mod)→ D(s.C/R) M 7→ LTR(M)

(whereD(s.C/R) is the localization ofs.C/R with respect to the class of quasi-isomorphisms,
and likewise forD(R-Mod) : see [36, Def.8.1.3]). More generally, suppose thatC is endowed
with a functor

Φ : C → A

to an abelian categoryA (usually, this will be a forgetful functor of some sort), anddenote by
DΦ(s.C/R) the localization ofs.C/R with respect to the system of its morphisms whose image
unders.Φ are quasi-isomorphisms ins.A . Then, since clearly

s.Φ ◦ LTR = L(s.Φ ◦ TR)
we see thatLTR descends to a well defined functor

LTR : D(R-Mod)→ DΦ(s.C/R).

We will need also the following slight refinement :

Corollary 4.5.24. In the situation of proposition4.5.18, the following holds :

(i) Letϕ :M → N be a morphism ofR-modules, andn ∈ N an integer such that

Hiϕ : HiM → HiN

is an isomorphism, for everyi < n. Then the same holds for the induced map

Hi(LTRϕ) : Hi(LTRM)→ Hi(LTRN).

(ii) Suppose thatT (B, 0) = 0gB (the initial and final object off−1(gB)) for everyA-
algebraB. Letn ∈ N be an integer, andM anR-module such thatHiM = 0 for every
i < n. ThenHi(LTRM) = 0gRi for everyi < n.

Proof. (i): Denote by

ϕX : X → cosknX for everyX ∈ Ob(R-Mod)

the unit of adjunction (see (4.2.18)). Taking into account corollary 4.2.65(i), we have the fol-
lowing properties :

• X [i] = cosknX [i] andϕ[i] is the identity map ofX [i], for everyi ≤ n.
• Hi(cosknX) = 0 for everyi ≥ n.

In view of proposition 4.5.18, we are then easily reduced to checking the assertion for the
special whereN := cosknM , andϕ := ϕM . However, since in this caseN [i] =M [i] for every
i ≤ n, it is clear that⊥R[i]• ϕ[i] is the identity automorphism of⊥R[i]• M [i], for everyi ≤ n.
After applying the functorTR, and extracting the diagonal, we see that the induced morphism
LTRM → LTRN in s.C is given by the identity automorphism of(LTRM)[i], in every degree
i ≤ n, whence the contention.

(ii): In light of (i), we may assume thatM = s.0 (the trivialR-module). In this case, the
assertion follows easily from remark 4.5.7. �



282 OFER GABBER AND LORENZO RAMERO

4.5.25. In the situation of (4.5.16), takeC := V -Alg.Mod, f := F , andg the identity
automorphism ofA-Alg. If B → B′ is a map ofA-algebras, and(B,M) ∈ Ob(C ), we define
B′ ⊗B (B,M) := (B′, B′ ⊗B M).

Corollary 4.5.26. In the situation of(4.5.25), suppose moreover that, for every flat morphism
B → B′ of A-algebras, the natural map

B′ ⊗B T (B,M)→ T (B′ ⊗B (B,M))

is an isomorphism, for every(B,M) ∈ Ob(C ). Then, for every flat morphismϕ : R → S of
simplicialV -algebras, the natural morphism

(4.5.27) S ⊗R LTRM → LTS(S ⊗R M)

is an isomorphism inD(S-Mod), for everyR-moduleM .

Proof. (Recall thatϕ is flat if and only ifS[n] is a flatR[n]-algebra, for everyn ∈ N. The
map of the proposition is deduced from the natural morphism⊥R• M →⊥S• (S⊗RM), given by
functoriality of the standard free resolution.)

Let π :⊥R• M → M be the standard free resolution ofM ; by the flatness assumption onS,
the morphismS ⊗R π : S⊗R ⊥R• M → S ⊗RM is a free resolution of theS-moduleS ⊗RM ,
whence a natural isomorphism

LTS(S ⊗R M)
∼→ TS((S⊗R ⊥R• M)∆) in D(S-Mod)

by proposition 4.5.18(i) and Eilenberg-Zilber’s theorem 4.2.48. On the other hand, the assump-
tions onT yield a natural isomorphism

S ⊗R LTR(M) = S ⊗R TR((⊥R• M)∆)
∼→ TS((S⊗R ⊥R• M)∆) in D(S-Mod).

By combining these isomorphisms, we get an isomorphismS ⊗R LTRM → LTS(S ⊗R M),
and a simple inspection shows that the latter is realized by the natural map (4.5.27). �

4.5.28. Let nowR be any simplicialA-algebra, andI ⊂ R any ideal, and setR0 := R/I. The
Rees algebra ofI is the gradedR-algebra

R(R, I)• :=
⊕

p∈N

Ip.

Notice the natural isomorphism of gradedR0-algebras

R(R, I)⊗R R0
∼→ gr•IR :=

⊕

p∈N

Ip/Ip+1

as well as the exact sequence ofR(R, I)-modules

0→ gr•+1
I R→ R(R, I)⊗R R/I2 → gr•IR→ 0

deduced from the natural projectionR/I2 → R0. Next, pick any quasi-isomorphism ofR-
algebrasP → R0, with P a flatR-algebra; there follows an exact sequence ofP ⊗R R(R, I)-
modules

0→ P ⊗R gr•+1
I R→ P ⊗R R(R, I)⊗R R/I2

β−→ P ⊗R gr•IR→ 0

and notice thatβ is actually a morphism ofP ⊗R R(R, I)-algebras. According to remark
4.4.53(i), after forming the associated cochain complexes, we obtain an epimorphismβ• of
differential graded(P ⊗R R(R, I))•-algebras, whose kernel(P ⊗R gr•+1

I R)• is a two-sided

ideal of(P ⊗R R(R, I)⊗R R/I2)•. In this situation, we deduce a map ofH•(R0

ℓ
⊗R R(P, I))-

modules

(4.5.29) δ : H•(R0

ℓ
⊗R gr•IR)→ H•(R0

ℓ
⊗R gr•+1

I R)[1]
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which is a graded derivation, according to lemma 4.4.45 (recall that here the shift[1] refers to
the homological grading; the notationgr•+1 denotes also a shift in degrees, which howeverdoes
notalter the signs of the scalar multiplication in the way prescribed by remark 4.4.43(v)).

4.5.30. Keep the situation of (4.5.28), and suppose furthermore thatR is a constantA-algebra
andI a constant ideal,i.e.R = s.B, andI = s.J for someA-algebraB and some idealJ ⊂ B.
We setB0 := B/J and

G• := R0

ℓ
⊗R grIR

• Λ• := Λ•
B(J/J

2) S• := Sym•
B(J/J

2)

where the derived tensor product is formed inD(R-Alg), as in example 4.5.15, soG• is rep-
resented byP ⊗R gr•IR, andH•G

• is a bigradedA-algebra, strictly anti-commutative for the
(homological) gradingH•, and commutative for the (cohomological) grading deduced from the
grading ofG• (see remark 4.4.53(i)). Also,Λ• (resp.S•) is a strictly anti-commutative (resp.
a commutative) gradedB0-algebra, and we use the homological (resp. cohomological)con-
ventions for grading, soΛp (resp.Sp) is placed in degree−p (resp.p). Moreover, a standard
calculation yields a natural isomorphism ofB0-modules

H0G
0 ∼→ B0 H1G

0 ∼→ TorB1 (B0, B0)
∼→ J/J2

whence a natural mapΛ• → H•G
0 of strictly anti-commutative gradedB0-algebras, restricting

to an isomorphism in degrees≤ 1. On the other hand, we have a surjective map of commutative
gradedB0-algebras

S• → gr•JB :=
⊕

p∈N

Jp/Jp+1

restricting as well to an isomorphism in degrees≤ 1; sinceP ⊗R gr•IR is naturally a simplicial
gr•JB-algebra, we obtain a natural map of bigradedS•-algebras

ω•
• : Λ• ⊗B S• → H•G

•.

Now, H•G
• has been endowed with a derivationδ : H•G

• → H•G
•+1[1] in (4.5.29); on the

other hand, there exists onΛ• ⊗B S• a naturalS•-linear graded derivation

∂ : Λ• ⊗B S• → Λ• ⊗B S•+1[1]

as explained in [56, I.4.3.1.2]. We may then consider the diagram ofS•-linear maps

(4.5.31)

Λ• ⊗B S•
ω•
• //

∂
��

H•G
•

δ
��

Λ• ⊗B S•+1[1]
ω•+1
• [1]

// H•G
•+1[1].

Definition 4.5.32. (i) In the situation of (4.5.30), we say that the idealJ is quasi-regular, if the
following conditions hold :

• The mapω•
• restricts to an isomorphismω0

•
∼→ H•G

0.
• TheB0-moduleJ/J2 is flat.

(ii) Let R be any simplicialA-algebra, andI ⊂ R any ideal. We say thatI is quasi-regular,
if I[n] is a quasi-regular ideal ofR[n], for everyn ∈ N.

Remark 4.5.33. (i) Suppose thatB := (Bi | i ∈ I) is any filtered system of rings, and
J := (Ji ⊂ Bi | i ∈ I) a filtered system of ideals, such thatJi is quasi-regular inBi, for every
i ∈ I. Denote byB (resp. J) the colimit ofB (resp. ofJ); then it is easily seen thatJ is
quasi-regular inB.

(ii) Let B be any ring, andC := B[Xi | i ∈ I] a freeB-algebra (for any setI). Then the
idealJ := (Xi | i ∈ I) ⊂ C is quasi-regular. Indeed, (i) reduces to the case whereI is a finite
set, for which the assertion is a special case of the following :
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Lemma 4.5.34.In the situation of(4.5.30), suppose thatJ is generated by a (finite) regular
sequence of elements ofB. ThenJ is quasi-regular.

Proof. The assertion becomes a paraphrase of proposition 4.4.50, once we have identified the

gradedB-algebraH•G
• with the gradedB-algebraH•(B0[0]

L

⊗B B0[0]). However, denote
by P • the cochain complex associated to the flat resolutionP → s.B0; according to remark
4.4.53(i),P • is naturally a differential gradedB-algebra, and the induced mapε• : P • → B0[0]
is a morphism of differential gradedB-algebras (for the multiplication lawµ• onB0[0] inherited
from that ofB0). Then there exists inD(B-Mod) a unique isomorphismω• : P •

B0
→ P • whose

composition withε• agrees withρ•B0
(notation of (4.1.12)), and moreover we get a commutative

diagram inD(B-Mod) :

P •
B0
⊗B P •

B0

P •
µ //

ω•⊗Bω
•

��

P •
B0

ω•

��
P • ⊗B P • // P •

whose bottom horizontal arrow is the multiplication map ofP •, and whereP •
µ is defined as in

(4.1.12). The assertion follows immediately. �

Proposition 4.5.35.In the situation of(4.5.30), we have :

(i) (4.5.31)is a commutative diagram.
(ii) Suppose thatJ is a quasi-regular ideal. Then

(a) ω•
• is an isomorphism.

(b) There exists a natural isomorphism ofB0-modules :

TorBi (B0, B/J
n)

∼→ Coker(∂n−2
i+1 : Λi+1 ⊗B Sn−2 → Λi ⊗B Sn−1) for everyn, i > 0.

Proof. (i): Since both derivations areS•-linear, it suffices to check that (4.5.31) commutes in
(upper) degree0. Morever, since theB-algebraΛ• is generated byΛ1, it suffices to check the
commutativity of the diagram

(4.5.36)

Λ1

ω0
1 //

∂01
��

H1G
0

δ01
��

S1
ω1
0 // H0G

1.

However, according to [56, I.4.3.1.2], the map∂01 is just the identity ofJ/J2. The mapδ01 is the
boundary map arising – by the snake lemma – from the exact sequence of complexes

0→ JP •/J2P • → P •/J2P • → P •/JP • → 0

(whereP • denotes the cochain complex associated to the flat resolutionP → s.B0). The same
boundary map is used to define the isomorphismω0

1, andω1
0 is the natural isomorphismJ/J2 →

H0(P
•/JP •). Summing up, the commutativity of (4.5.36) follows by simple inspection.

(ii.a): We prove, by induction onn ∈ N, that everyωn• is an isomorphism. Forn = 0, 1 there
is nothing to show, so suppose thatn > 1, and the assertion is already known for every degree
< n. In order to prove the assertion in degreen, it suffices to check thatωn0 : Sn → grnJB
is an isomorphism; indeed, in this casegrnJB is a flatB0-module, and then a standard spectral
sequence argument allows to conclude thatωnj is also an isomorphism, for everyj ∈ N.

Let P → R0 be a resolution as in (4.5.28). TheI-adic filtration has finite length onP/IkP ,
for everyk ∈ N, and therefore yields a convergent spectral sequence

E1
pq ⇒ TorBp+q(B0, B/J

k)
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with

E1
pq :=

{
TorBp+q(B0, grJB

−p) for p > −k
0 otherwise

whose differentialsE1
pq → E1

p−1,q agree – by direct inspection – with the derivationδ−pp+q, when-
everp > 1− k. Especially, fork = n + 1, we get a complex

Σ : H2G
n−2 δn−2

2−−−→ H1G
n−1 δn−1

1−−−→ grnJB → 0.

On the other hand, sinceJ/J2 is a flatB0-module, the corresponding sequence

Σ′ : Λ2 ⊗B Sn−2 ∂−→ Λ1 ⊗B Sn−1 ∂−→ Sn → 0

is an exact complex (this is a segment of the Koszul complex of[56, I.4.3.1.7]). In light of
(i), the mapsωn−2

2 andωn−1
1 yield a morphism of complexesΣ′ → Σ, so we are reduced to

checking thatΣ is exact, and the inductive assumption already says thatΣ is exact at the middle
termH1G

n−1. Now notice that, since the Koszul complex is exact, the inductive assumption
implies thatE2

pq = 0 for all (p, q) such thatp > 1− n andq > 0; moreover, obviously we have
E1
pq = 0 for p + q < 0 or p > 0, therefore

E∞
00 = E1

00 and E∞
−n,n = E2

−n,n = Coker δn−1
1 .

But a simple inspection shows that the natural mapH0P → E∞
00 is an isomorphism, soE∞

−n,n =

0, thereforeδn−1
1 is surjective, andΣ is exact, as required.

(ii.b): We use the previous spectral sequence, fork = n. Taking into account (ii.a), and the
exactness of the Koszul complex ([56, I.4.3.1.7]) we get

E1
pq = 0 for p+ q < 0 or p > 0 or p ≤ −n

E2
p,q = 0 for every(p, q) with p > 1− n andq > 0

E2
1−n,i+n−1

∼→ Coker ∂n−2
i+1 for everyi ∈ N.

It follows thatEr
1−n+r,i+n−r = 0 for everyr ≥ 2 and everyi ∈ N; indeed, this is clear if

1 − n + r > 0, and if the latter fails, we get1 − n + r > 1 − n andi + n − r > 0, so the
stated vanishing holds nevertheless. We deduce thatE∞

1−n,i+n−1 = E2
1−n,i+n−1 for everyi ∈ N.

Next, suppose thati > 0. Clearly we haveE∞
p,i−p = 0 both for p > 0 andp ≤ −n; and if

0 ≥ p > 1 − n, we geti − p ≥ i > 0, so againE∞
p,i−p = 0. In conclusion,E∞

p,i−p = 0 except
possibly forp = 1− n, and the contention follows. �

The following is a well known theorem of Quillen, which is found in his typewritten notes
“On the homology of commutative rings” that have been circulated since the late 60s, but have
never been published.

Theorem 4.5.37.LetR be any simplicialA-algebra, andI ⊂ R a quasi-regular ideal such
thatH0I = 0. Then we have :

HiI
n = 0 for everyn ∈ N and everyi < n.

Proof. We argue by induction onn ∈ N. Forn ≤ 1 there is nothing to prove, so suppose that
n > 1, and that the assertion is already known forIn−1. SetRk := R/Ik+1 for everyk ∈ N,
and let

Λ• ⊗R S• := Λ•
R(I/I

2)⊗R Sym•
R(I/I

2)

which is a bigradedR0-module, endowed with the bigraded derivation∂•• such that∂•• [i] is the
Koszul derivation ofΛ• ⊗R S•[i], defined as in [56, I.4.3.1.2]. Set as well

Ci := Coker (∂n−3
i : Λi ⊗R Sn−3 → Λi−1 ⊗R Sn−2) for everyi ∈ N.
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From the inductive assumption and lemma 4.5.22, we already know that

(4.5.38) Hi(I
ℓ
⊗R In−1) = 0 for everyi < n.

However, according to remark 4.5.14, there is a spectral sequence

E1
pq := TorR[p]q (I[p], I[p]n−1)⇒ Hp+q(I

ℓ
⊗R In−1)

and proposition 4.5.35(ii.b) yields natural isomorphisms

E1
pq

∼→ Tor
R[p]
q+1(R0[p], I[p]

n−1)
∼→ Tor

R[p]
q+2(R0[p], Rn−2[p])

∼→ Cq+3[p] for everyq > 0

under which, the differentialsE1
pq → E1

p−1,q are identified with those of the chain complex
associated to theR0-moduleCq+3. Now, sinceI/I2 is a flatR0-module, [56, I.4.3.1.7] says that
the sequence ofR0-modules

Σi : 0→ Λn+i−3
∂−→ Λn+i−4 ⊗R S1 → · · · → Λi ⊗R Sn−3 ∂−→ Λi−1 ⊗R Sn−2 → Ci → 0

is an exact complex, for everyi > 0. On the other hand, sinceH0I/I
2 = 0, (and again, since

I/I2 is a flatR0-module), combining [56, I.4.3.2.1] and lemma 4.5.22, we see that

Hi(Λj ⊗R Sq−j) = 0 for everyq ∈ N, everyj ≤ q, and everyi < q.

We recall the following general

Claim4.5.39. LetA be any abelian category,d ∈ N any integer, and consider an exact sequence

0→ Kd
fd−−→ Kd−1 → · · · → K1

f1−−→ K0 → 0

of objects ofC(A ), such thatKi = 0 in D(A ), for everyi = 1, . . . , d − 1. Then there is a
natural isomorphism

K0
∼→ Kd[d− 1] in D(A ).

Proof of the claim.For everyi = 0, . . . , d, setZi := Ker fi. We have short exact sequences

0→ Zi → Ki → Zi−1 → 0 for i = 1, . . . , d.

SinceKi = 0 in D(A ), there follows natural isomorphismsZi−1
∼→ Zi[1] for every i =

1, . . . , d− 1. However,Z0 = K0 andZd−1 = Kd, whence the claim. ♦

By applying claim 4.5.39 to the exact sequencecoskn+i−3Σ
i, we easily deduce that

HjCi = 0 for everyi > 0 and everyj < n + i− 3

so finallyE2
pq = 0 for everyq > 0 and everyp < n + q, and clearlyE1

pq = 0 for everyq < 0.
Consequently, for everyi < n the termE∞

i−q,q = 0 vanishes forq > 0, and equalsE2
i,0 for q = 0.

Lastly, a simple calculation shows that

E2
i,0 = Hi(I ⊗R In−1) for everyi ∈ N.

Summing up, and taking into account 4.5.38, we conclude thatHi(I ⊗R In−1) = 0 for every
i < n, so we are reduced to checking :

Claim 4.5.40. The natural mapHi(I ⊗R In−1)→ Hi(I
n) is surjective, for everyi ≤ n.

Proof of the claim. Indeed, denote byK the kernel of the epimorphismI ⊗R In−1 → In; as in
the foregoing, we get natural isomorphisms

K[i]
∼→ Tor

R[i]
1 (R0[i], I[i]

n−1)
∼→ Tor

R[i]
2 (R0[i], R[i]/I[i]

n−1)
∼→ C3[i] for everyi ∈ N

that amount to an isomorphismK
∼→ C3 of R0-modules. We have already seen thatHiC3 = 0

for everyi < n, whence the claim. �
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4.6. Witt vectors, Fontaine rings and divided power algebras.We begin with a quick review
of the ring of Witt vectors associated to an arbitrary ring; for the complete details we refer to
[14, Ch.IX, §1]. Henceforth we letp be a fixed prime number. To start out, following [14,
Ch.IX, §1, n.1] one defines, for everyn ∈ N, then-th Witt polynomial

ωn(X0, . . . , Xn) :=
n∑

i=0

piXpn−i

i ∈ Z[X0, . . . , Xn].

Notice the inductive relations :

(4.6.1)
ωn+1(X0, . . . , Xn+1) = ωn(X

p
0 , . . . , X

p
n) + pn+1Xn+1

=Xpn+1

0 + p · ωn(X1, . . . , Xn+1).

Then one shows ([14, Ch.IX,§, n.3]) that there exist polynomials

Sn, Pn ∈ Z[X0, . . . , Xn, Y0, . . . , Yn] In ∈ Z[X0, . . . , Xn] Fn ∈ Z[X0, . . . , Xn+1]

characterized by the identities :

ωn(S0, . . . , Sn) = ωn(X0, . . . , Xn) + ωn(Y0, . . . , Yn)

ωn(P0, . . . , Pn) = ωn(X0, . . . , Xn) ·ωn(Y0, . . . , Yn)
ωn(I0, . . . , In) = − ωn(X0, . . . , Xn)

ωn(F0, . . . , Fn) = ωn+1(X0, . . . , Xn+1)

for everyn ∈ N. A simple induction shows that :

(4.6.2) Fn ≡ Xp
n (mod pZ[X0, . . . , Xn+1]) for everyn ∈ N.

(See [14, Ch.IX,§1, n.3, Exemple 4].)

4.6.3. Let nowA be an arbitrary (commutative, unitary) ring. For everya := (an | n ∈ N),
b := (bn | n ∈ N) in AN, one sets :

SA(a, b) := (Sn(a0, . . . , an, b0, . . . , bn) | n ∈ N)

PA(a, b) := (Pn(a0, . . . , an, b0, . . . , bn) | n ∈ N)

IA(a) := (In(a0, . . . , an) | n ∈ N)

ωA(a) := (ωn(a0, . . . , an) | n ∈ N).

There follow identities :
ωA(SA(a, b)) = ωA(a) + ωA(b)

ωA(PA(a, b)) = ωA(a) ·ωA(b)
ωA(IA(a)) = − ωA(a)

for everya, b ∈ AN. With this notation one shows that the setAN, endowed with the addition
law SA : AN × AN → AN and product lawPA : AN × AN → AN is a commutative ring, whose
zero element is the identically zero sequence0A := (0, 0, . . . ), and whose unit is the sequence
1A := (1, 0, 0, . . . ) ([14, Ch.IX, §1, n.4, Th.1]). The resulting ring(AN, SA, PA, 0A, 1A) is
denotedW (A), and calledthe ring of Witt vectors associated toA. Furthermore, leta ∈ W (A)
be any element; then :

• The opposite−a (that is, with respect to the addition lawSA) is the elementIA(a).
• For everyn ∈ N, the elementωn(a) := ωn(a0, . . . , an) ∈ A is called then-th ghost

componentof a, and the mapωn :W (A)→ A : b 7→ ωn(b) is a ring homomorphism.
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Hence, the mapW (A) → AN : a 7→ ωA(a) is also a ring homomorphism (whereAN is en-
dowed with termwise addition and multiplication). Henceforth, the addition and multiplication
of elementsa, b ∈ W (A) shall be denoted simply in the usual way :a + b anda · b, and the
neutral element of addition and multiplication shall be denoted respectively0 and1. The rule
A 7→ W (A) is a functor from the category of rings to itself; indeed, ifϕ : A → B is any
ring homomorphism, one obtains a ring homomorphismW (ϕ) : W (A) → W (B) by setting
a 7→ (ϕ(an) | n ∈ N). In other words,W (ϕ) is induced by the map of setsϕN : AN → BN, and
moreover one has the identity :

ϕN ◦ ωA = ωB ◦W (ϕ).

4.6.4. Next, one defines two mappings on elements ofW (A), by the rule :

FA(a) := (Fn(a0, . . . , an+1) | n ∈ N)

VA(a) := (0, a0, a1, . . . ).

FA andVA are often called, respectively, theFrobeniusandVerschiebungmaps ([14, Ch.IX,§1,
n.5]). Let alsofA : AN → AN be the ring endomorphism given by the rulea 7→ (a1, a2, . . . ), and
vA : AN → AN the endomorphism of the additive group ofAN defined bya 7→ (0, pa0, pa1, . . . ).
Then the basic identity characterizing(Fn | n ∈ N) can be written in the form :

(4.6.5) ωA ◦ FA = fA ◦ ωA.
On the other hand, (4.6.1) yields the identity :

ωA ◦ VA = vA ◦ ωA.
Let ϕ : A→ B be a ring homomorphism; directly from the definitions we obtain :

(4.6.6) W (ϕ) ◦ FA = FB ◦W (ϕ) W (ϕ) ◦ VA = VB ◦W (ϕ).

The mapFA is an endomorphism of the ringW (A), andVA is an endomorphism of the additive
group underlyingW (A) ([14, Ch.IX,§1, n.5, Prop.3]). Moreover one has the identities :

(4.6.7)
FA ◦ VA = p · 1W (A)

VA(a · FA(b)) = VA(a) · b for everya, b ∈ W (A)

andFA is a lifting of the Frobenius endomorphism ofW (A)/pW (A), i.e. :

FA(a) ≡ ap (mod pW (A)) for everya ∈ W (A).

It follows easily from (4.6.7) thatVm(A) := ImV m
A is an ideal ofW (A) for everym ∈ N.

The filtration(Vm(A) | m ∈ N) defines a linear topologyT onW (A). This topology can be
described explicitly, due to the identity :

(4.6.8) a = (a0, . . . , am−1, 0, . . . ) + V m
A ◦ fmA (a) for everya ∈ W (A).

(See [14, Ch.IX,§1, n.6, Lemme 4] : here the addition is taken in the additive group underlying
W (A).) Indeed, (4.6.8) implies thatT agrees with the product topology onAN, regarded as the
infinite countable power of the discrete spaceA. Hence(W (A),T ) is a complete and separated
topological ring.

4.6.9. The projectionω0 admits a useful set-theoretic splitting, theTeichm̈uller mapping:

τA : A→W (A) a 7→ (a, 0, 0, . . . ).

For everya ∈ A, the elementτA(a) is known as theTeichm̈uller representativeof a. Notice
that:

ωn ◦ τA(a) = ap
n

for everyn ∈ N.
Moreover,τA is a multiplicative map,i.e. the following identity holds :

τA(a) · τA(b) = τA(a · b) for everya, b ∈ A
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(see [14, Ch.IX,§1, n.6, Prop.4(a)]). Furthermore, (4.6.8) implies the identity :

(4.6.10) a =
∞∑

n=0

V n
A (τA(an)) for everya ∈ W (A)

(where the convergence of the series is relative to the topology T : see [14, Ch.IX,§1, n.6,
Prop.4(b)]).

4.6.11. For everyn ∈ N we set :

Wn(A) :=W (A)/Vn(A)

(then-truncated Witt vectorsof A). This defines an inverse system of rings(Wn(A) | n ∈ N),
whose limit isW (A). Clearly the ghost components descend to well-defined maps :

ωm : Wn(A)→ A for everym < n.

Especially, the mapω0 : W1(A)→ A is an isomorphism.

4.6.12. Let nowA be a ring of characteristicp. In this case (4.6.2) yields the identity :

(4.6.13) FA(a) = (apn | n ∈ N) for everya := (an | n ∈ N) ∈ W (A).

As an immediate consequence we get :

(4.6.14) p · a = VA ◦ FA(a) = FA ◦ VA(a) = (0, ap0, a
p
1, . . . ) for everya ∈ W (A).

For such a ringA, the p-adic topology onW (A) agrees with theV1(A)-adic topology, and
both are finer than the topologyT . Moreover,W (A) is complete for thep-adic topology ([14,
Ch.IX, §1, n.8, Prop.6(b)]). Furthermore, letΦA : A → A be the Frobenius endomorphism
a 7→ ap; (4.6.13) also implies the identity :

(4.6.15) FA ◦ τA = τA ◦ ΦA.

4.6.16. Suppose additionally thatA isperfect, i.e. thatΦA is an automorphism onA. It follows
from (4.6.13) thatFA is an automorphism onW (A). Hence, in view of (4.6.7) and (4.6.14) :

pn ·W (A) = Vn(A) for everyn ∈ N.

So, the topologyT agrees with thep-adic topology; more precisely, one sees that thep-adic
filtration coincides with the filtration(Vn(A) | n ∈ N) and with theV1(A)-adic filtration. Espe-
cially, the0-th ghost component descends to an isomorphism

ω0 : W (A)/pW (A)
∼→ A.

Also, (4.6.10) can be written in the form :

(4.6.17) a =
∞∑

n=0

pn · τA(ap
−n

n ) for everya ∈ W (A).

The next few results are proposed as a set of exercises in [14,Ch.IX, pp.70-71]. For the sake
of completeness, we sketch the proofs.
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4.6.18. LetA be a ring, and(Jn | n ∈ N) a decreasing sequence of ideals ofA, such that
pJn + Jpn ⊂ Jn+1 for everyn ∈ N. Let πn : A→ A/Jn andπ′

n : A/Jn → A/J0 be the natural
projections. Let alsoR be a ring of characteristicp, andϕ : R→ A/J0 a ring homomorphism.
We say that a map of setsϕn : R→ A/Jn is a lifting of ϕ if ϕn(xp) = ϕn(x)

p for everyx ∈ R,
andπ′

n ◦ ϕn = ϕ.

Lemma 4.6.19.In the situation of(4.6.18), the following holds :

(i) If ϕn andϕ′
n are two liftings ofϕ, thenϕn andϕ′

n agree onRpn.
(ii) If R is a perfect ring, then there exists a unique liftingϕn : R → A/Jn of ϕ. We have

ϕn(1) = 1 andϕn(xy) = ϕn(x) · ϕn(y) for everyx, y ∈ R.
(iii) If R is perfect andA is complete and separated for the topology defined by the filtration

(Jn | n ∈ N), then there exists a unique map of setsϕ : R → A such thatπ0 ◦ ϕ = ϕ
andϕ(xp) = ϕ(x)p for everyx ∈ R. Moreover,ϕ(1) = 1 andϕ(xy) = ϕ(x) · ϕ(y)
for everyx, y ∈ R. If furthermore,A is a ring of characteristicp, thenϕ is a ring
homomorphism.

Proof. (i) is an easy consequence of the following :

Claim 4.6.20. Let x, y ∈ R; if x ≡ y (mod J0), thenxp
n ≡ yp

n
(mod Jn) for everyn ∈ N.

Proof of the claim.It is shown by an easy induction onn ∈ N, which we leave to the reader to
work out. ♦

(ii): The uniqueness follows from (i). For the existence, pick any map of setsψ : R → A
such thatπ0 ◦ ψ = ϕ. We let :

ϕn(x) := πn ◦ ψ(xp
−n

)p
n

for everyx ∈ R.
Using claim 4.6.20 one verifies easily thatϕn does not depend on the choice ofψ. Especially,
defineψ′ : R → A by the rule :x 7→ ψ(xp

−1
)p for everyx ∈ R. Clearlyπ0 ◦ ψ′ = ϕ as well,

hence :

ϕn(x
p) = πn ◦ ψ′(xp

1−n

)p
n

= πn ◦ ψ(xp
−n

)p
n+1

= ϕn(x)
p for everyx ∈ R

as claimed. If we chooseψ so thatψ(1) = 1, we obtainϕn(1) = 1. Finally, sinceϕ is a ring
homomorphism we haveψ(x) · ψ(y) ≡ ψ(xy) (mod J0) for everyx, y ∈ R. Hence

ψ(x)p
n · ψ(y)pn ≡ ψ(xy)p

n

(mod Jn)

(again by claim 4.6.20) and finallyϕn(xp
n
) ·ϕn(yp

n
) = ψ((xy)p

n
), which implies the last stated

identity, sinceR is perfect.
(iii): The existence and uniqueness ofϕ follow from (ii). It remains only to show thatϕ(x)+

ϕ(y) = ϕ(x + y) in caseA is a ring of characteristicp. It suffices to check the latter identity
on the projections ontoA/Jn, for everyn ∈ N, in which case one argues analogously to the
foregoing proof of the multiplicative property forϕn : the details shall be left to the reader.�

Proposition 4.6.21. In the situation of(4.6.18), suppose thatR is a perfect ring andA is
complete and separated for the topology defined by the filtration (Jn | n ∈ N). Then the
following holds :

(i) For everyn ∈ N there exists a unique ring homomorphismvn : Wn+1(A/J0)→ A/Jn
such that the following diagram commutes :

Wn+1(A)
ωn //

Wn+1(π0)
��

A

πn
��

Wn+1(A/J0)
vn // A/Jn.
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(ii) Let un := vn ◦ Wn+1(ϕ) ◦ F−n
R , whereFR : Wn+1(R) → Wn+1(R) is induced by

the Frobenius automorphism ofW (R). Then, for everyn ∈ N the following diagram
commutes :

Wn+2(R)
un+1 //

��

A/Jn+1

ϑ
��

Wn+1(R)
un // A/Jn

where the vertical maps are the natural projections.
(iii) There exists a unique ring homomorphismu such that the following diagram commutes:

W (R)
u //

ω0

��

A

π0
��

R
ϕ // A/J0.

Furthermore,u is continuous for thep-adic topology onW (R), and for everya :=
(an | n ∈ N) ∈ W (R) we have :

(4.6.22) u(a) =

∞∑

n=0

pn · ϕ(ap−nn )

whereϕ : R→ A is the unique map of sets characterized as in lemma4.6.19(iii).

Proof. (i): We have to check thatωn(a0, . . . , an) ∈ Jn whenevera0, . . . , an ∈ J0, which is
clear from the definition of the Witt polynomialωn(X0, . . . , Xn).

(ii): SinceFR is an isomorphism, it boils down to verifying :

Claim4.6.23. ϑ◦ vn+1(ϕ(a0), . . . , ϕ(an+1)) = vn(ϕ(F0(a0, a1)), . . . , ϕ(Fn(a0, . . . , an+1))) for
everya := (a0, . . . , an+1) ∈ Wn+1(A).

Proof of the claim.Directly from (4.6.6) we derive :

(ϕ(F0(a0, a1)), . . . , ϕ(Fn(a0, . . . , an+1))) = (F0(ϕ(a0), ϕ(a1)), . . . , Fn(ϕ(a0), . . . , ϕ(an)))

for everya ∈ Wn+1(A). Hence, it suffices to show that

ϑ ◦ vn+1(b0, . . . , bn+1) = vn(F0(b0, b1), . . . , Fn(b0, . . . , bn+1))

for every(b0, . . . , bn+1) ∈ Wn+1(A/J0). The latter identity follows from (4.6.5). ♦

(iii): The existence ofu follows from (ii); indeed, it suffices to takeu := limn∈N un. With
this definition, it is also clear thatu is continuous for the topologyT of W (R); however, since
R is perfect, the latter coincides with thep-adic topology (see (4.6.12)). Next we remark that
π0 ◦ u ◦ τR = ϕ ◦ ω0 ◦ τR = ϕ, hence :

(4.6.24) u ◦ τR = ϕ

by lemma 4.6.19(iii). Identity (4.6.22) follows from (4.6.17), (4.6.24) and the continuity of
u. �

4.6.25. Let nowR be any ring; we let(An;ϕn : An+1 → An | n ∈ N) be the inverse system
of rings such thatAn := R/pR andϕn is the Frobenius endomorphismΦR : R/pR → R/pR
for everyn ∈ N. We set :

E(R)+ := lim
n∈N

An.

SoE(R)+ is the set of all sequences(an | n ∈ N) of elementsan ∈ R/pR such thatan = apn+1

for everyn ∈ N. We denote byTE the pro-discrete topology onE(R)+ obtained as the inverse
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limit of the discrete topologies on the ringsAn. As an immediate consequence of the definition,
E(R)+ is a perfect ring. LetΦE(R)+ be the Frobenius automorphism; notice that :

Φ−1
E(R)+(an | n ∈ N) = (an+1 | n ∈ N) for every(an | n ∈ N) ∈ E(R)+.

The projection toA0 defines a natural ring homomorphism

uR : E(R)+ → R/pR

and a basis of open neighborhoods of0 ∈ E(R)+ is given by the descending family of ideals :

Ker(E(R)+ → An) = Ker(uR ◦ Φ−n
E(R)+) for everyn ∈ N.

4.6.26. Suppose now that(R, | · |R) is a valuation ring with value groupΓR, residue character-
istic p and generic characteristic0. SetΓp

∞

R :=
⋂
n∈N Γ

pn

R , and letΓE(R) ⊂ Γp
∞

R be the convex
subgroup consisting of allγ ∈ Γp

∞

R such that|p|−nR > γ > |p|nR for every sufficiently large
n ∈ N. We define a mapping

| · |E(R) : E(R)
+ → ΓE(R) ∪ {0}

as follows. Leta := (an | n ∈ N) ∈ E(R)+ be any element, and for everyn ∈ N choose a
representativẽan ∈ R for the classan ∈ R/pR. If |ãn|R ≤ |p|R for everyn ∈ N, then we set
|a|E(R) := 0; if there existsn ∈ N such that|ãn| > |p|R, then we set|a|E(R) := |ãn|p

n

R . One
verifies easily that the definition is independent of all the choices : the details shall be left to the
reader.

Lemma 4.6.27.(i) In the situation of(4.6.26), the pair(E(R)+, | · |E(R)) is a valuation ring.

(ii) Especially, ifR is deeply ramified of rank one, thenΓR = ΓE(R) is the value group of
E(R)+.

Proof. (i): One checks easily that|a · b|E(R) = |a|E(R) · |b|E(R) for everya, b ∈ E(R)+, as well
as the inequality :|a + b|E(R) ≤ max(|a|E(R), |b|E(R)). It is also clear from the definition that
|a|E(R) = 0 if and only if a = 0. Next, let us show thatE(R)+ is a domain. Indeed, suppose
thata := (an | n ∈ N) andb := (bn | n ∈ N) are two non-zero elements such thata · b = 0;
we may assume that0 < |a|E(R) ≤ |b|E(R), in which case|ãn|p

n

R ≤ |̃bn|p
n

R for every sufficiently

largen ∈ N, and every choice of representativeãn ∈ R (resp. b̃n ∈ R) for an (resp. forbn).
By assumption we have|ãn · b̃n|R ≤ |p|R for everyn ∈ N, whence|ãn|2R ≤ |p|R for sufficiently
largen ∈ N, hence|ãpn|R ≤ |p|R, consequentlyap = 0, and sinceE(R)+ is perfect, we deduce
thata = 0, a contradiction. To conclude the proof of (i), it then suffices to show :

Claim 4.6.28. |a|E(R) ≤ |b|E(R) if and only if a · E(R)+ ⊂ b · E(R)+.

Proof of the claim.We may assume that0 < |a|E(R) ≤ |b|E(R), and we need to show thatb
dividesa in E(R)+. Choose as usual representativesãn andb̃n for an andbn, for everyn ∈ N;
we may assume that|̃bn| ≥ |p| for everyn ∈ N, and then directly from the definitions, it is clear
that |ãn|R ≤ |̃bn|R, hence there existn0 ∈ N, xn ∈ R such that0 6= an = xn · bn in R/pR for
everyn ≥ n0. We compute :an = apn+1 = xpn+1 · bpn+1 = xpn+1 · bn, hence(xpn+1 − xn) · bn = 0
for everyn ≥ n0. For everyn ∈ N, let yn := xpn+1 − xn; notice thatb2n 6= 0 andyn · bn = 0
in R/pR whenevern ≥ n0, which implies especially thatyn does not dividebn in R/pR. It
follows thatbn dividesyn whenn ≥ n0, and thereforey2n = 0 for all n ≥ n0. In turn, this shows
thatxp

2

n+1 = xpn for everyn ≥ n0, so that, up to replacing finitely many terms, the sequence
x := (xpn+1 | n ∈ N) is a well-defined element ofE(R)+. Clearlya · x = b, which is the sought
assertion. ♦
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(ii): If R is deeply ramified of rank one, then the Frobenius endomorphismΦR is surjective
([36, Prop.6.6.6]), so thatΓR = Γp

∞

R = ΓE, and moreover the mapuR : E(R)+ → R/pR is
obviously surjective, so that|E(R)+|E(R) = Γ+

R ∪ {0}. �

4.6.29. We resume the general situation of (4.6.25), and we define :

A(R)+ :=W (E(R)+)

whereW (−) denotes the ring of Witt vectors as in (4.6.3). According to (4.6.16),A(R)+

is complete and separated for thep-adic topology; moreover we see from (4.6.14) thatp is a
regular element ofA(R)+, and the ghost componentω0 descends to an isomorphism

ω0 : A(R)+/pA(R)+
∼→ E(R)+.

The mapω0 also admits a set-theoretic multiplicative splitting, theTeichmüller mapping of
(4.6.9), which will be here denoted :

τR : E(R)+ → A(R)+.

Furthermore, letR∧ denote thep-adic completion ofR; by proposition 4.6.21(iii), the compo-
sitionuR ◦ ω0 lifts to a unique map

uR : A(R)+ → R∧

which is continuous for thep-adic topologies. Finally,A(R)+ is endowed with an automor-
phism, which we shall denote byσR : A(R)+ → A(R)+, which lifts the Frobenius map of
E(R)+, i.e. such that the horizontal arrows of the diagram :

(4.6.30)

A(R)+
σR //

ω0

��

A(R)+

ω0

��
E(R)+

Φ
E(R)+ //

τR

OO

E(R)+

τR

OO

commute with the downward arrows (see (4.6.16)). The horizontal arrows commute also with
the upward ones, due to (4.6.15).

4.6.31. Leta := (an | n ∈ N) be any element ofE(R)+, and for everyn ∈ N choose a
representativẽan ∈ R for the classan. In view of (4.6.22) and by inspecting the proof of
lemma 4.6.19 we deduce easily the following identity

(4.6.32) uR ◦ τR(a) = lim
n→∞

ãp
n

n

where the convergence is relative to thep-adic topology ofR∧.

Proposition 4.6.33.With the notation of(4.6.29), suppose moreover that there existπ, a ∈ R
such thatπ is regular,a is invertible,p = πp · a, andΦR induces an isomorphism :

R/πR
∼→ R/pR : xmod πR 7→ xpmod pR.

Then the following holds :

(i) uR anduR are surjections.
(ii) There exists a regular elementϑ ∈ A(R)+ such that :

KeruR = ϑ ·A(R)+.

Proof. (i): Indeed, ifΦR is surjective, the same holds foruR, and then the claim follows easily
from [61, Th.8.4].

(ii): The surjectivity ofuR says especially that we may findπ := (πn | n ∈ N) ∈ E(R)+

such thatπ0 is the image ofπ in R/pR.

Claim4.6.34. (i) πpn generatesKer (ΦnR : R/pR→ R/pR) for everyn ∈ N.
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(ii) Let fn ∈ R be any lifting ofπn; then there exists an invertible elementan ∈ R∧ such
thatf p

n+1

n = an · p.
(iii) πp is a regular element ofE(R)+, and generatesKer uR.

Proof of the claim. (i): We argue by induction onn ∈ N. We haveπp0 = 0, so the claim
is clear forn = 0. For n = 1, the assertion is equivalent to our assumption onπ. Next,
suppose that the assertion is known for somen ≥ 1, and letx ∈ R/pR such thatΦn+1

R (x) = 0;
henceΦR(x) = y · πpn for somey ∈ R/pR. SinceΦR is surjective, we may writey = zp for
somez ∈ R/pR, therefore(x − z · πn)p = 0, and consequentlyx − z · πn ∈ π0(R/pR), so
x ∈ πn(R/pR) = πpn+1(R/pR), as stated.

(ii): By assumption,f p
n

n − π ∈ pR, hencef p
n+1

n ≡ a−1p (mod πpR), in other words,
f p

n+1

n = p(a−1 + πb) for someb ∈ R. SinceR∧ is complete and separated for theπ-adic
topology, the elementan := a−1 + πb is invertible inR∧; whence the contention.

(iii): In view of (i), for everyn ∈ N we have a ladder of short exact sequences :

0 // (πpn+1) //

ΦR
��

R/pR
Φn+1
R //

ΦR
��

R/pR // 0

0 // (πpn)
// R/pR

ΦnR // R/pR // 0

and since all the vertical arrows are surjections, we deducea short exact sequence ([75, Lemma
3.5.3]) :

0→ lim
n∈N

(πpn)
j−→ E(R)+

uR−→ R/pR→ 0.

Next, choosefn as in (ii); sincep is regular inR, it is also regular inR∧, and then the same
holds forfn. It follows easily that the kernel of the multiplication mapµn : R/pR → R/pR :
x 7→ πpnx is the idealIn := (πp

n+1−p
n ), whence a ladder of short exact sequences :

0 // In //

ΦR
��

R/pR
µn //

ΦR
��

(πpn)

ΦR
��

// 0

0 // In−1
// R/pR

µn−1 // (πpn−1) // 0

for everyn > 0. Notice thatpn+1 − p ≥ pn, henceπp
n+1−p
n−1 = 0 for everyn > 0, so the

inverse system(In | n ∈ N) is essentially zero, and the system of maps(µn | n ∈ N) defines an
isomorphism ([75, Prop.3.5.7]) :

µ : E(R)+
∼→ lim

n∈N
(πpn).

By inspecting the construction, one sees that the compositionj ◦ µ : E(R)+ → E(R)+ is none
else than the map :x 7→ x · πp. Both assertions follow immediately. ♦

Claim 4.6.35. ω0 restricts to a surjectionKeruR → KeruR.

Proof of the claim. By the snake lemma, we are reduced to showing thatuR restricts to a
surjectionKerω0 → pR∧, which is clear sinceKerω0 = pA(R)+ anduR is surjective. ♦

From [61, Th.8.4] and claims 4.6.35, 4.6.34(iii) we deduce that everyϑ ∈ Ker uR ∩ω−1
0 (πp)

generatesKeruR. Furthermore, claim 4.6.34(iii) also says that the sequence (p, ϑ) is regular on
A(R)+. SinceA(R)+ is p-adically separated, the sequence(ϑ, p) is regular as well (corollary
4.1.22); especiallyϑ is regular, as stated. �
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Example 4.6.36.Let R be a ring such thatp is regular inR, andΦR is surjective. Suppose
also that we have a compatible system of elementsun := p1/p

n ∈ R∧ (so thatupn+1 = un for
everyn ∈ N). In this case, an elementϑ as provided by proposition 4.6.33 can be chosen
explicitly. Indeed, the sequencea := (p, p1/p, p1/p

2
, . . . ) defines an element ofE(R)+ such that

uR ◦ τR(a) = p (see (4.6.32)), and by inspecting the proof of the proposition, we deduce that
the element

ϑ := p− τR(p, p1/p, p1/p
2

, . . . )

is a generator ofKer uR.

Definition 4.6.37. Letm,n : Z→ N be any two maps of sets.

(i) Thesupportof n is the subset :

Suppn := {i ∈ Z | n(i) 6= 0}.
(ii) For everyt ∈ Z, we letn[t] : Z → N be the mapping defined by the rule:n[t](k) :=

n(k + t) for everyk ∈ Z.
(iii) We define a partial ordering on the set of all mappingsZ→ N by declaring thatn ≥m

if and only ifn(k) ≥m(k) for everyk ∈ Z.

4.6.38. Keep the assumptions of proposition 4.6.33, and letn : Z → N be any mapping with
finite support. We set :

ϑn :=
∏

i∈Suppn

σiR(ϑ
n(i))

whereϑ ∈ A(R)+ is – as in proposition 4.6.33(ii) – any generator ofKer uR, andσR is the
automorphism introduced in (4.6.29). For every suchn, the elementϑn is regular inA(R)+,
and ifn ≥m, thenϑm dividesϑn. We endowA(R)+ with the linear topologyTA which admits
the family of ideals(ϑn ·A(R)+ | n : Z→ N) as a fundamental system of open neighborhoods
of 0 ∈ A(R)+.

Theorem 4.6.39.In the situation of(4.6.38), the following holds :

(i) The topological ring(A(R)+,TA) is complete and separated.
(ii) The homomorphism of topological ringsω0 : (A(R)+,TA) → (E(R)+,TE) is a

quotient map.

Proof. We resume the notation of the proof of proposition 4.6.33; especially, the image ofϑ in
E(R)+ is the elementπp, andπ lifts the image ofπ in R/pR.

Claim4.6.40. (i) The topologyTE onE(R)+ agrees with theπ-adic topology.

(ii) The sequences(p, ϑn) and(ϑn, p) are regular inA(R)+ for everyn : Z → N of finite
support.

Proof of the claim.Clearly :

ω0(ϑn) = π
∑
i∈Z n(i)·pi+1

and then the regularity of(p, ϑn) follows easily from claim 4.6.34(iii), which also implies that :

πp
n+1 · E(R)+ = Ker (uR ◦ Φ−n

E(R)+) for everyn ∈ N

which, in turn, yields (i). To show that also the sequence(ϑn, p) is regular, it suffices to invoke
corollary 4.1.22. ♦

Claim 4.6.40(i) already implies assertion (ii). For everyn ∈ N, letA+∧
n denote the comple-

tion of A+
n := A(R)+/pn+1A(R)+ for the topologyTAn , defined as the unique topology such
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that the surjection(A(R)+,TA) → (A+
n ,TAn) is a quotient map. For everyn > 0 we have a

natural commutative diagram :

(4.6.41)

0 // A+
0

//

��

A+
n

//

��

A+
n−1

//

��

0

0 // A+∧
0

// A+∧
n

// A+∧
n−1

// 0

whose vertical arrows are the completion maps. Sincep is regular inA(R)+, the top row of
(4.6.41) is short exact.

Claim 4.6.42. The bottom row of (4.6.41) is short exact as well.

Proof of the claim.It suffices to show that the topologyTA0 onA+
0 agrees with the subspace

topology induced fromA+
n ([61, Th.8.1]). This boils down to verifying the equality ofideals of

A(R)+ :

(4.6.43) (ϑn) ∩ (pk) = (ϑn · pk)
for everyk ∈ N and everyn : Z → N as in (4.6.38). The latter follows easily from claim
4.6.40(ii) and [61, Th.16.1]. ♦

Claim 4.6.44. The topological ring(A+
n ,TAn) is separated and complete for everyn ∈ N.

Proof of the claim.We shall argue by induction onn ∈ N. For n = 0 the assertion reduces
to claim 4.6.40(i) (and the fact thatTE is obviously a complete and separated topology on
E(R)+). Suppose thatn > 0 and that the assertion is known for every integer< n. This
means that the right-most and left-most vertical arrows of (4.6.41) are isomorphisms. Then
claim 4.6.42 implies that the middle arrow is bijective as well, as required. ♦

Claim 4.6.45. For everyn : Z → N as in (4.6.38), the ringA(R)+/ϑnA(R)+ is complete and
separated for thep-adic topology.

Proof of the claim.SinceA(R)+ is complete for thep-adic topology, [61, Th.8.1(ii)] reduces
to showing that thep-adic topology onA(R)+ induces thep-adic topology on its submodule
ϑnA(R)+. The latter assertion follows again from (4.6.43). ♦

To conclude the proof of (i) we may now compute :

lim
n:Z→N

A(R)+/ϑnA(R)+ ≃ lim
n:Z→N

lim
k∈N

A+
k /ϑnA

+
k (by claim 4.6.45)

≃ lim
k∈N

lim
n:Z→N

A+
k /ϑnA

+
k

≃ lim
k∈N

A+
k (by claim 4.6.44)

≃ A(R)+

which is the contention. �

We conclude this section with a review of the theory of divided power modules and algebras.

Definition 4.6.46. LetA be a ring,k ∈ N an integer, andM := (M1, . . . ,Mk) an object of the
abelian category(A-Mod)k, i.e. any sequence ofA-modules. Let alsoQ be anotherA-module,
andd := (d1, . . . , dk) ∈ N⊕k any sequence ofk integers.

(i) We denote byFM , GQ : A-Alg→ Set the functors given respectively by the rules :

B 7→ (M1 × · · · ×Mk)⊗A B and B 7→ Q⊗A B for everyA-algebraB.
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Also, letM∨
i := HomA(Mi, A) for everyi = 1, . . . , k, and set :

Sym•
A(M

∨) :=

k⊗

i=1

Sym•
A(M

∨
i )

which we view as aN⊕k-gradedA-algebra, with the grading given by the rule :

Symn
A(M

∨) :=
k⊗

i=1

Symni
A (M

∨
i ) for everyn := (n1, . . . , nk) ∈ N⊕k.

(ii) A homogeneous multipolynomial lawof degreed on the sequence ofA-modulesM ,
with values inQ, is a natural transformationλ : FM → GQ, which we write also

λ :M  Q

such that the following holds. For everyA-algebraB, every(x1, . . . , xk) ∈ FM(B)
and every(b1, . . . , bk) ∈ Bk, we have

λB(b1x1, . . . , bkxk) = bd11 · · · bdkk · λB(x1, . . . , xk).

We denote byPoldA(M,Q) the set of all homogeneous multipolynomial lawsM  Q
of degreed.

Remark 4.6.47. (i) Let f := (fi : M
′
i → Mi | i = 1, . . . , k) be a sequence ofA-linear maps,

and setM ′ := (M ′
1, . . . ,M

′
k); let alsog : Q → Q′ be anotherA-linear map. Suppose that

λ :M  Q is a homogeneous multipolynomial law of degreed; then we obtain a law

g ◦ λ ◦ f :M ′  Q′

of the same type, by the rule :

B 7→ (g ⊗A B) ◦ λB ◦ ((f1 × · · · × fk)⊗A B) : (M ′
1 × · · · ×M ′

k)⊗A B → Q′ ⊗A B

for everyA-algebraB. This shows that the rule(M,Q) 7→ PoldA(M,Q) is functorial in both
arguments. However, it is nota priori obvious that this functor takes values in (essentially)
small sets. The latter assertion will nevertheless be proven shortly.

(ii) Suppose thatM ′ := (M ′
1, . . . ,M

′
k′) is another sequence ofA-modules,Q′ anotherA-

module, andd′ := (d′1, . . . , d
′
k′) ∈ N⊕k′ another sequence of integers. If we have two homoge-

neous polynomial lawsλ : M  Q andλ′ : M ′  Q′ of degrees respectivelyd andd′, we can
form the tensor product

λ⊗ λ′ : (M,M ′) Q⊗A Q′

which is the homogeneous multipolynomial law of degree(d, d′) given by the rule :

(λ⊗ λ′)B(x1, . . . , xk, x′1, . . . , x′k′) := λB(x1, . . . , xk)⊗ λ′B(x′1, . . . , x′k′)
for everyA-algebraB and every(x1, . . . , x′k′) ∈ (M1 × · · · ×M ′

k′)⊗A B.
(iii) Let B be anyA-algebra; ifλ : M  Q is a law as in (i), then the restriction ofλ to

B-algebras yields a lawλ/B :M ⊗A B → Q⊗B . In this way, we obtain a natural mapping

(4.6.48) PoldA(M,Q)→ PoldB(M ⊗A B,Q⊗A B).

Lemma 4.6.49.In the situation of definition4.6.46, suppose that theA-moduleMi is free of
finite rank, for everyi = 1, . . . , k. Then, there exists a natural bijection

Pol
d
A(M,Q)

∼→ Q⊗A Sym
d
A(M

∨).
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Proof. Indeed, fix bases(ei1, . . . , eiri) for eachA-moduleMi, and denote by(e∗i1, . . . , e
∗
iri
) the

dual basis ofM∨
i . For everyi = 1, . . . , k there is a natural (injective) map ofA-algebras

Sym•
A(M

∨
i )→ Sym•

A(M
∨) : s 7→ 1⊗ · · · ⊗ s⊗ · · · ⊗ 1

which allows to view naturally thee∗ij as elements ofSym•
A(M

∨). Suppose thatλ : M  Q is
a given homogeneous multipolynomial law of degreed, and set

Pλ(e
∗
ij) := λSym•

A(M
∨)

(
r1∑

j=1

e1j ⊗ e∗1j , . . . ,
rk∑

j=1

ekj ⊗ e∗kj

)
∈ Q⊗A Sym•

A(M
∨).

Notice that the terms in parenthesis are elements ofMi ⊗A M∨
i ⊂ Mi ⊗A Sym•

A(M
∨
i ) that do

not depend on the chosen bases, since they correspond to the identity automorphisms ofMi,
under the natural identificationMi ⊗A M∨

i
∼→ EndA(Mi). Now, letB be anyA-algebra, and

(bij | i = 1, . . . , k; j = 1, . . . , ri) any sequence of elements ofB. By considering the unique
map ofA-algebrasSym•

A(M) → B given by the rule :e∗ij 7→ bij for everyi = 1, . . . , k and
everyj = 1, . . . , ri, it is easily seen that

λB

(
r1∑

j=1

b1je1j , . . . ,

rk∑

j=1

bkjekj

)
= Pλ(bij) ∈ Q⊗A B.

In other words,λ is completely determined by the polynomialPλ(e
∗
ij) with coefficients inQ.

Next, setB := Sym•
A(M

∨)[Y1, . . . , Yk]; the homogeneity condition onλ implies that

Pλ(Yie
∗
ij) = λB

(
Y1 ·

r1∑

j=1

e1j ⊗ e∗1j , . . . , Yk ·
rk∑

j=1

ekj ⊗ e∗kj

)
= Y d1

1 · · ·Y dk
k · P (e∗ij)

which means thatPλ ∈ Q ⊗A Symd
A(M

∨). Conversely, it is clear that any element ofQ ⊗A
Symd

A(M
∨) yields a homogeneous law of degreed, whence the lemma. �

Remark 4.6.50.(i) Lemma 4.6.49 shows especially that, ifM1, . . . ,Mk are freeA-modules of
finite rank, the ruleQ 7→ PoldA(M,Q) yields a functor with values in essentially small sets, and
it is clear that the sum of two homogeneous multipolynomial laws of degreed is still a law of the
same type; likewise, if we multiply such a law by an element ofA, we get a new law of the same
type. Up to isomorphism, we may therefore assume that this isa functorA-Mod→ A-Mod.

(ii) Next, set

ΓdA(M) := (Symd
AM

∨)∨.

The lemma can be rephrased by saying that, under the stated assumptions, theA-moduleΓdA(M)
represents the functor

A-Mod→ A-Mod : Q 7→ PoldA(M,Q).

(iii) The rule (A,M) 7→ ΓdA(M) is functorial for sequencesM of freeA-modules of finite
rank. Indeed, letϕ : M → N be a morphism of such sequences. For every degreed of length

k, the induced mapPoldA(N,Q)→ PoldA(M,Q) corresponds to a map

(4.6.51) Sym
d
A(N

∨)⊗A Q→ Sym
d
A(M

∨)⊗A Q

that can be worked out as follows. Pick bases(eij | j = 1, . . . , ri) forNi and(eij | j = 1, . . . , si)
for Mi, for everyi = 1, . . . , k, and denote as usual by(e∗ij | j = 1, . . . , ri), (f ∗

ij | j = 1, . . . , si)
the respective dual bases. Say thatλ : N  Q is a given homogeneous law of degreed, and let



FOUNDATIONS OFp-ADIC HODGE THEORY 299

Pλ(e
∗
ij) ∈ Symd

A(N
∨)⊗A Q be the corresponding homogeneous polynomial. By construction,

the polynomialPλ◦ϕ ∈ Sym
d
A(M

∨)⊗A Q corresponding toλ ◦ ϕ is calculated as

Pλ◦ϕ := (λ ◦ ϕ)Sym•
A(M

∨)

(
si∑

j=1

fij ⊗ f ∗
ij | i = 1, . . . , k

)

= λSym•
A(M

∨)

(
si∑

j=1

ϕi(fij)⊗ f ∗
ij | i = 1, . . . , k

)

= λSym•
A(M

∨)

(
si∑

j=1

eij ⊗ ϕ∨
i (e

∗
ij) | i = 1, . . . , k

)

=Pλ(ϕ
∨
i (e

∗
ij)).

In other words, (4.6.51) equalsSymd
A(ϕ

∨)⊗A 1Q, so if we let

ΓdA(ϕ) := Symd
A(ϕ

∨)∨

we obtain :

• a functorΓdA(−) from the full subcategory(A-Modo)kff of (A-Modo)k consisting of
all sequences of freeA-modules of finite rank, into the category ofA-modules
• for everyA-moduleQ, a well defined isomorphism of functors on this subcategory

(Q,M) 7→ (Pol
d
A(M,Q)

∼→ HomA(Γ
d
AM,Q) : A-Mod× (A-Modo)kff → A-Mod

The following result extends the above observations to arbitrary sequencesM of A-modules.

Theorem 4.6.52.LetM be any sequence as in definition4.6.46(i). We have :

(i) PoldA(M,Q) is an essentially small set, for everyA-moduleQ.
(ii) There exists a functor

(4.6.53) Γ
d
A : (A-Mod)k → A-Mod

with a natural isomorphism ofA-module valued functors

PoldA(−, Q)
∼→ HomA(Γ

d
A(−), Q) for everyA-moduleQ.

Proof. Suppose first that all theA-modulesM1, . . . ,Mk are finitely presented. Then, for every
i = 1, . . . , k, pick a surjectiveA-linear mapfi : Li → Mi, with Li free of finite rank. Next, let
gi : Li ⊕ Li →Mi be the map given by the rule :(l, l′) 7→ fi(l − l′) for every(l, l′) ∈ Li ⊕ Li;
sinceMi is finitely presented,Ker gi is finitely generated, for everyi = 1, . . . , k, so we may
find a surjectiveA-linear mapL′

i → Ker gi. By composing with the inclusionKer gi → Li⊕Li
and the two projectionsLi ⊕ Li → Li, we deduce a presentation ofMi :

(4.6.54) Coker (h1i , h
2
i : L

′
i

//
// Li)

∼→Mi

such that the induced map
L′
i → Li ×Mi

Li

is surjective. Notice that the latter condition is stable under arbitrary base changesA→ B. Set
L := (L1, . . . , Lk), L

′ := (L′
1, . . . , L

′
k) andhj := (hj1, . . . , h

j
k) for j = 1, 2.

Claim4.6.55. The presentation (4.6.54) induces a presentation of sets :

PoldA(M,Q)
∼→ Ker (PoldA(L,Q)

//
// PoldA(L

′, Q)) for everyA-moduleQ.
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Proof of the claim.Indeed, suppose thatλ : L  Q is a given homogeneous multipolynomial
law of degreed, such thatλ ◦h1 = λ ◦h2 (notation of remark 4.6.47(i)). Since the induced map
L′
i ⊗A B → (Li ⊗A B) ×M⊗AB (Li ⊗A B) is surjective for everyi = 1, . . . , k, it follows that

λB descends (uniquely) to a mapµB : (M1 × · · · ×Mk)⊗A B → Q⊗A B. An easy inspection
shows that the resulting rule :B 7→ µB is a homogeneous multipolynomial law of degreed. ♦

From claim 4.6.55 and lemma 4.6.49, it follows easily that the theorem holds forM , with

ΓdA(M) := Coker (ΓdA(h
1),ΓdA(h

2) : ΓdA(L
′)

//
// ΓdA(L))

(details left to the reader). Lastly, letM be an arbitrary sequence. We may then find a filtered
system of sequences(Mσ | σ ∈ Σ) consisting of finitely presentedA-modules and withA-
linear transition maps, whose colimit is isomorphic toM . Since such colimits are preserved by
arbitrary base changes, and commute with the forgetful functor to sets, it follows easily that the
system induces an isomorphism of sets :

PoldA(M,Q)
∼→ lim

σ∈Σ
PoldA(Mσ, Q) for everyA-moduleQ

(details left to the reader). In view of the foregoing, it then follows that the theorem holds for
M , with

ΓdA(M) := colim
σ∈Σ

ΓdA(Mσ).

Again, we invite the reader to spell out the details. �

4.6.56. The identity map ofΓdAM corresponds to a homogeneous multipolynomial law

λ
d
M :M  ΓdAM

such that every other lawM  Q homogeneous of the same degree, factors uniquely through
λ
d
M and anA-linear mapΓdAM → Q (in the sense explained in remark 4.6.47(i)). Especially, if

M ′ ∈ Ob((A-Mod)k
′
) is another sequence, andd′ ∈ N⊕k′ any sequence of integers, the tensor

productλdM ⊗ λ
d′

M ′ (remark 4.6.47(ii)) factors uniquely throughλd,d
′

M,M ′ and anA-linear map

(4.6.57) Γd,d
′

A (M,M ′)→ ΓdA(M)⊗A Γd
′

A(M
′).

Furthermore, notice that, in the situation of remark 4.6.47(iii), the mapping (4.6.48) is clearly
A-linear; hence, we get an inducedB-linear map

(4.6.58) B ⊗A ΓdA(M)→ ΓdB(B ⊗AM)

for everyM andd as above, and everyA-algebraB.

Corollary 4.6.59. With the notation of(4.6.56), we have :
(i) The functor(4.6.53)commutes with all filtered colimits.
(ii) The map(4.6.57)is an isomorphism ofA-modules, for everyM ,M ′, d andd′.

(iii) For everyA-algebraB, the map(4.6.58)is an isomorphism ofB-modules.
(iv) If theA-modulesM1, . . . ,Mk are all free (resp. finitely presented, resp. finitely gener-

ated, resp. flat), then the same holds forΓdA(M).

Proof. (i): It suffices to check that the natural map

PoldA(colim
σ∈Σ

Mσ, Q)→ lim
σ∈Σ

PoldA(Mσ, Q)

is an isomorphism, for every filtered system ofA-modules(Mσ | σ ∈ Σ) and everyA-module
Q; the latter assertion is obvious (details left to the reader).

(iv): The assertion concerning free modules of finite rank, and finitely generated or finitely
presented modules follows directly from the explicit construction in lemma 4.6.49 and theorem
4.6.52. The assertion for flat modules follows from the assertion for free modules of finite
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rank and from (i), by means of Lazard’s theorem [57, Ch.I, Th.1.2]. Moreover, from remark
4.6.50(iii), we see that, ifϕ : M → N is a morphism of sequences of freeA-modules of finite
rank, such thatϕi is a split injection for everyi = 1, . . . , n, thenΓdA(ϕ) is also a split injective
map of freeA-modules; from this, and from (i), it follows easily thatΓdA transforms sequences
of freeA-modules (of possibly infinite rank) into freeA-modules : details left to the reader.

(iii): In light of (i), it is easily seen that the natural transformation (4.6.57) commutes with ar-
bitrary filtered colimits ofA-modules, hence we are reduced to the case whereM is a sequence
of finitely presentedA-modules. Next, claim 4.6.55 shows that a presentation (4.6.54) yields a
commutative diagram

ΓdA(L
′)

//
//

��

ΓdA(L)
//

��

ΓdA(M) //

��

0

ΓdB(B ⊗A L′)
//
// ΓdB(B ⊗A L) // ΓdB(B ⊗AM) // 0

with exact rows. Therefore, we are further reduced to the case whereM is a sequence of free
A-modules of finite rank, in which case the assertion follows by a simple inspection of the proof
of lemma 4.6.49.

(ii): Let t : Γd,d
′

A (M,M ′)→ Q be anA-linear map. Tot we associate anA-linear map

t∗ : ΓdA(M)⊗A Γd
′

A(M
′)→ Q

as follows. Setτ := t ◦ λd,d
′

M,M ′ : (M,M ′)  Q (notation of remark 4.6.47(i)). To every
A-algebraB, the lawτ associates the mapping

B ⊗AM → Pold
′

B(B ⊗AM ′, B ⊗A Q) x 7→ τB,x

where(τB,x)C(y) := τC(1 ⊗ x, y) for everyx ∈ B ⊗A M , everyB-algebraC and every
y ∈ C ⊗AM ′. In light of (iii), the latter is the same as a mapping

B ⊗AM → HomB(B ⊗A Γd
′

A(M
′), B ⊗A Q) x 7→ tB,x

and notice that, for everyx ∈ B ⊗AM , theB-linear maptB,x is characterized by the identity

(4.6.60) tB,x(λ
d′

M ′,B
(y)) = (τB,x)B(y) for everyy ∈ B ⊗AM ′.

We deduce a compatible system of mappings

B ⊗A Γd
′

A(M
′)→ PoldB(B ⊗AM,B ⊗A Q) : y 7→ τ ∗B,y for everyA-algebraB

where(τ ∗B,y)C(x) := tC,x(1 ⊗ y) for everyB-algebraC, everyx ∈ C ⊗A M , and everyy ∈
B⊗A Γd

′

A(M). TheC-linearity of tC,x implies that these latter mappings areB-linear (for every
A-algebraB), and then they are the same as a compatible system ofB-linear maps

(4.6.61) B ⊗A Γd
′

A(M
′)→ HomB(B ⊗A ΓdA(M), B ⊗A Q) : y 7→ t∗B,y

for everyA-algebraB. Notice that, for everyy ∈ B ⊗A Γ
d′

A(M
′), theB-linear mapt∗B,y is

characterized by the identity :

(4.6.62) t∗B,y(λ
d
M,B(x)) = (τ ∗B,y)B(x) for everyx ∈ B ⊗AM.

Obviously, the datum of a compatible system (4.6.61) is the same as that of a mapt∗ as sought.

Claim4.6.63. t∗ ◦ (4.6.57)= t.
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Proof of the claim. It suffices to show thatt∗ ◦ (4.6.57)◦ λd,d
′

M,M ′ = τ . However, recall that

(4.6.57)◦λd,d
′

M,M ′ = λ
d
M⊗λ

d′

M ′ , so we are reduced to checking thatt∗ ◦(λdM⊗λ
d′

M ′) = τ . Hence,
letB be anyA-algebra, andm ∈ B⊗AM ,m′ ∈ B⊗AM ′ any two elements. To ease notation,
setx := λdM(m) andy := λd

′

M ′(m′). We compute :

(t∗ ◦ (λdM ⊗ λ
d′

M ′))B(m,m
′) = (B ⊗A t∗)(x⊗ y)
= t∗B,y(x)

= (τ ∗B,y)B(m) (by (4.6.62))

= tB,m(y)

= (τB,m)B(m
′) (by (4.6.60))

= τB(m,m
′)

as claimed. ♦

Especially, if we lett be the identity map ofΓd,d
′

A (M,M ′), claim 4.6.63 shows that the result-
ing t∗ is a left inverse for (4.6.57). Now, if all the modulesM1, . . . ,M

′
k′ are free of finite rank,

then lemma 4.6.49 shows that both of theA-modules appearing in (4.6.57) are free and have
the same rank, so the assertion follows, in this case.

Next, suppose that the modules of the two sequences are finitely presented; in this case,
we argue by descending induction on the numberf of freeA-modules appearing in the two
sequences. Iff = k + k′, the assertion has just been shown. Suppose thatf < k + k′, and
the assertion is already known for all pairs of sequences containing at leastf + 1 free modules.
After permutation of the sequences, we may assume thatMi is not free, for some indexi ≤ k.
Then, pick a presentation ofMi as in (4.6.54), and letN ′ (resp.N ′′) be the sequences obtained
fromM by replacingMi with Li (resp. withL′

i); by naturality of (4.6.57), the mapsh1i andh2i
induce a commutative diagram with exact rows :

ΓdA(N
′′,M ′)

//
//

��

ΓdA(N
′,M ′) //

��

ΓdA(M,M ′) //

��

0

ΓdA(N
′′)⊗A ΓdA(M

′)
//
// ΓdA(N

′)⊗A ΓdA(M
′) // ΓdA(M)⊗A ΓdA(M

′) // 0

so it suffices to prove the assertion for the pair of sequences(N ′,M ′) and(N ′′,M ′); but the
latter containf + 1 freeA-modules, so we conclude by induction.

Lastly, if M andN are arbitrary sequences, we may present them as filtered colimits of
sequences of finitely presentedA-modules; since tensor products commute with such colimits,
we are done, by the foregoing case (details left to the reader). �

Remark 4.6.64. (i) Let M andd be as in (4.6.56), suppose that all theA-modulesMi are
free of finite rank, and setS(M) := Sym•

A(M
∨). LetQ be anotherA-module, andλ : M  

Q a homogeneous multipolinomial law of degreed. From lemma 4.6.49 we may extract the
following calculation for theA-linear mapλ† : ΓdA(M)→ Q corresponding toλ. Set

Pλ := λS(M)(1M1 , . . . , 1Mk
) ∈ ΓdA(M)∨ ⊗A Q.

Thenλ† is the image ofPλ under the natural identificationΓdA(M)∨⊗AQ ∼→ HomA(Γ
d
A(M), Q).

(ii) Let M ,M ′, d andd′ be as in (4.6.56), suppose that all theA-modulesMi andM ′
i are free

of finite rank, and to ease notation let

λ := λdM λ′ := λd
′

M ′ λ := λ⊗ λ′.
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By (i), we compute

Pλ = λS(M,M ′)(1M1, . . . , 1Mk
)⊗ λ′

S(M,M ′)(1M ′
1
, . . . , 1M ′

k′
).

However,λS(M,M ′)(1M1 , . . . , 1Mk
) is the image ofPλ under theA-linear induced by theA-

algebra homomorphismS(M)→ S(M,M ′) = S(M)⊗A S(M ′) given by the rules 7→ s⊗ 1,
for everys ∈ S(M). Likewise we determineλ′

S(M,M ′)(1M ′
1
, . . . , 1M ′

k′
), and we conclude that

Pλ = Pλ ⊗ Pλ′, whenceλ† = λ† ⊗ λ†, under the natural identification

EndA(Γ
d,d′

A (M,M ′))
∼→ EndA(Γ

d
A(M))⊗A EndA(Γ

d′

A(M
′)).

But by definition,(λdM)† is the identity automorphism ofΓdA(M), for every sequenceM , and
every degreed. We see therefore that :

(λdM ⊗ λ
d′

M ′)
† = (λd,d

′

M,M ′)
†

which translates as saying that theA-linear map (4.6.57) is none else than the transpose of the
natural isomorphism

Symd
A(M

∨)⊗A Symd′

A(M
′∨)

∼→ Symd,d′

A (M∨,M ′∨).

This gives an alternative way to prove corollary 4.6.59(ii), in the case of freeA-modules.

4.6.65. LetM andM ′ be two sequences ofA-modules, of the same lengthk, ande, e′ two
degrees of lengthk. If λ : (M,M ′) Q is any homogeneous law of degree(e, e′), then we can
also regardλ as a homogeneous multipolynomial law of degreee+ e′ on the sequenceM ⊕M ′

of lengthk. In this way, we obtain a naturalA-linear mapping

(4.6.66) Pole,e
′

A ((M,M ′), Q)→ Pole+e
′

A (M ⊕M ′, Q) for everyA-moduleQ

which, by transposition, corresponds to a uniqueA-linear map

(4.6.67) Γ
e+e′

A (M ⊕M ′)→ Γ
e,e′

A (M,M ′).

Fix d ∈ N⊕k; in view of corollary 4.6.59(ii), we see that the sum of the maps (4.6.67) for all
pairs(e, e′) with e + e′ = d, is a well definedA-linear map

∆d

M,M ′ :=
⊕

e+e′=d

∆e,e′

M,M ′ : Γ
d
A(M ⊕M ′)→

⊕

e+e′=d

ΓeA(M)⊗A Γe
′

A(M
′).

Proposition 4.6.68.The map∆d

M,M ′ is an isomorphism, for everyM ,M ′, and every degreed.

Proof. Arguing as in the proof of corollary 4.6.59(ii), we are easily reduced to the case whereM
andM ′ are sequences of freeA-modules of finite rank. In this case, (4.6.67) can be computed
as in remark 4.6.64(i); namely, it corresponds to the element

P ∈ Syme+e′

A ((M ⊕M ′)∨)⊗A Syme,e′

A (M∨,M ′∨)∨

determined as follows. TakeQ := Γe,e
′

A (M,M ′), and letλ : M ⊕M ′  Γe,e
′

A (M,M ′) be the
image ofλe,e

′

M,M ′ under (4.6.66); then

P = λS(M⊕M ′)(1M1⊕M ′
1
, . . . , 1Mk⊕M

′
k
).

Thus, we come down to evaluating the image of1Mi⊕M ′
i

under the natural identification

(Mi ⊕M ′
i)⊗A S(Mi ⊕M ′

i)
∼→ (Mi ⊗A S(Mi ⊕M ′

i))× (M ′
i ⊗A S(Mi ⊕M ′

i)).

for everyi = 1, . . . , k. We easily find that1Mi⊕M ′
i
7→ (pi, p

′
i) under this identification, where

pi :Mi ⊕M ′
i → Mi andp′i :Mi ⊕M ′

i → M ′
i are the natural projections; so finally

(4.6.69) P = (λe,e
′

M,M ′)S(M⊕M ′)(p1, . . . , pk, p
′
1, . . . , p

′
k).
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Pick a basis(ei1, . . . , eiri) (resp.(e′i1, . . . , e
′
ir′i
)) for eachMi (resp.M ′

i ), let (e∗i1, . . . , e
∗
iri
) (resp.

(e′∗i1, . . . , e
′∗
ir′i
))) be the dual basis, and for every= 1, . . . , k and everyj = 1, . . . , ri (resp.

j = 1, . . . , r′i) denote byεij (resp.ε′ij) the element of(Mi ⊕M ′
i)

∨ that agrees withe∗ij onMi

and that vanishes onM ′
i (resp. that agrees withe′∗ij onM ′

i and vanishes onMi). Notice that

pi =

ri∑

j=1

ε∗ij ⊗ eij p′i =

r′i∑

j=1

ε′∗ij ⊗ e′ij for everyi = 1, . . . , k.

With this notation, it follows that the right hand-side of (4.6.69) is the image of

(λ
e,e′

M,M ′)S(M,M ′)(1M1, . . . , 1M ′
k
) = 1

Sym
e,e′

A (M,M ′)

under the natural map

(4.6.70) S(M,M ′)→ S(M ⊕M ′) : e∗ij 7→ ε∗ij e′∗ij 7→ ε′∗ij.

In other words, the soughtP is none else than the restriction of (4.6.70) to the direct factor
Syme,e′

A (M∨,M ′∨), and this restriction is an isomorphism onto a direct factorof theA-module
Syme+e′

A (M ⊕M ′). By transposition, we see that (4.6.67) is identified with the projection onto
a natural direct factor ofΓe+e

′

A (M⊕M ′), and a simple inspection shows that the sum of all these
projections is the identity map of the latterA-module, whence the proposition. �

Remark 4.6.71. (i) Let M,M ′, Q andλ be as in (4.6.65). The image ofλ under (4.6.66)
is characterized as the unique lawϕ : M ⊕M ′  Q of degreee + e′ such thatϕ(m,m′) =
λB(m,m

′) for everyA-algebraB and every(m,m′) ∈ B⊗A(M⊕M ′). In turns,ϕ corresponds
to the uniqueA-linear mapf : Γe+e

′

A (M ⊕M ′) → Q such that(B ⊗A f)(λe+e
′

M⊕M ′)B(m,m
′) =

λB(m,m
′) for everyB and(m,m′) as above. Especially, if we takeλ := λ

e,e′

M,M ′ , we see that
(4.6.67) is characterized as the uniqueA-linear map such that

(λe+e
′

M⊕M ′)B(m,m
′) 7→ (λe,e

′

M,M ′)B(m,m
′)

for everyB and(m,m′) as above. Lastly, it follows that∆e,e′

M,M ′ is characterized as the unique
A-linear map such that

(λe+e
′

M⊕M ′)B(m,m
′) 7→ (λeM)B(m)⊗ (λe

′

M ′)B(m
′)

for everyA-algebraB and every(m,m′) ∈ B ⊗A (M ⊕M ′).
(ii) In the same vein, letf : M → N be any morphism in(A-Mod)a, andd ∈ N⊕k any

degree. Then we see that the induced map

Γ
d
A(f) : Γ

d
A(M)→ Γ

d
A(N)

is characterized as the uniqueA-linear map such that

(λdM)B(m) 7→ (λdN)B(f(m))

for everyA-algebraB, and everym ∈ B ⊗AM (details left to the reader).

4.6.72. LetM , M ′, M ′′ be three sequences ofA-modules of lengthk, andd, d′, d′′ three
degrees, also of lengthsk. We obtain a diagram ofA-linear maps :

Γe+e
′+e′′

A (M ⊕M ′ ⊕M ′′)
∆
e,e′+e′′

M,M′⊕M′′
//

∆
e+e′,e′′

M⊕M ′,M′′
��

ΓeA(M)⊗A Γe
′+e′′

A (M ′ ⊕M ′′)

Γ
e
A(M)⊗A∆

e′,e′′

M′,M′′
��

Γ
e+e′

A (M ⊕M ′)⊗A Γ
e′′

A (M ′′)
∆
e,e′

M,M′⊗AΓ
e′′

A (M ′′)
// Γ
e
A(M)⊗A Γ

e′

A(M
′)⊗A Γ

e′′

A (M ′′).
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Proposition 4.6.73.The diagram of(4.6.72)commutes.

Proof. By remark 4.6.71(i), the map∆e,e′+e′′

M,M ′⊕M ′′ is characterized as the unique one such that

(λe+e
′+e′′

M⊕M ′ )B(m,m
′, m′′) 7→ (λeM)B(m)⊗ (λe

′+e′′

M⊕M ′)B(m
′, m′′)

for everyA-algebraB and every(m,m′, m′′) ∈ B ⊗A (M ⊕M ′ ⊕M ′′), and∆e′,e′′

M ′,M ′′ is the
uniqueA-linear map such that

(λe
′+e′′

M ′⊕M ′′)B(m
′, m′′) 7→ (λe

′

M ′)B(m
′)⊗ (λe

′′

M ′′)B(m
′′)

for everyA-algebraB and every(m′, m′′) ∈ B ⊗A (M ′ ⊕M ′′). Therefore, the composition of
the top horizontal and right vertical arrows in the diagram is the uniqueA-linear map such that

(λ
e+e′+e′′

M⊕M ′ )B(m,m
′, m′′) 7→ (λ

e
M)B(m)⊗ (λ

e′

M ′)B(m
′)⊗ (λ

e′′

M ′′)B(m
′′)

for everyB and(m,m′, m′′) as above. The same calculation can be carried out for the compo-
sition of the other two arrows, and clearly one obtains the same result. �

4.6.74. LetM be any sequence ofA-modules of lengthk, and denote bys : M ⊕M → M
the addition map :(m,m′) 7→ m+m′ for everym,m′ ∈M . The maps inducesA-linear maps

µe,e
′

M : ΓeA(M)⊗A Γe
′

(M)
δe,e

′

−−−→ Γe+e
′

A (M ⊕M)
Γ
e+e′

A (s)−−−−−→ ΓdA(M) for everye, e′ ∈ N⊕k

whereδe,e
′
is the natural inclusion map obtained by restricting the inverse of∆e+e′

M,M to the direct

factorΓeA(M) ⊗A Γe
′
(M). In light of remark 4.6.71(i,ii), the mapµe,e

′

M is characterized as the
uniqueA-linear map such that

(4.6.75) (λ
e
M)B(m)⊗ (λ

e′

M)B(m
′) 7→ (λ

e+e′

M )B(m+m′)

for everyA-algebraB and every(m,m′) ∈ B ⊗A (M ⊕M). Using this characterization, it is
easily seen that the diagram

ΓeA(M)⊗A Γe
′

A(M)⊗A Γe
′′

A (M)
µ
e,e′

M ⊗AΓ
e′′

A (M )
//

Γ
e
A(M)⊗Aµ

e′,e′′

M
��

Γe+e
′

A (M)⊗A Γe
′′

A (M)

µ
e+e′,e′′

M
��

ΓeA(M)⊗A Γe
′+e′′

A (M)
µ
e,e′+e′′

M // Γe+e
′+e′′

A (M)

commutes, for everye, e′, e′′ ∈ N⊕k. The foregoing shows that the mapsµ••
M define on

Γ•
A(M) :=

⊕

d∈N⊕k

ΓdA(M).

a natural structure of associativeN⊕k-gradedA-algebra. Moreover, (4.6.75) also easily implies
that this algebra is commutative. We callΓ•

A(M) the divided power envelopeof M . It is
customary to use the notation

m[d] := (λdM)B(m) ∈ B ⊗AM

for everyA-algebraB, everym ∈ B ⊗AM , and everyd ∈ N⊕k. Then, proposition 4.6.68 and
a simple inspection of the definitions yield the identity

(4.6.76) (a+ b)[d] =
∑

e+e′=d

a[e] · b[e′]
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for everyA-algebraB and everya, b ∈ B ⊗AM . Clearly, the above construction yields a well
defined functor

(4.6.77) (A-Mod)k → A-Alg : M 7→ Γ•
A(M)

and notice that, for every morphismf :M → N of sequences, we have

(Γ•
Af)(a

[d]) = (fa)[d] = (Γ•
Af(a))

[d]

for every degreed, everyA-algebraB, and everya ∈ B ⊗AM .

Theorem 4.6.78.With the notation of(4.6.74), we have :

(i) For everyA-algebraB, there exists a natural isomorphism ofN⊕k-graded algebras :

B ⊗A Γ•
A(M)

∼→ Γ•
B(B ⊗AM).

(ii) The functor(4.6.77)commutes with filtered colimits.
(iii) For any two sequences ofA-modulesM andM ′ of the same length, there exists a

natural isomorphism of gradedA-algebras :

Γ•
A(M ⊕M ′)

∼→ Γ•
A(M)⊗A Γ•

A(M
′)

(with theN⊕k-grading of the tensor product defined in the obvious way).

Proof. (i) and (ii) follow immediately from corollary 4.6.59(i,iii), and (iii) follows directly from
proposition 4.6.68. �

4.6.79. Consider the special case of a sequenceM consisting of a singleA-moduleM . From
(4.6.76), by evaluating the expression(2m)[d] = 2d ·m[d], a simple induction ond shows that

(4.6.80) d! ·m[d] = md in Γ•
A(M), for everym ∈M.

Corollary 4.6.81. In the situation of(4.6.79), we have

m[i] ·m[j] =

(
i+ j

i

)
·m[i+j] in Γ•

A(M), for everym ∈M and everyi, j ∈ N.

Proof. By considering theA-linear mapf : A→M such thatf(1) = m, we reduce to the case
whereM = A. By considering the unique ring homomorphismZ → A we reduce further –
in light of theorem 4.6.78(i) – to the case whereA = Z andM = Z. In this case,ΓZ(Z) is a
torsion-freeZ-module, by lemma 4.6.49, so the identity follows easily from (4.6.80). �

4.7. Regular rings. In section 9.6, we shall need a criterion for the regularity of suitable ex-
tensions of regular local rings. Such a criterion is stated incorrectly in [30, Ch.0, Th.22.5.4];
our first task is to supply a corrected version ofloc.cit.

4.7.1. Consider a local ringA, with maximal idealmA, and residue fieldkA := A/mA of
characteristicp > 0. From [30, Ch.0, Th.20.5.12(i)] we get a complex ofkA-vector spaces

(4.7.2) 0→ mA/(m
2
A + pA)

dA−−→ Ω1
A/Z ⊗A kA → Ω1

kA/Z → 0.

Lemma 4.7.3.The complex(4.7.2)is exact.

Proof. Set (A0,mA0) := (A/pA,mA/pA) andFp := Z/pZ; the induced sequence of ring
homomorphismsFp → A0 → kA yields a distinguished triangle ([56, Ch.II,§2.1.2.1]) :

LA0/Fp

L

⊗A0 kA → LkA/Fp → LkA/A0
→ LA0/Fp

L

⊗A0 kA[1].

However, [36, Th.6.5.12(ii)] says thatHiLkA/Fp = 0 for everyi > 0 (one appliesloc.cit. to the
valued field(kA, | · |), where| · | is the trivial valuation; more directly, one may observe that kA
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is the colimit of a filtered system of smoothFp-algebras, sinceFp is perfect, and then recall that
the functorL commutes with filtered colimits). We deduce a short exact sequence

0→ H1LkA/A0 → Ω1
A0/Fp ⊗A0 kA → Ω1

kA/Fp → 0

which, under the natural identifications

Ω1
kA/Z

∼→ Ω1
kA/Fp Ω1

A/Z ⊗A kA
∼→ Ω1

A0/Fp ⊗A0 kA H1LkA/A0

∼→ mA0/m
2
A0

([56, Ch.III, Cor.1.2.8.1]) becomes (4.7.2), up to replacingdA by−dA ([56, Ch.III, Prop.1.2.9];
details left to the reader). �

4.7.4. Keep the situation of (4.7.1), and define

A2 := A×kA W2(kA)

whereW2(kA) is the ring of2-truncated Witt vectors ofkA, as in (4.6.11), which is augmented
over kA, via the ghost component mapω0 : W2(kA) → kA. Recall that the addition (resp.
multiplication) law ofW2(kA) are given by polynomialsS0(X0, Y0) andS1(X0, X1, Y0, Y1)
(resp. P0(X0, Y0) andP1(X0, X1, Y0, Y1)) uniquely determined by the identities detailed in
(4.6); after a simple calculation, we find :

S0 =X0 + Y0 S1 =X1 + Y1 −
p−1∑

i=1

1

p

(
p

i

)
X i

0Y
p−i
0

P0 =X0Y0 P1 =Xp
0Y1 +X1Y

p
0 + pX1Y1.

Notice thatV1(kA) := Kerω0 is an ideal ofW2(kA) such thatV1(kA)2 = 0; especially, it
is naturally akA-vector space, with addition (resp. scalar multiplication) given by the rule :
(0, a)+ (0, b) := (0, a+ b) (resp.x · (0, a) := (x, 0) · (0, a) = (0, xp0 · a)) for everya, b, x ∈ kA.
In other words, the map

(4.7.5) V1(kA)→ k
1/p
A (0, a) 7→ a1/p

is an isomorphism ofkA-vector spaces, and we also see thatV1(kA) is a one-dimensionalk1/pA -
vector space, with scalar multiplication given by the rule :a·(0, b) := (0, apb) for everya ∈ k1/pA

andb ∈ kA. By construction, we have a natural exact sequence ofA2-modules :

(4.7.6) 0→ V1(kA)→ A2
π−→ A→ 0.

Especially,A2 is a local ring, andπ is a local ring homomorphism inducing an isomorphism on
residue fields.

4.7.7. It is easily seen that the rule(A,mA) 7→ A2 defines a functor on the categoryLocal
of local rings and local ring homomorphisms, to the categoryof (commutative, unitary) rings.
Hence, let us set

(A,mA) 7→ ΩA := Ω1
A2/Z ⊗A2 A.

It follows that the rule(A,mA) 7→ (A,ΩA) yields a functorLocal→ Alg.Mod to the category
whose objects are the pairs(B,M) whereB is a ring, andM is aB-module (the morphisms
(B,M) → (B′,M ′) are the pairs(ϕ, ψ) whereϕ : B → B′ is a ring homomorphism, and
ψ : B′ ⊗B M → M is aB′-linear map : cp. [36, Def.2.5.22(ii)]).

In view of (4.7.6) and [30, Ch.0, Th.20.5.12(i)] we get an exact sequence ofA-modules

V1(kA)→ ΩA → Ω1
A/Z → 0

whence, after tensoring withkA, a sequence ofkA-vector spaces

(4.7.8) 0→ V1(kA)
j−→ ΩA ⊗A kA

ρ−→ Ω1
A/Z ⊗A kA → 0

which is right exact by construction.
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Proposition 4.7.9.With the notation of(4.7.7), we have :

(i) If p /∈ m2
A, then the sequence(4.7.8)is exact.

(ii) If p ∈ m2
A, thenKer j = {(0, ap) | a ∈ kA}. Especially, the isomorphism(4.7.5)

identifiesKer j with the subfieldkA of k1/pA .

Proof. In view of lemma 4.7.3, the kernel ofρ is naturally identified with the kernel of the
natural map

mA2/(m
2
A2

+ pA2)→ mA/(m
2
A + pA).

On the other hand, it is easily seen thatmA2 = mA ⊕ V1(kA), and under this identification, the
multiplication law ofA2 restricts onmA2 to the mapping given by the rule :(a, b) · (a′, b′) :=
(aa′, 0) for everya, a′ ∈ mA andb, b′ ∈ V1(kA). There follows a natural isomorphism

(4.7.10) mA2/m
2
A2

∼→ (mA/m
2
A)⊕ V1(kA)

which identifies the mapmA2/m
2
A2
→ mA/m

2
A deduced fromπ (notation of (4.7.6)), with the

projection on the first factor. Moreover, by inspecting the definitions, we easily get a commuta-
tive diagram

V1(kA)
j //

��

ΩA ⊗A kA

mA2/m
2
A2

// mA2/(m
2
A2

+ pA2)

dA2

OO

whose bottom horizotal arrow is the quotient map, and whose left vertical arrow is the inclusion
map of the direct summandV1(kA) resulting from (4.7.10).

The mapA2 → mA2/m
2
A2

given by the rule :a 7→ pa := pa (mod m2
A2
) factors (uniquely)

through akA-linear map

tA2 : kA → mA2/m
2
A2

a (mod mA) 7→ pa (mod m2
A2
)

and likewise we may define a maptA : kA → mA/m
2
A. The snake lemma then gives an induced

map∂ : Ker tA → V1(kA), and in view of the foregoing, the proposition follows from :

Claim 4.7.11. (i) If p /∈ m2
A, thentA is injective.

(ii) If p ∈ m2
A, thenIm ∂ = {(0, ap) | a ∈ kA}.

Proof of the claim. (i) is obvious.
(ii): By virtue of (4.6.7), we havep = (p, (0, 1)) in A2, and if (a, y) ∈ A2 is any element,

thenp · (a, y) = (pa, (0, ap)), so in casep ∈ m2
A, the maptA2 is given by the rule :

a 7→ (pa, (0, ap)) = (0, (0, ap)) ∈ (mA/m
2
A)⊕ V1(kA) for everya ∈ A.

By the same token, in this casetA is the zero map. The claim follows straightforwardly. �

4.7.12. Keep the notation of (4.7.7), and assume thatp /∈ m2
A, so (4.7.8) is akA-extension of

Ω1
A/Z⊗AkA byV1(kA), by virtue of proposition 4.7.9; hence, (4.7.8)⊗kA k

1/p
A is ak1/pA -extension

of the correspondingk1/pA -vector spaces. Recall now thatV1(kA) is naturally ak1/pA -vector space
of dimension one, and letψ : V1(kA)⊗kA k

1/p
A → V1(kA) be the scalar multiplication. By push

out alongψ, we obtain therefore an extensionψ ∗ (4.7.8)⊗kA k
1/p
A fitting into a commutative

ladder with exact rows :

0 // V1(kA)⊗kA k
1/p
A

//

ψ

��

ΩA ⊗A k1/pA
//

ψ

��

Ω1
A/Z ⊗A k

1/p
A

//

��

0

0 // V1(kA)
j // ΩA

// Ω1
A/Z ⊗A k

1/p
A

// 0
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(see [36,§2.5.5]). We consider now the mapping :

d : A→ ΩA a 7→ ψ(d(a, τkA(a))⊗ 1) for everya ∈ A
where :

• a ∈ kA is the image ofa in kA
• τkA is the Teichmüller mapping (see (4.6.9)), soτkA(a) = (a, 0) ∈ W2(kA)
• d : A2 → ΩA2/Z is the universal derivation ofA2.

SinceτkA is multiplicative, the mapd satisfies Leibniz’s rule,i.e. we have

d(ab) = a · d(b) + b · d(a) for everya, b ∈ A.
However,d is not quite a derivation, since additivity fails forτkA , hence also ford. Instead,
recalling that(p− 1)! = −1 in Fp, we get the identity :

τkA(a+ b) = τkA(a) + τkA(b)−
p−1∑

i=1

(
0,
ai

i!
· bp−i

(p− i)!

)

= τkA(a) + τkA(b)−
p−1∑

i=1

ai/p

i!
· b

1−i/p

(p− i)! · p

for everya, b ∈ kA. On the other hand, notice that

ψ(d(0, x · p)⊗ 1) = j ◦ ψ(x · p⊗ 1)

= x · j ◦ ψ(p⊗ 1)

= x ·ψ(d(0, p)⊗ 1)

= x ·ψ(d(p− (p, 0))⊗ 1)

= − x · d(p)

for everyx ∈ k1/pA , whence :

d(a+ b) = d(a) + d(b) +

p−1∑

i=1

ai/p

i!
· b

1−i/p

(p− i)! · d(p) for everya, b ∈ A.

4.7.13. Especially, notice we do haved(a + b) = d(a) + d(b) in case eithera or b lies in
mA. Hence,d restricts to an additive mapmA → ΩA, and Leibniz’s rule implies that the latter
descends to akA-linear map

d : mA/m
2
A → ΩA.

Proposition 4.7.14.In the situation of(4.7.1), suppose thatp /∈ m2
A. Then there exists a natural

exact sequence ofk1/pA -vector spaces :

0→ mA/m
2
A ⊗kA k

1/p
A

d⊗k
1/p
A−−−−−→ ΩA → Ω1

kA/Z ⊗kA k
1/p
A → 0.

Proof. By inspecting the constructions in (4.7.12), we obtain a commutative ladder ofkA-vector
spaces, with exact rows :

0 // pA/(m2
A ∩ pA) //

i

��

mA/m
2
A

//

d

��

mA/(m
2
A + pA) //

dA
��

0

0 // V1(kA)
j // ΩA

// Ω1
A/Z ⊗A k

1/p
A

// 0

such thatdA ⊗kA kB is injective with cokernel naturally isomorphic toΩ1
kA/Z
⊗kA k

1/p
A (lemma

4.7.3). By the snake lemma, it then suffices to show thati⊗kA k
1/p
A is an isomorphism; but since
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both the source and target of the latter map are one-dimensional k1/pA -vector spaces, we come
down to checking thati is not the zero map. But a simple inspection yieldsi(p) = (0, 1), as
required. �

4.7.15. Keep the notation of (4.7.1), and let nowf1, . . . , fn be a finite sequence of elements
of A, ande1, . . . , en a sequence of integers such thatei > 1 for everyi = 1, . . . , n. Set

C := A[T1, . . . , Tn]/(T
e1
1 − f1, . . . , T enn − fn).

Fix a prime idealn ⊂ C such thatn ∩ A = mA, and letB := Cn. So the induced mapA→ B
is a local ring homomorphism; we denote bymB the maximal ideal ofB, and setkB := B/mB.
Also, define the integerν as follows :

• If p ∈ m2
A, thenν := dimkA E, whereE ⊂ Ω1

A/Z⊗A kA is thekA-vector space spanned
by df1, . . . , dfn.
• If p /∈ m2

A, thenν := dim
k
1/p
A
E, whereE ⊂ ΩA is thek1/pA -vector space spanned by

d(f1), . . . ,d(fn).

Theorem 4.7.16.In the situation of(4.7.15), suppose moreover that :
(a) fi ∈ mA, for everyi ≤ n such thatp does not divideei.
(b) mA/m

2
A is a finite dimensionalkA-vector space.

ThenmB/m
2
B is a finite dimensionalkB-vector space, and we have :

dimkB mB/m
2
B = n+ dimkA mA/m

2
A − ν.

Proof. Let us begin with the following general result :

Claim 4.7.17. LetK be any field, andL a field extension ofK of finite type. Then

dimLΩ
1
L/K − dimLH1LL/K = tr. deg[L : K].

Proof of the claim. This is known asCartier’s identity, and a proof is given in [30, Ch.0,
Th.21.7.1]. We present a proof via the cotangent complex formalism. Suppose first thatK is
of finite type over its prime fieldK0 (soK0 is eitherQ or a finite field of prime order). In this
case, notice thatH1LL/K0 = 0 (cp. the proof of lemma 4.7.3); then the transitivity triangle for
the sequence of mapsK0 → K → L ([56, Ch.II,§2.1.2.1]) yields an exact sequence

0→ H1LL/K → Ω1
K/K0

⊗K L→ Ω1
L/K0

→ Ω1
L/K → 0

and the claim follows easily, after one remarks thatdimK Ω1
K/K0

= tr. deg[K : K0], and like-
wise for Ω1

L/K0
. Next, letK be an arbitrary field, and writeK as the union of the filtered

family (Kλ | λ ∈ Λ) of its subfields that are finitely generated overK0. Choose elements
x1, . . . , xt ∈ L such thatK(x1, . . . , xt) = L. Let ϕ : K[X1, . . . , Xt] → L be the map ofK-
algebras given by the rule :Xi 7→ xi for i = 1, . . . , t. ThenI := Kerϕ is a finitely generated
ideal, so we may findλ ∈ Λ and an idealIλ ⊂ Kλ[X1, . . . , Xt] such thatI = Iλ⊗KλK (details
left to the reader). Denote byLλ the field of fractions ofKλ[T1, . . . , Tt]/Iλ; it is easily seen that
Lλ ⊗Kλ K is an integral domain, and its field of fractions is aK-algebra naturally isomorphic
to L. Especially, we havetr. deg[Lλ : Kλ] = tr. deg[L : K], and on the other hand, there is a
natural isomorphism inD−(L-Mod) :

LLλ/Kλ ⊗Lλ L
∼→ LL/K

([56, Ch.II, Prop.2.2.1, Cor.2.3.1.1]). Then the sought identity for the extensionK ⊂ L follows
from the same identity for the extensionKλ ⊂ Lλ. The latter is already known, by the previous
case. ♦

Let q ⊂ A[T1, . . . , Tn] be the preimage ofn, setR := A[T1, . . . , Tn]q, and denote byp the
maximal ideal ofR. We prove first the following special case :
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Claim4.7.18. (i) dimkB p/p2 = n + dimkA mA/m
2
A.

(ii) The natural mapγ : mA/m
2
A → p/p2 is injective.

Proof of the claim. (i): According to [36, Th.6.5.12(i)], we haveHiLkB/kA = 0 for every
i > 1 (we apply loc.cit. to the extension(kA, | · |kA) ⊂ (kB, | · |kB) of valued fields with
trivial valuations); then the transitivity triangle for the cotangent complex relative to the maps
A→ kA → kB yields a short exact sequence ofkB-vector spaces :

0→ H1LkA/A ⊗kA kB
α−→ H1LkB/A → H1LkB/kA → 0

([56, Ch.II, §2.1.2.1]). Likewise, sinceHiLR/A = 0 for everyi > 1 ([56, Ch.II, Cor.1.2.6.3]),
the sequence of mapsA→ R→ kB yields an exact sequence ofkB-vector spaces :

0→ H1LkB/A
β−→ H1LkB/R → Ω1

R/A ⊗R kB → ΩkB/A → 0.

However, we have natural isomorphisms

H1LkA/A
∼→ mA/m

2
A H1LkB/R

∼→ p/p2

([56, Ch.III, Cor.1.2.8.1]), and clearlydimkB ΩR/A ⊗R kB = n. Thus :

dimkA mA/m
2
A = dimkB H1LkB/A − dimkB H1LkB/kA

dimkB p/p2 = dimkB H1LkB/A + n− dimkB ΩkB/kA.

Taking into account the identity

dimkB H1LkB/kA = dimkB ΩkB/kA

provided by claim 4.7.17, the assertion follows.
(ii): Notice that the composition ofα andβ yields an injective mapmA/m

2
A → p/p2 so it

suffices to check that this composition equalsγ. However, let

Σ : H1LkB/R
d−→ H0kB ⊗R LR/A

be the boundary map of the transitivity triangle

(4.7.19) kB ⊗R LR/A → LkB/A → LkB/R → kB ⊗R σLR/A
arising from the sequenceA→ R → kB; we regardΣ as a complex placed in degrees[−1, 0],
and then it is clear that the triangleτ≥−1(4.7.19) is naturally isomorphic inD(kB-Mod) to the
triangle

(4.7.20) kB ⊗R H0LR/A[0]→ Σ→ H1LkB/R[1]→ kB ⊗R H0LR/A[1].

According to [56, III.1.2.9.1], the complexΣ is naturally isomorphic to the complex

Θ : p/p2
−dR/A−−−−→ kB ⊗R Ω1

R/A

(placed in degrees[−1, 0]) wheredR/A is induced by the universal derivationR → Ω1
R/A.

Likewise, we have natural isomorphisms

(4.7.21) τ≥−1LkB/R
∼→ p/p2[1] τ≥−1LR/A

∼→ Ω1
R/A[0]

and under these identifications, 4.7.20 is the obvious triangle deduced fromΘ. Especially, the
mapβ is naturally identified with the inclusion mapKer dR/A → p/p2.

Likewise, there exists a natural identification

(4.7.22) τ≥−1LkA/A
∼→ mA/m

2
A[1] in D(kA-Mod)

as well as a natural map of complexes

(4.7.23) kB ⊗kA (mA/m
2
A)[1]→ Θ
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deduced fromγ. To conclude, it suffices to check that the map

(4.7.24) τ≥−1kB ⊗A LkA/A → τ≥−1LkB/A

coming from the transitivity triangle for the sequenceA → kA → kB, corresponds to the mor-
phism (4.7.23), under the identification (4.7.22) and the previous identification ofτ≥−1LkB/A
with Θ. To this aim, it suffices to compare the maps obtained by applying to these two mor-
phisms the functorExt1kB(−,M [0]), for arbitrarykB-modulesM . Now, recall that there exists
a natural isomorphism

Ext1kB(τ≥−1LkB/R,M [0])
∼→ ExalR(kB,M) for everykB-moduleM.

As explained in [56, III.1.2.8], under the identification (4.7.21), this becomes the following
kB-linear isomorphism

(4.7.25) HomkB(p/p
2,M)

∼→ ExalR(kB,M) ϕ 7→ ϕ ∗ U
(notation of [36,§2.5.5]), where

U : 0→ p/p2 → R/p2 → kB → 0

is the natural extension. There is a natural surjection

HomkB(p/p
2,M)→ Ext1kB(Θ,M [0])

and the foregoing implies that the natural isomorphism

Ext1kB(τ≥−1LkB/A,M [0])
∼→ ExalA(kB,M)

is also realized as in (4.7.25) : given a classc inExt1kB(Θ,M |0]), take an arbitrary representative
ϕ : p/p2 → M , and the correspondence associates toc the class of the push outϕ ∗ U .

By the same token, we have a natural isomorphism

Ext1kB(τ≥−1kB ⊗kA LkA/A,M(0])
∼→ ExalA(kA,M) for everykB-moduleM

and on the one hand, the mapExt1kB((4.7.24),M [0]) is identified naturally with the map

ExalA(kB,M)→ ExalA(kA,M)

given by pull back along the inclusion mapj : kA → kB. On the other hand, by [56, III.1.2.8],
the identification (4.7.21) induces the isomorphism

HomkA(mA/m
2
A,M)

∼→ ExalA(kA,M) ψ 7→ ψ ∗ U ′

where
U ′ : 0→ mA/m

2
A → A/m2

A → kA → 0

is the natural extension. So finally, the assertion boils down to the identity

(ϕ ◦ γ) ∗ U ′ = ϕ ∗ U ∗ j in ExalA(kA,M)

for everykB-moduleM and everyϕ : p/p2 → M . We leave the verification as an exercise for
the reader. ♦

Now, letF ⊂ p/p2 be thekB-vector space spanned byT e11 − f1, . . . , T enn − fn. Clearly, we
have a short exact sequence

0→ F → p/p2 → mB/m
2
B → 0.

Suppose first thatp /∈ m2
A, in which casep /∈ p2, by claim 4.7.18(ii), henceΩR is well defined.

On the other hand, notice thatd(T eii ) = d(T eii − fi) +d(fi) in ΩR, sinceT eii − fi ∈ p. Now, if
ei is a multiple ofp, Leibniz’s rule yieldsd(T eii ) = ei ·T ei−1

i d(Ti) = 0. If ei is not a multiple of
p, we havefi ∈ mA by assumption; henceTi ∈ p and therefored(T eii ) = 0 again, sinceei > 1.
In either case, we find

d(fi) = −d(T eii − fi) in ΩR, for everyi = 1, . . . , n.
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In view of proposition 4.7.14, it follows thatdimkB mB/m
2
B = dimkB p/p2−dim

k
1/p
B
E ′, where

E ′ ⊂ ΩR is thek1/pB -vector space spanned byd(f1), . . . ,d(fn). Taking into account claim
4.7.18(i), it then suffices to remark :

Claim4.7.26. With the foregoing notation, we have :

(i) The natural mapΩ1
A/Z⊗AR→ Ω1

R/Z is injective, and its image is a direct summand of
Ω1
R/Z.

(ii) If p /∈ mA, the natural mapΩA ⊗k1/pA
k
1/p
B → ΩR is injective.

Proof of the claim.(i) is a standard calculation (more precisely, the complement ofΩ1
A/Z ⊗A R

in Ω1
R/Z is the freeR-module generated bydT1, . . . , dTn).

(ii): By inspecting the constructions, we get a natural commutative ladder ofk1/pB -vector
spaces

0 // V1(kA)⊗k1/pA
k
1/p
B

//

��

ΩA ⊗k1/pA
k
1/p
B

//

��

Ω1
A/Z ⊗A k

1/p
B

//

��

0

0 // V1(kB) // ΩR
// Ω1

R/Z ⊗R k
1/p
B

// 0

whose central vertical arrow is the map of the claim. However, it is easily seen that the left
vertical arrow is an isomorphism, so the assertion follows from (i). ♦

Lastly, supposep ∈ m2
A, so thatp ∈ p2 as well. Arguing as in the foregoing case, we

see thatdimkB F equals the dimension of thekB-vector subspace ofΩ1
R/Z ⊗R kB spanned by

df1, . . . , dfn, and in view of claim 4.7.26(i), the latter equalsν, whence the contention. �

Corollary 4.7.27. In the situation of theorem4.7.16, the following conditions are equivalent :

(a) A is a regular local ring, andν = n.
(b) B is a regular local ring.

Proof. Suppose first that (b) holds. Since the mapA → B is faithfully flat, it is easily seen
thatA is noetherian, and then [30, Ch.0, Prop.17.3.3(i)] shows already thatA is a regular local
ring. Moreover,C is clearly a finiteA-algebra, thereforedimkB mB/m

2
B = dimB ≤ dimA =

dimkA mA/m
2
A. Theorem 4.7.16 then implies thatν = n, so (a) holds.

Next, suppose that (a) holds. We apply theorem 4.7.16 as in the foregoing, to deduce that
dimB = dimA = dimkB mB/m

2
B, whence (b) : details left to the reader. �

Remark 4.7.28.(i) Keep the notation of corollary 4.7.27. In [30, Ch.0, Th.22.5.4] it is asserted
that condition (b) is equivalent to the following :

(a’) A is regular and the spaceE ⊂ Ω1
A/Z ⊗A kA spanned bydf1, . . . , dfn has dimensionn.

Whenp ∈ m2
A, this condition (a’) agrees with our condition (a), so in this case of course we

do have (a’)⇔(b). However, the latter equivalence fails in general, in casep /∈ mA : the mistake
is found in [30, Ch.0, Rem.22.4.8], which is false. The implication (a’)⇒(b) does remain true in
all cases : this is easily deduced from theorem 4.7.16, sincethe image ofd(f) in Ω1

A/Z⊗kA k
1/p
A

agrees withdf , for everyf ∈ A. The proof ofloc.cit. is correct forp ∈ m2
A, which is the only

case that is used in the proof of corollary 4.7.27.
(ii) Moreover, in the situation of corollary 4.7.27, suppose thatB is a regular local ring.

Then we have :

• If p /∈ m2
B, then the image of the sequencedf 1/e1

1 , . . . , df
1/en
n in Ω1

B/Z ⊗B kB spans a
kB-vector space of dimensionn.
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• If p ∈ m2
B, then the image of the sequenced(f 1/e1

1 ), . . . ,d(f
1/en
n ) in ΩB spans ak1/pB -

vector space of dimensionn.

Indeed, consider the ringC := B[T1, . . . , Tn]/(T
p
1 − f

1/e1
1 , . . . , T pn − f

1/en
n ). Then, corollary

4.7.27 applies to the extensionA ⊂ C, the sequence(f1, . . . , fn), and the sequence of integers
(pe1, . . . , pen), soC is a regular local ring. But the same corollary applies as well to the ex-
tensionB ⊂ C, the sequence(f 1/e1

1 , . . . , f
1/en
n ), and the sequence of integers(p, . . . , p), and

yields the assertion.
(iii) Let us say that the sequence(f1, . . . , fn) is maximal inA if the following holds :

• If p ∈ m2
A, then(df1, . . . , dfr) is a basis of thekA-vector spaceΩ1

A/Z ⊗A kA.

• If p /∈ m2
A, then(d(f1), . . . ,d(fr)) is a basis of thek1/pA -vector spaceΩA.

Then, in the situation of (ii), we claim that the sequence(f1, . . . , fn) is maximal inA if and only
if the sequence(f 1/e1

1 , . . . , f
1/en
n ) is maximal inB. Indeed, under the current assumptions we

havedimkA Ω
1
kA/Z

= dimkB Ω1
kB/Z

, since these integers are equal to the transcendence degree
of kA (andkB) overFp, and on the other handdimkA mA/m

2
A = dimkB mB/m

2
B, sinceA andB

are regular local rings of the same dimension; then the assertion follows from (ii), lemma 4.7.3
and proposition 4.7.14 (details left to the reader).

4.7.29. Letp > 0 be a prime integer, andA an Fp-algebra. Denote byΦA : A → A the
Frobenius endomorphismof A, given by the rule :a 7→ ap for everya ∈ A. For everyA-
moduleM , we letM(Φ) be theA-module obtained fromM via restriction of scalars along the
mapΦA (that is,a ·m := apm for everya ∈ A andm ∈M). Notice thatΦA is anA-linear map
A→ A(Φ). Theorem 4.7.30, and part (i) of the following theorem 4.8.42 are due to E.Kunz.

Theorem 4.7.30.LetA be a noetherian localFp-algebra. Then the following conditions are
equivalent :

(i) A is regular.
(ii) ΦA is a flat ring homomorphism.

(iii) There existsn > 0 such thatΦnA is a flat ring homomorphism.

Proof. (i)⇒(ii): Let A∧ be the completion ofA, andf : A→ A∧ the natural map. Clearly

f ◦ ΦA = ΦA∧ ◦ f.
Sincef is faithfully flat, it follows thatΦA is flat if and only if the same holds forΦA∧ , so we
may replaceA byA∧, and assume from start thatA is complete, henceA = k[[T1, . . . , Td]], for
a fieldk of characteristicp, andd = dimA ([30, Ch.0, Th.19.6.4]). Then, it is easily seen that

ΦA(A) = Ap = kp[[T p1 , . . . , T
p
d ]].

SetB := k[[T p1 , . . . , T
p
d ]]; the ringA is a freeB-module (of rankpd), hence it suffices to check

that the inclusion mapAp → B is flat. However, denote bym the maximal ideal ofAp; clearly
B is anm-adically ideal-separatedA-module (see [61, p.174, Def.]), hence it suffices to check
thatB/mkB is a flatAp/mk-module for everyk > 0 ([61, Th.22.3]). The latter is clear, since
k[T p1 , . . . , T

p
d ] is a flatkp[T p1 , . . . , T

p
d ]-module.

(ii)⇒(iii) is obvious.
(iii)⇒(i): Notice first thatSpec ΦnA is the identity map on the topological space underlying

SpecA; especially,ΦnA is flat if and only if it is faithfully flat, and the latter condition implies
thatΦnA is injective. We easily deduce that if (iii) holds, thenA is reduced. Now, consider quite
generally, any finite systemx• := (x1, . . . , xt) of elements ofA, and letI ⊂ A be the ideal
generated byx•; we shall say thatx• is a system ofindependentelements, ifI/I2 is a free
A/I-module of rankn. We show first the following :
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Claim4.7.31. Let y, z, x2, . . . , xt be a family of elements ofA, such thatx• := (yz, x2, . . . , xt)
is a system of independent elements, and denote byJ ⊂ A the ideal generated byx•. We have :

(i) (y, x2, . . . , xt) is a system of independent elements ofA.
(ii) If lengthAA/J is finite, then

lengthAA/J = lengthAA/(y, x2, . . . , xt) + lengthAA/(z, x2, . . . , xt).

Proof of the claim.(i): Supposea1y+a2x2+ · · ·+atxt = 0 is a linear relation witha1, . . . , at ∈
A, and letI ⊂ A be the ideal generated byy, x2, . . . , xt. We have to show thata1, . . . , at ∈ I.
However, asa1yz + a2zx2 + · · ·+ atzxt = 0, it follows by assumption, thata1 lies inJ ⊂ I.
Write a1 = b1yz + b2x2 + · · ·+ btxt; then

b1y
2z + (a2 + b2y)x2 + · · ·+ (at + bty)xt = 0.

Thereforeai + biy ∈ J for i = 2, . . . , t, and thereforea2, . . . , at ∈ I, as required.
(ii): It suffices to show that the natural map ofA-modules :

A/(z, x2, · · · , xt)→ I/J a 7→ ay + J

is an isomorphism. However, the surjectivity is immediate.To show the injectivity, suppose
that ay ∈ J , i.e. ay = b1yz + b2x2 + · · · + btxt for someb1, . . . , bt ∈ A; we deduce that
(b1z − a)yz + b2zx2 + · · ·+ btzxt = 0, hencea− b1z ∈ J by assumption, soa lies in the ideal
generated byz, x2, . . . , xt, as required. ♦

Now, setq := pn, andAν := Aq
ν ⊂ A for every integerν > 0; pick a minimal system

x• := (x1, . . . , xt) of generators of the maximal idealmA of A, and notice that, sinceA is
reduced,ΦnνA induces an isomorphismA → Aν , hencex(ν)• := (xq

ν

1 , . . . , x
qν

t ) is a minimal
system of generators for the maximal idealmν ofAν . Set as wellIν := mνA; since the inclusion
mapAν → A is flat by assumption for everyν > 0, we have a natural isomorphism ofA-
modules

(mν/m
2
ν)⊗Aν A

∼→ Iν/I
2
ν .

On the other hand, setkν := Aν/mν ; by Nakayama’s lemma,dimkν mν/m
2
ν = t, soIν/I2ν is

a freeA-module of rankt, i.e. x(ν)• is an independent system of elements ofA. From claim
4.7.31(ii) and a simple induction, we deduce that

(4.7.32) lengthAA/Iν = lengthA∧A∧/IνA
∧ = qνt for everyν > 0

(where the first equality holds, sinceIν is an open ideal in themA-adic topology ofA). Accord-
ing to [30, Ch.0, Th.19.9.8] (and its proof),A∧ contains a field isomorphic tok0 := A/mA, and
the inclusion mapk0 → A∧ extends to a surjective ring homomorphismk0[[X1, . . . , Xt]]→ A∧,
such thatXi 7→ xi for i = 1, . . . , t. Denote byJ the kernel of this surjection; in view of (4.7.32),
we have

lengthA∧k0[[X1, . . . , Xt]]/(J,X
qν

1 , . . . , X
qν

t ) = qνt

which means thatJ ⊂ (Xqν

1 , . . . , X
qν

t ) for everyν > 0. We conclude thatJ = 0, andA∧ =
k0[[X1, . . . , Xt]] is regular, so the same holds forA. �

The last result of this section is a characterization of regular local rings via the cotangent
complex, borrowed from [1], which shall be used in the following section on excellent rings.

Lemma 4.7.33.LetA be a ring,(a1, . . . , an) a regular sequence of elements ofA, that gener-
ates an idealI ⊂ A, and setA0 := A/I. Then there is a natural isomorphism

LA0/A
∼→ I/I2[1] in D(A0-Mod)

andI/I2 is a freeA0-module of rankn.
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Proof. Notice thatH0LA0/A = 0, and there is a natural isomorphismH1LA0/A
∼→ I/I2 ([56,

Ch.III, Cor.1.2.8.1]). There follows a natural morphismLA0/A → I/I2[1], and we shall show
more precisely, that this morphism is an isomorphism. We proceed by induction onn. Hence,
suppose first thatn = 1, seta := a1, andB := A[T ], the free polynomialA-algebra in one
variable; define a map ofA-algebrasB → A by the ruleT 7→ a. Set alsoB0 := B/TB (soB0

is isomorphic toA). Sincea is regular, it is easily seen that the natural morphism

B0

L

⊗B A→ B0 ⊗B A = A0

is an isomorphism inD(B-Mod). It follows that the induced morphismLB0/B⊗B0A0 → LA0/A

is an isomorphism inD(A0-Mod) ([56, Ch.II, Prop.2.2.1]), so it suffices to check the assertion
for the ringB and its regular elementT . However, the sequence of ring homomorphisms
A→ B → B0 induces a distinguished triangle ([56, Ch.II, Prop.2.1.2])

LB/A ⊗B B0 → LB0/A → LB0/B → LB/A ⊗B B0[1]

and since clearlyLB0/A ≃ 0 in D(B0-Mod), andLB/A ≃ Ω1
B/A[0] ≃ B[0] ([56, Ch.II,

Prop.1.2.4.4]), the assertion follows (details left to thereader). Next, suppose thatn > 1,
and that the assertion is already known for regular sequences of length< n. Denote byI ′ ⊂ A
the ideal generated bya1, . . . , an−1, and setA′ := A/I ′. There follows a sequence of ring ho-
momorphismsA→ A′ → A0, and the inductive assumption implies that the natural morphisms

LA′/A → I ′/I ′2[1] LA0/A′ → I/(I2 + I ′)[1]

are isomorphisms, andI ′/I ′2 (resp. I/(I2 + I ′)) is a freeA′-module (resp.A0-module) of
rankn − 1 (resp. of rank1). Then the assertion follows easily, by inspecting the distinguished
triangle

LA′/A ⊗A′ A0 → LA0/A → LA0/A′ → LA′/A ⊗A′ A0[1]

given again by [56, Ch.II, Prop.2.1.2] (details left to the reader). �

Proposition 4.7.34.LetA be a local noetherian ring,a ∈ A a non-invertible element, and set
A0 := A/aA. The following conditions are equivalent :

(a) a is a regular element ofA.
(b) H2LA0/A = 0, andaA/a2A is a freeA0-module of rank one.

Proof. For any ringR, any non-invertible elementx ∈ R, and anyn ∈ N, setRn := R/xn+1R,
and consider theR0-linear map

βx,n : R0 → xnR/xn+1R

induced by multiplication byxn. We remark :

Claim 4.7.35. Suppose thatR is a noetherian local ring, denote byκR the residue field ofR,
and letn > 0 be any given integer. The following conditions are equivalent :

(c) βx,n is an isomorphism.
(d) xn 6= 0 andTorR0

1 (xnR/xn+1R, κR) = 0.
(e) xn 6= 0 and the surjectionR0 → κR induces a surjective map

H2(LRn−1/R ⊗Rn−1 R0)→ H2(LRn−1/R ⊗Rn−1 κR).

Proof of the claim.It is easily seen that (c)⇒(d).
Conversely, if (d) holds, notice thatxnR/xn+1R 6= 0, since

⋂
n∈N x

nR = 0. HenceκR⊗Rβx,n
is an isomorphism of one-dimensionalκR-vector spaces. On the other hand, under assumption
(d), the natural mapκR ⊗R Ker βx,n → Ker(κR ⊗R βx,n) is an isomorphism. By Nakayama’s
lemma, we conclude thatKer βx,n = 0, i.e. (c) holds.
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Next, recall the natural isomorphism ofR0-modules

H1(LRn−1/R ⊗Rn−1 M)
∼→ xnR/x2nR ⊗Rn−1 M

∼→ xnR/xn+1R⊗R0 M

for everyR0-moduleM ([56, Ch.III, Cor.1.2.8.1]). Denote bym0 the kernel of the surjection
R0 → κR; there follows a left exact sequence

0→ TorR0
1 (xnR/xn+1R, κR)→ H1(LRn−1/R ⊗Rn−1 m0)→ H1(LRn−1/R ⊗Rn−1 R0)

which shows that (d)⇔(e) (details left to the reader). ♦

Claim4.7.36. In the situation of claim 4.7.35, the following conditions are equivalent :
(f) x is a regular element ofR.
(g) βx,n is an isomorphism, for everyn ∈ N.

Proof of the claim. If (f) holds, xn is a regular element ofR for everyn > 0, and then (g)
follows easily. Conversely, assume (g), and suppose thatyx = 0 for somey ∈ R; we claim
thaty ∈ xnR for everyn ∈ N. We argue by induction onn : for n = 0, there is nothing to
prove. Suppose that we have already obtained a factorization y = xnz for somez ∈ R. Then
xn+1z = 0, so the class ofz in R0 lies inKer βn+1, hence this class must vanish,i.e. z ∈ xR,
and thereforey ∈ xn+1R. Since

⋂
n∈N x

nR = 0, we deduce thaty = 0, whence (f). ♦

Claim 4.7.37. Let f : R → R′ be any ring homomorphism, and setx′ := f(x). Suppose that
βx,n andβx′,n are both isomorphisms, for some integern ∈ N, and setR′

n := R′/x′n+1R′. Then
the induced morphism

LR0/Rn ⊗R0 R
′
0 → LR′

0/R
′
n

is an isomorphism inD(R′
0-Mod).

Proof of the claim.If n = 0, there is nothing to prove, hence assume thatn > 0. We remark
that, for everyi = 0, . . . , n, the complex

Rn
xi+1

−−−→ Rn
xn−i−−−→ Rn

is exact. Indeed, fori = 0, this results immediately from the assumption thatKerβn,x = 0.
Suppose thati > 0, and that the assertion is already known fori−1; then, ifyxn−i ∈ xn+1R for
somey ∈ R, the inductive hypothesis yieldsy ∈ xiR, so say thaty = xiu andyxn−i = zxn+1

for someu, z ∈ R. It follows that xn(u − zx) = 0, and thenu − zx ∈ xR, again since
Kerβx,n = 0; thus,u ∈ xR, andy ∈ xi+1R, as asserted.

We deduce that theRn-moduleR0 admits a free resolution

Σ : · · · → Rn
x−→ Rn

xn−−→ Rn
x−→ Rn → R0.

The same argument applies toR′ and its elementx′, and yields a corresponding free resolution
Σ′ of theR′

n-moduleR′
0. A simple inspection shows thatΣ′ ⊗Rn R′

n = Σ, i.e. the natural

morphismR0

L

⊗Rn R′
n → R′

0 is an isomorphism inD(R′
0-Mod). The claim then follows from

[56, Ch.II, Prop.2.2.1]. ♦

With these preliminaries, we may now return to the situationof the proposition : first, lemma
4.7.33 says that (a)⇒(b). For the converse, we shall apply the criterion of claim 4.7.36 : namely,
we shall show, by induction onn, thatβa,n : A0 → anA/an+1A is bijective for everyn ∈ N.

For n = 0, there is nothing to prove. Assume thatn > 0, and that the assertion is already
known forn− 1. Letm ⊂ A[T ] be the (unique) maximal ideal containingT , and setB := Am.
We let f : B → A be the map ofA-algebras given by the rule :T 7→ a. Define as usual
Bn := B/T n+1B andAn := A/an+1A for everyn ∈ N. ClearlyβT,n−1 : B0 → T n−1B/T nB
is bijective, and the same holds forβa,n−1, by inductive assumption. Then, claim 4.7.37 says
that the induced morphismLB0/Bn−1 ⊗B0 A0 → LA0/An−1 is an isomorphism inD(A0-Mod).
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Denote byκ the residue field ofA andB, and notice as well thatH2(LA0/A ⊗A0 κ) = 0, by
virtue of (b). Consequently, the commutative diagram of ring homomorphisms

B //

��

Bn−1
//

��

B0

��
A // An−1

// A0

induces a commutative ladder with exact rows ([56, Ch.II, Prop.2.1.2]) :

H3(LB0/Bn−1
⊗B0 κ) //

��

H2(LBn−1/B ⊗Bn−1 κ)

��

// H2(LB0/B ⊗B0 κ)

��
H3(LA0/An−1 ⊗A0 κ) // H2(LAn−1/A ⊗An−1 κ) // 0

whose left vertical arrow is an isomorphism. It follows thatthe central vertical arrow is surjec-
tive. Consider now the commutative diagram

(4.7.38)

H2(LBn−1/B ⊗Bn−1 B0) //

��

H2(LBn−1/B ⊗Bn−1 κ)

��
H2(LAn−1/A ⊗An−1 A0) // H2(LAn−1/A ⊗An−1 κ)

induced by the mapsB0 → A0 → κ. We have just seen that the right vertical arrow of (4.7.38) is
surjective, and the same holds for its top horizontal arrow,in light of claim 4.7.35. Thus, finally,
the bottom horizontal arrow is surjective as well, soβa,n is an isomorphism (claim 4.7.35), and
the proposition is proved. �

Theorem 4.7.39.LetA be a noetherian local ring,I ⊂ A an ideal, and setA0 := A/I. The
following conditions are equivalent :

(a) Every minimal system of generators ofI is a regular sequence of elements ofA.
(b) I is generated by a regular sequence ofA.
(c) The natural morphismLA0/A → I/I2[1] is an isomorphism inD(A0-Mod), andI/I2

is a flatA0-module.
(d) H2LA0/A = 0, andI/I2 is a flatA0-module.

Proof. Clearly (a)⇒(b) and (c)⇒(d); also, lemma 4.7.33 shows that (b)⇒(c).
(d)⇒(a): Let (a1, . . . , an) be a minimal system of generators forI; recall that the lengthn

of the sequence equalsdimκ I ⊗A κ, whereκ denotes the residue field ofA. We shall argue by
induction onn. Forn = 0, there is nothing to show, and the casen = 1 is covered by proposition
4.7.34. SetB := A/a1A andJ := IB. Assumption (d) implies thatH2(LA0/A ⊗A0 κ) = 0,
therefore the sequence of ring homomorphismsA→ B → A0 induces an exact sequence

0→ H2(LA0/B ⊗A0 κ)→ H1(LB/A ⊗B κ)→ I ⊗A κ→ J ⊗B κ→ 0

([56, Ch.II, Prop.2.1.2 and Ch.III, Cor.1.2.8.1]). However, clearlyJ admits a generating system
of lengthn − 1, hencen′ := dimκ J ⊗B κ < n. On the other hand,dimκH1(LB/A ⊗B κ) =
1, so we have necessarilyn′ = n − 1 andH2(LA0/B ⊗A0 κ) = 0. The latter means that
H2LA0/B = 0 andJ/J2 is a flatB-module. By inductive assumption, we deduce that the
sequence(a2, . . . , an) of the images inB of (a2, . . . , an), is regular. By virtue of lemma 4.7.33,
it follows thatH3(LA0/B ⊗A0 κ) = 0, whence a left exact sequence

0→ H2(LB/A ⊗B κ)→ H2(LA0/A ⊗A0 κ) = 0
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obtained by applying again [56, Ch.II, Prop.2.1.2 and Ch.III, Cor.1.2.81] to the sequenceA →
B → A0. Thus,H2LB/A = 0 anda1A/a21A is a flatB-module, soa1 is a regular element
(proposition 4.7.34) and finally,(a1, . . . , an) is a regular sequence, as required. �

Corollary 4.7.40. LetA be a local noetherian ring, with maximal idealm, and residue fieldκ.
Then the following conditions are equivalent :

(a) A is regular.
(b) The natural morphismLκ/A → m/m2[1] is an isomorphism.
(c) H2Lκ/A = 0.

Proof. It follows immediately, by invoking theorem 4.7.39 withI := m, and lemma 4.7.33.�

4.8. Excellent rings. Recall that a morphism of schemesf : X → Y is calledregular, if
it is flat, and for everyy ∈ Y , the fibref−1(y) is locally noetherian and regular ([31, Ch.IV,
Déf.6.8.1]).

Lemma 4.8.1. Let f : X → Y and g : Y → Z be two morphisms of locally noetherian
schemes. We have :

(i) If f andg are regular, then the same holds forg ◦ f .
(ii) If g ◦ f is regular, andf is faithfully flat, theng is regular.

Proof. (i): Clearly h := g ◦ f is flat. Letz ∈ Z be any point, andK any finite extension of
κ(z). Set

X ′ := h−1(z)×κ(z) K and Y ′ := g−1(z)×κ(z) K.
It is easily seen that the induced morphismf ′ : X ′ → Y ′ is regular. Moreover, for everyy ∈ Y ′,
the local ringOY ′,y′ is regular, sinceg is regular. Then the assertion follows from :

Claim 4.8.2. Let A → B be a flat and local ring homomorphism of local noetherian rings.
Denote bymA ⊂ A the maximal ideal, and suppose that bothA andB0 := B/mAB are regular.
ThenB is regular.

Proof of the claim.On the one hand,dimB = dimA + dimB0 ([30, Ch.IV, Cor.6.1.2]). On
the other hand, leta1, . . . , an be a minimal generating system formA, andb1, . . . , bm a system
of elements of the maximal idealmB of B, whose images inB0 is a minimal generating system
for mB/mAB. By Nakayama’s lemma, it is easily seen that the systema1, . . . , an, b1, . . . , bm
generates the idealmB. SinceA andB0 are regular,n = dimA andm = dimB, son +m =
dimB, and the claim follows. ♦

(ii): Clearly g is flat. Then the assertion follows easily from [30, Ch.0, Prop.17.3.3(i)] :
details left to the reader. �

Definition 4.8.3. LetA be a noetherian ring.
(i) We say thatA is aG-ring, if the formal fibres ofSpecA are geometrically regular,i.e.

for everyp ∈ SpecA, the natural morphismSpecA∧
p → SpecAp from the spectrum of

thep-adic completion ofA, is regular : see [31, Ch.IV,§7.3.13].
(ii) We say thatA is quasi-excellent, if A is a G-ring, and moreover the following holds.

For every prime idealp ⊂ A, and every finite radicial extensionK ′ of the field of
fractionsK ofB := A/p, there exists a finiteB-subalgebraB′ ofK ′ such that the field
of fractions ofB′ isK ′, and theregular locusof SpecB′ is an open subset (the latter
is the set of all prime idealsq ⊂ B′ such thatB′

q is a regular ring).
(iii) We say thatA is aNagata ring, if the following holds. For everyp ∈ SpecA and every

finite field extensionκ(p) ⊂ L, the integral closure ofA/p in L is a finiteA-module.
(The rings enjoying this latter property are calleduniversally japanesein [30, Ch.0,
Déf.23.1.1].)
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(iv) We say thatA isuniversally catenarianif everyA-algebraB of finite type is catenarian,
i.e. any two saturated chains(p0 ⊂ · · · ⊂ pn), (q0 ⊂ · · · ⊂ qm) of prime ideals ofB,
with p0 = q0 andpn = qm, have the same length (son = m) ([31, Ch.IV, Déf.5.6.2]).

(v) We say thatA is excellent, if it is quasi-excellent and universally catenarian ([31,Ch.IV,
Déf.7.8.2]).

Lemma 4.8.4.LetA be a noetherian ring.

(i) If A is quasi-excellent, thenA is a Nagata ring.
(ii) If A is a G-ring, then every quotient and every localization ofA is a G-ring.

(iii) Suppose that the natural morphismSpecA∧
m → SpecAm is regular for every maximal

idealm ⊂ A. ThenA is a G-ring.
(iv) If A is a local G-ring, thenA is quasi-excellent.
(v) If A is a complete local ring, thenA is excellent.

Proof. (i): This is [31, Ch.IV, Cor.7.7.3].
(ii): The assertion for localizations is obvious. Next, ifI ⊂ A is any ideal, andp ⊂ A any

prime ideal containingI, then(A/I)∧p = A∧
p /IA

∧
p , from which it is immediate thatA/I is a

G-ring, if the same holds forA.
(iv) follows from [31, Ch.IV, Th.6.12.7, Prop.7.3.18, Th.7.4.4(ii)].
(v): In light of (iv), it suffices to remark that every complete noetherian local ring is univer-

sally catenarian ([31, Ch.IV, Prop.5.6.4] and [30, Ch.0, Th.19.8.8(i)]) and is a G-ring ([30, Ch.0,
Th.22.3.3, Th.22.5.8, and Prop.19.3.5(iii)]).

(iii): Let us remark, more generally :

Claim 4.8.5. Let ϕ : A → B be a faithfully flat ring homomorphism of noetherian rings, such
thatf := Specϕ is regular. IfB is a G-ring, the same holds forA.

Proof of the claim.In light of (ii), we easily reduce to the case where bothA andB are local,ϕ is
a local ring homomorphism, and it suffices to show that the natural morphismπA : SpecA∧ →
SpecA is regular (whereA∧ is the completion ofA). Consider the commutative diagram :

(4.8.6)

SpecB∧ f∧ //

πB
��

SpecA∧

πA
��

SpecB
f // SpecA.

By assumption,πB is a regular morphism; Then the same holds forf ◦ πB = πA ◦ f∧ (lemma
4.8.1(i)). However, it is easily seen that the induced mapϕ∧ : A∧ → B∧ is still a local ring
homomorphism, hencef∧ is faithfully flat, so the claim follows from lemma 4.8.1(ii). ♦

Now, in order to prove (iii), it suffices to check thatAm is a G-ring for every maximal ideal
m ⊂ A. In view of our assumption, the latter assertion follows from claim 4.8.5 and (v). �

Definition 4.8.7. LetA be any topological ring, whose topology is linear; we shall consider :

• For anyA-algebraC, the categoryExalA(C) whose objects are all short exact se-
quences ofA-modules

(4.8.8) Σ : 0→ M → E
ψ−→ C → 0

such thatE is anA-algebra (withA-module structure given by the structure mapA→
E), andψ is a map ofA-algebras. The morphisms inExalA(C) are the commutative
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ladders ofA-modules :

(4.8.9)

0 // M ′ //

��

E ′ //

g

��

C // 0

0 // M ′′ // E ′′ // C // 0

whereg is a map ofA-algebras.
• For any topologicalA-algebraC, whose topology is linear, the categoryExaltopA(C)

whose objects are the short exact sequences ofA-modules (4.8.8) such thatE is a
topologicalA-algebra whose topology is linear (and again, withA-module structure
given by the structure mapA→ E), andψ is a continuous and open map of topological
A-algebras, whose kernelM is a discrete topological space, for the topology induced
fromE. The morphisms inExaltopA(C) are the commutative ladders (4.8.9) such that
g is a continuous map of topologicalA-algebras.

4.8.10. Now, letA be as in definition 4.8.7,C any topologicalA-algebra whose topology is
linear,ϕ : A → C the structure morphism, and(Iλ | λ ∈ Λ) (resp. (Jλ′ | λ′ ∈ Λ′)) a filtered
system of open ideals ofA (resp. ofC), which is a fundamental system of open neighborhoods
of 0. Let Λ′′ ⊂ Λ × Λ′ be the subset of all(λ, λ′) such thatϕ(Iλ) ⊂ Jλ′ ; the setΛ′′ is
partially ordered, by declaring that(λ, λ′) ≤ (µ, µ′) if and only if Iµ ⊂ Iλ andJµ′ ⊂ Jλ′ . Set
Aλ := A/Iλ for everyλ ∈ Λ (resp.Cλ′ := C/Jλ′ for everyλ′ ∈ Λ′); for (λ, λ′), (µ, µ′) ∈ Λ′′

with (λ, λ′) ≤ (µ, µ′), the surjectionπµ′λ′ : Cµ′ → Cλ′ induces a functor

ExalAλ(Cλ′)→ ExalAµ(Cµ′) Σ 7→ Σ ∗ πµ′λ′
(see [36,§2.5.5]) and clearly the rule(λ, λ′) 7→ ExalAλ(Cλ′) yields a pseudo-functor

E : (Λ′′,≤)→ Cat.

Moreover, we have a pseudo-cocone :

(4.8.11) E⇒ ExaltopA(C)

defined as follows. To any(λ, λ′) ∈ Λ′′ and any objectΣλ,λ′ : 0 → M → Eλ′ → Cλ′ →
0 of ExalAλ(Cλ′), one assigns the extension (4.8.8) obtained by pulling backΣλ,λ′ along the
projectionπλ′ : C → Cλ′ . Let β : E → Eλ′ be the induced projection; we endowE with the
linear topology defined by the fundamental system of all openideals of the formψ−1J ∩ β−1J ′

whereJ (resp. J ′) ranges over the set of open ideals ofC (resp. over the set of all ideals of
Eλ′). With this topology, it is easily seen that bothψ and the induced structure mapA→ E are
continuous ring homomorphisms. Moreover, ifJ ⊂ Jλ′ , thenψ−1J ∩ β−1J ′ = J × (J ′ ∩M),
from which it follows thatψ is an open map. Furthermore,M ∩ β−10 = 0, which shows that
M is discrete, for the topology induced by the inclusion mapM → E. Summing up, we have
associated toΣλ,λ′ a well defined objectΣλ,λ′ ∗πλ′ of ExaltopA(C), and it is easily seen that the
ruleΣλ,λ′ 7→ Σλ,λ′ ∗ πλ′ is functorial inΣλ,λ′ , and for(λ, λ) ≤ (µ, µ′) in Λ′′, there is a natural
isomorphism inExaltopA(C) :

Σλ,λ′ ∗ πλ′ ∼→ (Σλ,λ′ ∗ πµ′λ′) ∗ πµ′
(details left to the reader).

Lemma 4.8.12.The pseudo-cocone(4.8.11)induces an equivalence of categories :

β : 2-colim
Λ′′

E
∼→ ExaltopA(C).

Proof. Let Σ as in (4.8.8) be any object ofExaltopA(C). By assumption, there exists an open
idealJ ⊂ E such thatM ∩ J = 0. Sinceψ is an open map, there existsλ′ ∈ Λ′ such that
Jλ′ ⊂ ψ(J), and after replacingJ by J ∩ψ−1Jλ′, we may assume thatψ(J) = Jλ′. Likewise, if
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ϕE : A→ E is the structure morphism, there existsλ ∈ Λ such thatIλ ⊂ ϕ−1
E J , and it follows

that the induced extension

Σλ,λ′ : 0→ M → E/J → Cλ′ → 0

is an object ofExalAλ(Cλ′). We notice :

Claim 4.8.13. There exists a natural isomorphismΣ
∼→ Σλ,λ′ ∗ πλ′ in ExaltopA(C).

Proof of the claim.(i): By construction,ψ and the projectionπJ : E → E/J define a unique
morphismγ : E → (E/J)×Cλ′ C ofA-algebras, restricting to the identity map onM (which is
an ideal in both of theseA-algebras). It is clear thatγ is an isomorphism, and therefore it yields
a natural isomorphismΣ

∼→ Σλ,λ′ ∗ πλ′ in ExalA(C). It remains to check thatγ is continuous
and open. For the continuity, it suffices to remark that, for every idealI ⊂ E/J and every
µ′ ∈ Λ′, the idealsγ−1(I ×Cλ′ C) = π−1

J I andγ−1(E/J ×Cλ′ Jµ′) = ψ−1Jµ′ are open inE,
which is obvious, sinceJ is an open ideal andψ is continuous. Lastly, letI ⊂ E be any open
ideal such thatI ⊂ J ∩ ψ−1Jλ′ ; sinceψ is an open map, it is easily seen thatγ(I) = 0 × ψ(I)
is an open ideal of(E/J)×Cλ′ C, soγ is open. ♦

From claim 4.8.13 we see already thatβ is essentially surjective. It also follows easily that
β is full. Indeed, consider any morphisms : Σ′ → Σ′′ of ExaltopA(C) as in (4.8.9), and pick
an open idealJ ′′ ⊂ E ′′ with J ∩ M ′′ = 0; setJ ′ := g−1J ′′, and notice thatJ ′ ∩ M ′ = 0.
Moreover, if the image ofJ ′′ in C equalsJλ′ for someλ′ ∈ Λ′, then clearly the same holds
for the image ofJ ′ in C. Therefore, in this case the foregoing construction yieldsobjectsΣ′

λ,λ′

andΣ′′
λ,λ′ of ExalAλ(Cλ′) (for a suitableλ ∈ Λ), whose middle terms are respectivelyE ′/J ′

andE ′′/J ′′, ands descends to a morphismsλ′ : Σ′
λ,λ′ → Σ′′

λ,λ′ , whose middle term is the map
gλ′ : E ′/J ′ → E ′′/J ′′ induced byg. By inspecting the proof of claim 4.8.13, we deduce a
commutative diagram

E ′ ∼ //

g

��

(E ′/J ′)×Cλ′ C
gλ′×Cλ′

C

��

E ′′ ∼ // (E ′′/J ′′)×Cλ′ C

whose horizontal arrows are the maps that define the isomorphismsΣ′ ∼→ Σ′
λ,λ′ ∗ πλ′ and

Σ′′ ∼→ Σ′′
λ,λ′ ∗ πλ′ in ExaltopA(C). It follows easily thatsλ ∗ πλ′ = s, whence the assertion.

Lastly, the faithfulness ofβ is immediate, since the projectionsπλ′ are surjective maps. �

4.8.14. LetA be as in definition 4.8.7, andC anyA-algebra (resp. any topologicalA-algebra);
we denote by

nilExalA(C) ( resp. nilExaltopA(C) )

the full subcategory ofExalA(C) (resp. ofExaltopA(C)) whose objects are thenilpotent exten-
sionsof C, i.e. those extensions (4.8.8), whereM is a nilpotent ideal ofE. Moreover, in the
situation of (4.8.10), clearlyE restricts to a pseudo-functor

nilE : (Λ′′,≤)→ Cat (λ, λ′) 7→ nilExalAλ(Cλ′).

Also, (4.8.11) restricts to a pseudo-cocone onnilE, and lemma 4.8.12 immediately implies an
equivalence of categories

(4.8.15) 2-colim
Λ′′

nilE
∼→ nilExaltopA(C).

Proposition 4.8.16.LetA andC be as in(4.8.10). The following holds :
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(i) Suppose thatJ2
λ′ is open inC, for everyλ′ ∈ Λ′. Then the forgetful functor

(4.8.17) nilExaltopA(C)→ nilExalA(C)

is fully faithful.
(ii) Suppose additionally, that :

(a) C is a noetherian ring, andI ⊂ C is an ideal such that the topology ofC agrees
with theI-preadic topology.

(b) I2λ is open inA, for everyλ ∈ Λ.
Then the essential image of(4.8.17)is the (full) subcategory of all nilpotent extensions
(4.8.8)such that theC-moduleM/M2 is annihilated by a power ofI.

Proof. (i): The functor is obviously faithful, and in light of (4.8.15), we come down to the
following situation. We have a commutative ladder of extensions ofA-algebras

0 // M //

��

E
ψ //

g

��

C //

πλ′

��

0

0 // N // E ′ // Cλ′ // 0

for someλ′ ∈ Λ′, whose top (resp. bottom) row is an object ofnilExaltopA(C) (resp. of
nilExalAλ(Cλ′), for someλ ∈ Λ), and we need to show that the kernel ofg contains an open
ideal. To this aim, we remark :

Claim4.8.18. For any open idealJ ⊂ E, the idealJ2 is open as well.

Proof of the claim.We may assume thatJ ∩M = 0. We haveI := ψ(J2) = ψ(J)2, so the
assumption in (i) say thatI is open inC, and thereforeψ−1I = J2⊕M is open inE, so finally
J ∩ ψ−1I = J2 is open inE, as stated. ♦

Now, setJ := ψ−1Jλ′; thenJ is an open ideal ofE, and clearlyg(I) ⊂ N . Say thatNk = 0;
theng(Ik) = 0, andIk is an open ideal ofE, by claim 4.8.18, whence the contention.

(ii): It is easily seen that, for every extension (4.8.8) in the essential image of (4.8.17), we
must haveIk(M/M2) = 0 for every sufficiently largek ≥ 0 (details left to the reader). Con-
versely, consider a nilpotent extensionΣ as in (4.8.8), withIk(M/M2) = 0 andM t = 0 for
somek, t ∈ N. Pick a finite systemf := (f1, . . . , fr) of elements ofE whose images inB form
a system of generators forIk; notice that the ideal(fn)B is open inB, and(fn)M = 0 for every
n ≥ t. There follows an inverse system of exact sequences

H1(f
n, B)→ M

βn−−→ E/(fn)E → B/(fn)B → 0 for everyn ≥ t

(notation of (4.1.16)) with transition maps induced by the morphismsϕf of (4.1.23). AsB
is noetherian, lemma 4.1.30 and remark 4.1.31 imply that thesystem(H1(f

n, B) | n ∈ N) is
essentially zero. Therefore, the same holds for the inversesystem(Kerβn | n > 0). However,
the transition mapKer βn+1 → Ker βn is obviously injective for everyn ≥ t, so we conclude
that βn is injective for some sufficiently large integern. For suchn, we obtain a nilpotent
extension

(4.8.19) 0→M → E/(fn)E → B/(fn)B → 0.

Lastly, letϕ : A → B be the structure map, and pickλ ∈ Λ such thatIλ ⊂ ϕ−1Ik; it is
easily seen thatI tλM = 0 andϕ(Isλ) ⊂ (fn)B for s ∈ N large enough. Therefore, some
sufficiently large power ofIλ annihilatesE/(fn)E; under our assumption (b), such power ofIλ
contains another open idealIµ, so (4.8.19) is an object ofnilExalAµ(B/(f

n)B) whose image in
nilExaltopA(B) agrees withΣ. �
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Proposition 4.8.20.Let A be a topological ring (whose topology is linear),B a noetherian
A-algebra,I ⊂ B an ideal, and suppose that :

(i) The structure mapA→ B is continuous for theI-adic topology onB.
(ii) For every open idealJ ⊂ A, the idealJ2 is also open.

Then the following conditions are equivalent :

(a) B (with its I-adic topology) is a formally smoothA-algebra.
(b) Ω1

B/A ⊗B B/I is a projectiveB/I-module, andH1(LB/A ⊗B B/I) = 0.

Proof. More generally, letA andC be as in (4.8.10), andM a discreteC-module,i.e. a C-
module annihilated by an open ideal; we denote byExaltopA(C,M) theC-module of square
zero topologicalA-algebra extensions ofC byM . Likewise, for every(λ, λ′) ∈ Λ′′, and every
Cλ′-moduleM , let ExalAλ(Cλ′ ,M) be theCλ′-module of isomorphism classes of square zero
Aλ-algebra extensions ofCλ′ byM . For(λ, λ′) ≤ (µ, µ′), we get a natural map ofCµ′-modules

(4.8.21) ExalAλ(Cλ′,M)→ ExalAµ(Cµ′,M) for everyCλ′-moduleM

and (4.8.15) implies a natural isomorphism :

colim
(λ,λ′)∈Λ′′

ExalAλ(Cλ′,M)
∼→ ExaltopA(C,M)

which is well defined for every discreteC-moduleM . By inspecting the definitions, and taking
into account [30, Ch.0, Prop.19.4.3], it is easily seen thatC is a formally smoothA-algebra if
and only ifExaltopA(C,M) = 0 for every such discreteC-moduleM . We also have a natural
C-linear map :

(4.8.22) ExaltopA(C,M)→ ExalA(C,M) for every discreteC-moduleM

and proposition 4.8.16(i) shows that (4.8.22) is an injective map, providedJ2
λ′ is an open ideal

of C, for everyλ′ ∈ Λ′. Moreover, forC := B (with its I-adic topology), the map (4.8.22) is
an isomorphism, by virtue of proposition 4.8.16(ii).

Now, recall the natural isomorphism ofCλ-modules ([56, Ch.III, Th.1.2.3])

ExalA(B,M)
∼→ Ext1B(LB/A,M) for everyB-moduleM.

Combining with the foregoing, we deduce a naturalB-linear isomorphism

ExaltopA(B,M)
∼→ Ext1B(LB/A,M)

for everyB-moduleM annihilated by some idealIk. Summing up,B is a formally smoothA-
algebra if and only ifExt1B(LB/A,M) vanishes for every discreteB-moduleM . SetB0 := B/I;
by considering theI-adic filtration on a givenM , a standard argument shows that the latter
condition holds if and only if it holds for everyB0-moduleM , and in turns, this is equivalent
to the vanishing ofExt1B0

(LB/A ⊗B B0,M) for everyB0-moduleM . This last condition is
equivalent to (b), as stated. �

Proposition 4.8.23.Let A be a ring,B a noetherianA-algebra of finite (Krull) dimension,
n ∈ N an integer, and suppose thatHk(LB/A ⊗B κ(p)) = 0 for every prime idealp ⊂ B and
everyk = n, . . . , n+ dimB. ThenHn(LB/A ⊗B M) = 0 for everyB-moduleM .

Proof. Let us start out with the following more general :

Claim 4.8.24. LetA be a ring,B a noetherianA-algebra,p ∈ SpecB a prime ideal,n ∈ N an
integer, and suppose that the following two conditions hold:

(a) Hn(LB/A ⊗B κ(p)) = 0.
(b) Hn+1(LB/A ⊗B B/q) = 0 for every proper specializationq of p in SpecB.

Then,Hn(LB/A ⊗B B/p) = 0.
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Proof of the claim. Let b ∈ B \ p be any element, and setM := B/(p + bB). SinceB
is noetherian,M admits a finite filtrationM0 ⊂ M1 ⊂ · · · ⊂ Mn := M such that, for every
i = 0, . . . , n−1, the subquotientMi+1/Mi is isomorphic toB/q, for some proper specialization
q of p ([61, Th.6.4]). From (b), and a simple induction, we deduce thatHn+1(LB/A⊗BM) = 0.
Whence, by considering the short exact sequence ofB-modules

0→ B/p
b−→ B/p→M → 0

we see that scalar multiplication byb is an injective map on theB-moduleHn(LB/A ⊗B B/p).
Since this holds for everyb ∈ B \ p, we conclude that the natural map

Hn(LB/A ⊗B B/p)→ Hn(LB/A ⊗B B/p)⊗B Bp = Hn(LB/A ⊗B κ(p))
is injective. Then the assertion follows from (a). ♦

Now, letp ⊂ B be any prime ideal; the assumption, together with claim 4.8.24 and a simple
induction ond := dimB/p, shows that

Hk(LB/A ⊗B B/p) = 0 for everyk = n, . . . , n+ dimB − d.

For anyB-moduleM , setH(M) := Hn(LB/A⊗BM). Especially, we getH(B/p) = 0, for any
prime idealp ⊂ B. SinceB is noetherian, it follows easily thatH(M) = 0 for anyB-module
M of finite type (details left to the reader). Next, ifM is arbitrary, we may write it as the union
of the filtered family(Mi | i ∈ I) of its submodules of finite type; sinceH(M) is the colimit of
the induced system(H(Mi) | i ∈ I), we see thatH(M) = 0, as sought. �

Corollary 4.8.25. Let A → B be a homomorphism of noetherian rings. Then the following
conditions are equivalent :

(a) Ω1
B/A is a flatB-module, andHiLB/A = 0 for everyi > 0.

(b) Ω1
B/A is a flatB-module, andH1LB/A = 0.

(c) The induced morphism of schemesf : SpecB → SpecA is regular.
(d) H1(LB/A ⊗B κ(x)) = 0 for everyx ∈ SpecB.

Proof. Let x ∈ X := SpecB be any point; according to [30, Ch.0, Th.19.7.1], the following
conditions are equivalent :

(e) the map on stalksOY,f(x) → OX,x is formally smooth for the preadic topologies defined
by the maximal ideals.

(f) f is flat at the pointx, and theκ(f(x))-algebraOf−1f(x),x is geometrically regular.

On the other hand, by virtue of proposition 4.8.20, condition (e) is equivalent to the vanishing of
H1(LB/A ⊗B κ(x)), whence (b)⇒(c)⇔(d). It remains to check that (d)⇒(a). However, assume
(d); taking into account proposition 4.8.23, and arguing byinduction oni, we easily show that
(a) will follow, provided

Hi(LB/A ⊗B κ(x)) = 0 for everyx ∈ X and everyi > 1.

For everyx ∈ X, setBx := OX,x ⊗A κ(f(x)); sinceB isA-flat, the latter holds if and only if

Hi(LBx/κ(f(x)) ⊗B κ(x)) = 0 for everyx ∈ X and everyi > 1

([56, Ch.II, Prop.2.2.1 and Ch.III, Cor.2.3.1.1]). Hence,we may replaceA by κ(f(x)), andB
byBx, and assume from start thatA is a field andB is a local geometrically regularA-algebra
with residue fieldκB, and it remains to check thatHi(LB/A ⊗B κB) = 0 for every i > 1.
However, in view of corollary 4.7.40, the sequence of ring homomorphismsA → B → κB
yields an isomorphism

Hi(LB/A ⊗B κB) ∼→ HiLκB/A for everyi > 1

([56, Ch.II, Prop.2.1.2]) so we conclude by the following general :
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Claim 4.8.26. LetK ⊂ E be any extension of fields. ThenHiLE/K = 0 for everyi > 1.

Proof of the claim. By [56, Ch.II, (1.2.3.4)], we may reduce to the case whereE is a finitely
generated extension ofK, sayE = K(a1, . . . , an). We proceed by induction onn. If n = 1,
thenE is either an algebraic extension or a purely transcendentalextension ofK. In the latter
case, the assertion is immediate ([56, Ch.II, Prop.1.2.4.4and Ch.III, Cor.2.3.1.1]). For the case
of an algebraic extension, the assertion is a special case of[36, Th.6.3.32(i)] (we applyloc.cit.
to the valued field(K, | · |)with trivial valuation| · |). Lastly, ifn > 1, setL := K(a1, . . . , an−1).
By inductive assumption we haveHiLL/K = HiLE/L = 0 for i > 1; on the other hand, there is
a distinguished triangle ([56, Ch.II, Prop.2.1.2])

LL/K ⊗L E → LE/K → LE/L → LL/K ⊗L E[1] in D(E-Mod).

The sought vanishing follows immediately, �

Corollary 4.8.27. LetA be a local noetherian ring,A∧ the completion ofA. Then the following
conditions are equivalent :

(a) A is quasi-excellent.
(b) Ω1

A∧/A is a flatA∧-module, andH1LA∧/A = 0.
(c) Ω1

A∧/A is a flatA∧-module, andHiLA∧/A = 0 for everyi > 0.

Proof. Taking into account lemma 4.8.4(iii), this is a special caseof corollary 4.8.25. �

Proposition 4.8.28.Let p > 0 be a prime integer,A a regular local and excellentFp-algebra,
B a local noetherianA-algebra,mB the maximal ideal ofB, andM aB-module of finite type.
Then theB-moduleΩ1

A/Fp
⊗AM is separated for themB-preadic topology.

Proof. Let ϕ : A → B be the structure morphism, and setp := ϕ−1mB; the localizationAp is
still excellent (lemma 4.8.4(ii,iv)) and regular, and clearly Ω1

Ap/Fp
⊗Ap

M = Ω1
A/Fp
⊗AM , hence

we may replaceA by Ap, and assume thatϕ is local. LetA∧ andB∧ be the completions ofA
andB, setM∧ := B∧ ⊗B M , and notice that both of the natural mapsFp → A andA → A∧

are regular. In view of corollary 4.8.25, it follows that both of the naturalB-linear maps

Ω1
A/Fp ⊗AM → Ω1

A/Fp ⊗AM∧ Ω1
A/Fp ⊗AM → Ω1

A∧/Fp ⊗A∧ M∧

are injective (to see the injectivity of the second map, one applies the transitivity triangle arising
from the sequence of ring homomorphismsFp → A → A∧ : details left to the reader). Thus,
we may assume thatA is complete. Now, for every ringR, and every integerm ∈ N, set

(4.8.29) R(m) := R[[T1, . . . , Tm]] R〈m〉 := R[[T p1 , . . . , T
p
m]] ⊂ R(m).

With this notation, we have an isomorphismA
∼→ κ(d) of Fp-algebras, whereκ is the residue

field ofA, andd := dimA ([30, Ch.0, Th.19.6.4]).

Claim 4.8.30. LetK be any field of characteristicp, andm ∈ N any integer. We have :
(i) There exists a cofiltered system(Kλ | λ ∈ Λ) of subfields ofK such that[K : Kλ] is

finite for everyλ ∈ Λ, and
⋂
λ∈ΛK

λ = Kp.
(ii) For every system(Kλ | λ ∈ Λ) fulfilling the condition of (i), the following holds :

(a) Ω1
K(m)/K

λ
〈m〉

is a freeK(m)-module of finite rank, for everyλ ∈ Λ, and the rule

M 7→ Ωm(M) := lim
λ∈Λ

(Ω1
K(m)/K

λ
〈m〉
⊗K(m)

M)

defines an exact functorK(m)-Mod→ K(m)-Mod.
(b) The natural map

ηm(M) : Ω1
K(m)/Fp

⊗K(m)
M → Ωm(M)

is injective for everyK(m)-moduleM .
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(c) Let F (resp. F λ) denote the field of fractions ofK(m) (resp. ofKλ
〈m〉, for every

λ ∈ Λ); then
⋂
λ∈Λ F

λ = F p.

Proof of the claim.(i) and (ii.c) follow from [30, Ch.0, Prop.21.8.8] (and its proof).
(ii.a): For givenλ ∈ Λ, say thatx1, . . . , xr is ap-basis ofK overKλ; then it is easily seen that

x1, . . . , xr, T1, . . . , Tm is ap-basis ofK(m) overKλ
〈m〉 (see [30, Ch.0, Déf.21.1.9]). According

to [30, Ch.0, Cor.21.2.5], it follows thatΩ1
K(m)/K

λ
〈m〉

is the freeK(m)-module of finite type with

basisdx1, . . . , dxr, dT1, . . . , dTm. Moreover, say thatKµ ⊂ Kλ, and letxr+1, . . . , xs be ap-
basis ofKλ overKµ; thenx1, . . . , xs is ap-basis ofK overKµ ([30, Ch.0, Lemme 21.1.10]),
so the induced map

Ω1
K(m)/K

µ
〈m〉
→ Ω1

K(m)/K
λ
〈m〉

is a projection onto a direct factor, and the assertion follows easily.
(ii.b): We are easily reduced to the case whereM is aK(m)-module of finite type, and in light

of (ii.a), we may further assume thatM is a cyclicK(m)-module. Next, we remark that, due to
(ii.c), the natural map

Ω1
F/Fp → lim

λ∈Λ
Ω1
F/Fλ

is injective ([30, Ch.0, Th.21.8.3]); in other words,ηm(F ) is injective. In order to show the
injectivity of ηm(M), it then suffices to check that the functorM 7→ Ω1

K(m)/Fp
⊗K(m)

M is
exact. The latter holds by virtue of corollary 4.8.25, sincethe (unique) morphism of schemes
SpecK(m) → SpecFp is obviously regular. This completes the proof form = 0. Suppose now
thatm > 0, and that the injectivity ofηn(M) is already known for everyn < m and every
K(n)-moduleM . By the foregoing, it remains to check thatηm(K(m)/I) is injective, for every
non-zero idealI ⊂ K(m). Pick any non-zerof ∈ I, and setR := K(m−1); according to [14,
Ch.VII, n.7, Lemme 3] and [14, Ch.VII, n.8, Prop.6], there exist an automorphismσ of the ring
K(m), and elementsg ∈ R[Tm], u ∈ K×

(m) such thatσ(f) = u·g, andg = T dm+a1T
d−1
m +· · ·+ad

for somed ≥ 0 and certain elementsa1, . . . , ad of the maximal ideal ofR. However, set
M ′ := K(m)/σ(I); in view of the commutative diagram ofFp-modules :

Ω1
K(m)/Fp

⊗K(m)
M

ηm(M)
//

��

Ωm(M)

��
Ω1
K(m)/Fp

⊗K(m)
M ′ ηm(M ′)

// Ωm(M
′)

(whose vertical arrows are induced byσ) we see thatηm(M) is injective, if and only if the same
holds forηm(M ′). Hence, we may replaceI by σ(I), and assume thatg ∈ I. In this case, set
alsoRλ := Kλ

〈m−1〉 for everyλ ∈ Λ, and notice that the natural maps

R[Tm]/g
pR[Tm]→ K(m)/g

pK(m) Rλ[T pm]/g
pRλ[T pm]→ Kλ

〈m〉/g
pKλ

〈m〉

are bijective; there follows a commutative diagram ofK(m)-modules :

Ω1
R[Tm]/Fp

⊗R[Tm] M //

αλ⊗R[Tm]M

��

Ω1
K(m)/Fp

⊗K(m)
M

ηλm⊗K(m)
M

��

Ω1
R[Tm]/Rλ ⊗R[Tm] M // Ω1

K(m)/K
λ
〈m〉

⊗K(m)
M
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whose horizontal arrows are isomorphisms, andηm(M) = limλ∈Λ η
λ
m ⊗K(m)

M . On the other
hand, for everyλ ∈ Λ we have a commutative ladder ofR[Tm]-modules with exact rows :

Σλ :

0 // Ω1
R/Fp
⊗R R[Tm] //

ηλm−1⊗RR[Tm]

��

Ω1
R[Tm]/Fp

//

αλ

��

Ω1
R[Tm]/R

// 0

0 // Ω1
R/Rλ ⊗R R[Tm] // Ω1

R[Tm]/Rλ
// Ω1

R[Tm]/R
// 0

and notice that the rows ofΣλ ⊗R[Tm] M are still short exact, for everyλ ∈ Λ. By induc-
tive assumption,limλ∈Λ η

λ
m−1 ⊗R M is an injective map; we deduce that the same holds for

limλ∈Λ α
λ ⊗R[T ] M , and the claim follows. ♦

TakeK := κ, and pick any cofiltered system(Kλ | λ ∈ Λ) as provided by claim 4.8.30(i);
in light of claim 4.8.30(ii.b), it now suffices to show that the resultingΩd(M) is a separatedB-
module, for every noetherianκ(d)-algebraB and everyB-moduleM of finite type. However,
Ωd(M) is a submodule of

∏
λ∈Λ(Ω

1
K(m)/K

λ
〈m〉

⊗K(m)
M), hence we are reduced to checking that

each direct factor of the latterB-module is separated. But in view of claim 4.8.30(ii.a), we
see that each such factor is a finite direct sum of copies ofM , so finally we come down to the
assertion thatM is separated for themB-adic topology, which is well known. �

Theorem 4.8.31.Let ϕ : A → B be a local ring homomorphism of local noetherian rings.
Suppose thatA is quasi-excellent, andϕ is formally smooth for the preadic topologies defined
by the maximal ideals. ThenSpecϕ is regular.

Proof. This is the main result of [2]. We begin with the following general remark :

Claim 4.8.32. Let R be a local noetherian ring,mR ⊂ R the maximal ideal,H : R-Mod →
R-Mod an additive functor, and suppose that

(a) H isR-linear,i.e.H(t · 1M) = t ·H(1M) for everyR-moduleM , and everyt ∈ R.
(b) H is semi-exact, i.e. for any short exact sequence0 → M ′ → M → M ′′ → 0 of

R-modules, the induced sequenceH(M ′)→ H(M)→ H(M ′′) is exact.
(c) H commutes with filtered colimits.
(d) H(M) is separated for themR-adic topology, for everyR-moduleM of finite type.
(e) H(R/mR) = 0.

ThenH(M) = 0 for everyR-moduleM .

Proof of the claim.SinceH commutes with filtered colimits, it suffices to show thatH(M) = 0
for every finitely generatedR-moduleM , and sinceH is semi-exact, a simple induction reduces
further to the case whereM is a cyclicR-module. Let nowF be the family of all idealsI of
R such thatH(R/I) 6= 0, and suppose, by way of contradiction, thatF 6= ∅; pick a maximal
elementJ of F , and setM := R/J . By assumption,J 6= mR; thus, lett ∈ R be a non-
invertible element witht /∈ J ; we get an exact sequence

H(M)
t−→ H(M)→ H(B(m+n)/(J + tB(m+n)))

whose third term vanishes, by the maximality ofJ . On the other hand,
⋂
n∈N t

nH(M) = 0,
sinceH(M) is separated. ThusH(M) = 0, contradicting the choice ofJ , and the claim
follows. ♦

Denote byκ the residue field ofA, and for everym,n ∈ N, letϕm,n : A(m) → B(m+n) be the
composition ofϕ(m) : A(m) → B(m) (theT -adic completion ofϕ ⊗A A[T1, . . . , Tm]) with the
natural inclusion mapB(m) → B(m+n) (notation of (4.8.29)).
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Claim 4.8.33. In the situation of the theorem, suppose furthermore thatA is either a field or
a complete discrete valuation ring of mixed characteristic. Then, the morphismSpecϕm,n is
regular for everym,n ∈ N.

Proof of the claim.Set

H(M) := H1(LB(m+n)/A(m)
⊗B(m+n)

M).

We shall consider separately three different cases :
• Suppose first thatA is a field of characteristicp > 0. According to corollary 4.8.25, it

suffices to show thatH(M) vanishes for everyB(m+n)-moduleM . Notice that the natural map
Fp → B(m+n) is regular; from the distinguished triangle ([56, Ch.II, Prop.2.1.2])

LA(m)/Fp ⊗A(m)
B(m+n) → LB(m+n)/Fp → LB(m+n)/A(m)

→ LA(m)/Fp ⊗A(m)
B(m+n)[1]

and corollary 4.8.25, we deduce an injectiveB(m+n)-linear map

H(M)→ Ω1
A(m)/Fp

⊗A(m)
M

from which it follows that, ifM is aB(m+n)-module of finite type,H(M) is a separatedB(m+n)-
module, for the preadic topology defined by the maximal idealof B(m+n) (proposition 4.8.28).
Sinceϕ is formally smooth,ϕm,n is also formally smooth for the preadic topologies defined by
the maximal ideals ofA(m) andB(m+n); from proposition 4.8.20, we see thatH(M) = 0, if M
is the residue field ofB(m+n). Then the assertion follows from claim 4.8.32.
• Next, suppose thatA is either a field of characteristic zero, or a complete discrete valuation

ring of mixed characteristic (so eitherκ = A, or elseκ is a field of positive characteristic).
According to corollary 4.8.25, it suffices to show thatH(M) vanishes forM = κ(q), where
q ⊂ B(m+n) is any prime ideal. Fix suchq, and setp := q ∩ A(m); if p = 0, thenM is a
K-algebra, whereK is the field of fractions ofA(m); now,K is a field of characteristic zero,
andB′ := B(m+n) ⊗A(m)

K is a regular localK-algebra, so the induced morphismSpecB′ →
SpecK is regular; sinceH(M) = H1(LB′/K ⊗B′ M), the assertion follows from corollary
4.8.25. Notice that this argument applies especially to thecase wherem = 0; for the general
case, we argue by induction onm. Hence, suppose thatn ∈ N,m > 0, and that the assertion is
already known forϕn,m−1.

Consider first the case whereA is a discrete valuation ring, andp contains the maximal ideal
of A, and setB := B ⊗A κ. Sinceϕm,n is flat, and sinceM is aB(m+n)-module, we have a
natural isomorphism

H(M)
∼→ H1(LB(m+n)/κ(m)

⊗B(m+n)
M).

Then the sought vanishing follows from the foregoing, sinceB is a formally smoothκ-algebra
(for the preadic topology of its maximal ideal).

Lastly, suppose that eitherA is a field, orp does not contain the maximal ideal ofA (andp 6=
0). In either of these two cases, we may findf ∈ p whose image inκ(m) is not zero. According
to [14, Ch.VII, n.7, Lemme 3] and [14, Ch.VII, n.8, Prop.6], we may find an automorphismσ
of theA-algebraA(m) and elementsg ∈ A(m−1)[Tm], u ∈ A×

(m) such thatσ(f) = u · g, and

g = T dm + a1T
d−1
m + · · · + ad for somed ≥ 0 and certain elementsa1, . . . , ad of the maximal

ideal ofA(m−1). Denote byσ′ : B(m)
∼→ B(m) the T -adic completion ofσ ⊗A B, and let

σB : B(m+n)
∼→ B(m+n) be theT -adically continuous automorphism that restricts toσ′ onB(m),

and such thatσB(Ti) = Ti for i = m+1, . . . , m+n. SetM ′ := B(m+n)/σB(q); by construction,
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we have a commutative diagram ofA-algebras

A(m)
ϕm,n //

σ

��

B(m+n)

��
σB
��

A(m)
ϕm,n // B(m+n)

inducing an isomorphism

LB(m+n)/A(n)
⊗B(m+n)

M
∼→ LB(m+n)/A(n)

⊗B(m+n)
M ′ in D(A-Mod).

Thus, we may replaceM by M ′, and assume from start thatg ∈ p. In this case, setB′ :=
B[[Tm+1, . . . , Tm+n]], and notice that both of the natural maps

A(m−1)[Tm]/gA(m−1)[Tm]→ A(m)/gA(m) B′
(m−1)[Tm]/gB

′
(m−1)[Tm]→ B(m+n)/gB(m+n)

are isomorphisms. Since bothϕm,n and the mapA(m−1)[Tm] → B′
(m−1)[Tm] induced byϕ are

flat ring homomorphisms, there follows a natural isomorphism ofB(m+n)-modules :

LB(m+n)/A(n)
⊗B(m+n)

M
∼→ LB′

(m−1)
[Tm]/A(m−1)[Tm] ⊗B′

(m−1)
[Tm] M

∼→ LB′
(m−1)

/A(m−1)
⊗B′

(m−1)
M

([56, Ch.II, Prop.2.2.1]). However, the resulting mapA(m−1) → B′
(m−1) is none else than

ϕm−1,n, up to a relabeling of the variables; the vanishing ofH(M) then follows from the induc-
tive assumption (and from corollary 4.8.25). ♦

Claim 4.8.34. In the situation of the theorem, suppose furthermore thatA andB are complete,
and letM be aB-module of finite type. ThenH1(LB/A ⊗B M) is aB-module of finite type.

Proof of the claim.Let f : A0 → κ be a surjective ring homomorphism, withA0 a Cohen ring
([30, Ch.0, Th.19.8.6(ii)]), and setB := B ⊗A κ; in light of [30, Ch.0, Lemme 19.7.1.3], there
exists a flat local, complete and noetherianA0-algebraB0 fitting into a cocartesian diagram :

A0

ψ //

f

��

B0

fB
��

κ // B.

Denote byκB the residue field ofB; there follow natural isomorphisms ofB-modules :

H1(LB/A ⊗B κB) ∼→ H1(LB/κ ⊗B κB)
∼→ H1(LB0/A0

⊗B0 κB)

([56, Ch.II, Prop.2.2.1]) which, according to proposition4.8.20, imply thatψ is formally smooth
(for the preadic topologies defined by the maximal ideals). By [30, Ch.0, Th.19.8.6(i)],f lifts
to a ring homomorphismf : A0 → A, whence a commutative diagram

A0

ψ //

ϕ◦f

��

B0

fB
��

B // B.

Then, by [30, Ch.0, Cor.19.3.11], the mapfB lifts to a ring homomorphismfB : B0 → B.
Notice now that bothf andfB are local maps and induce isomorphisms on the residue fields;it
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follows easily that, for suitablem,n ∈ N, they extend to surjective mapsg andgB fitting into a
commutative diagram

A0,(m)

ψ(m,n) //

g

��

B0,(m+n)

gB

��
A

ϕ // B

whence exact sequences ([56, Ch.II, Prop.2.1.2])

H1(LB0,(m+n)/A0,(m)
⊗B0,(m+n)

M)→ H1(LB/A0,(m)
⊗B M)→ H1(LB0,(m+n)/B ⊗B0,(m+n)

M)

H1(LB/A0,(m)
⊗B M)→ H1(LB/A ⊗B M)→ Ω1

A/A0,(m)
⊗AM = 0.

However, claim 4.8.33 applies toψ, and together with corollary 4.8.25, it implies that the first
module of the first of these sequences vanishes; on the other hand, it is easily seen that the third
B-module of the same sequence is finitely generated, so the same holds for the middle term. By
inspecting the second exact sequence, the claim follows. ♦

We may now conclude the proof of the theorem : letA∧ andB∧ be the completions ofA and
B; sinceϕ is formally smooth, the same holds for its completionϕ∧ : A∧ → B∧. First, we show
thatSpecϕ∧ is regular; to this aim, it suffices to check thatH∧(M) := H1(LB∧/A∧ ⊗B∧ M)
vanishes for everyB∧-moduleM (corollary 4.8.25). However, we know already thatH∧(M)
is aB∧-module of finite type, if the same holds forM (claim 4.8.34); especially, for suchM ,
H∧(M) is separated for the adic topology ofB∧ defined by the maximal ideal. Moreover,
H∧(M) = 0, if M is the residue field ofB∧ (proposition 4.8.20). Then the assertion follows
from claim 4.8.32. Lastly, the natural morphismSpecA∧ → SpecA is regular by assumption,
hence the same holds for the induced morphismSpecB∧ → SpecA (lemma 4.8.1(i)). Finally,
sinceB∧ is a faithfully flatB-algebra, we conclude thatSpecϕ is regular, by virtue of lemma
4.8.1(ii). �

Proposition 4.8.35.LetA be a noetherian local ring, andϕ : A → B an ind-́etale local ring
homomorphism. Then :

(i) A is quasi-excellent if and only if the same holds forB.
(ii) If A is excellent, the same holds forB.

Proof. Setf := Specϕ, andf∧ := Specϕ∧, whereϕ∧ : A∧ → B∧ is the map of complete
local rings obtained fromϕ. Notice first that, for everyy ∈ SpecA, and everyx ∈ f−1(y), the
stalkOf−1y,x is an ind-étaleκ(y)-algebra,i.e. is a separable algebraic extension ofκ(y), hence
f−1(y) is geometrically regular, and thereforef is regular and faithfully flat. Moreover,f is the
limit of a cofiltered system of formally étale morphisms, hence it is formally étale;a fortiori,B
is also formally smooth overA for the preadic topologies, soB∧ is formally smooth overA∧

for the preadic topologies, and consequentlyf∧ is a regular morphism (theorem 4.8.31).
(i): If B is quasi-excellent, claim 4.8.5 and lemma 4.8.4(iv) imply thatA is quasi-excellent.

Next, assume thatA is quasi-excellent; we have a commutative diagram (4.8.6),in whichπA is a
regular morphism, and then the same holds forπA ◦f∧ = f ◦πB (lemma 4.8.1(i)). Now, lety ∈
SpecB be any point, and setz := f(y); we know that(f ◦ πB)−1(z) is a geometrically regular
affine scheme, so write it as the spectrum of a noetherian ringC. The stalkE := Of−1(z),y is
a separable algebraic field extension ofκ(z), henceπ−1

B (y) ≃ SpecC ⊗B E, the spectrum of
a localization ofC, so it is again geometrically regular,i.e. πB is a regular morphism, and we
conclude by lemma 4.8.4(iii,iv).

(ii): By (i), it remains only to show thatB is universally catenarian, provided the same holds
for A. To this aim, it suffices to apply [33, Ch.IV, Lemma 18.7.5.1]. �



332 OFER GABBER AND LORENZO RAMERO

Proposition 4.8.36.In the situation of(4.7.29), suppose thatΦA is a finite ring homomorphism,
and for every prime idealp ⊂ A, setκ(p) := Ap/pAp (the residue field of the pointp ∈ SpecA).
Then

dimAp/qAp = dimκ(p)Ω
1
κ(p)/Fp − dimκ(q) Ω

1
κ(q)/Fp

for every pair of prime idealsq ⊂ p ⊂ A.

Proof. To begin with, we notice :

Claim 4.8.37. Suppose thatΦA is a finite map. We have :

(i) For everyA-algebraB of essentially finite type,ΦB is finite as well.
(ii) Suppose moreover, thatA is local, and letA∧ the completion ofA. ThenΦA∧ =

1A∧ ⊗A ΦA is finite, andΩ1
A∧/Fp

= A∧ ⊗A Ω1
A/Fp

.
(iii) If A is local and reduced, then the same holds forA∧.
(iv) Suppose moreover, thatA is a local integral domain, and denote byK (resp. κ) the

field of fractions (resp. the residue field) ofA. Then

(4.8.38) dimK Ω1
K/Fp = dimκ Ω

1
κ/Fp + dimA.

Proof of the claim.(i): Suppose first thatB = A[X ]; then it is easily seen thatΦB = ΦA ⊗Fp

ΦFp[X], whence the contention, in this case. By an easy induction, we deduce that the claim
holds as well for any free polynomialA-algebra of finite type. Next, letI ⊂ A be any ideal;
sinceΦA(I) ⊂ I, it is easily seen thatΦA/I = ΦA ⊗A A/I, soΦA/I is finite, and therefore the
assertion holds for anyA-algebra of finite type. Lastly, letS ⊂ A be any multiplicative subset;
sinceΦA(S) ⊂ S, it is easily seen that

(4.8.39) ΦS−1A = S−1ΦA

and the assertion follows.
(ii): Denote bymA the maximal ideal ofA, and setB := A(Φ); by assumption,ΦA : A→ B

is a finiteA-linear map, hence itsmA-adic completion(ΦA)∧ : A∧ → B∧ equals1A∧ ⊗A ΦA.
SinceΦA(mA) = mp

A, we have a naturalA∧-linear identification onmA-adic completions :

(4.8.40) B∧ ∼→ (A∧)(Φ)

and under this identification,(ΦA)∧ = ΦA∧ , whence the first assertion of (ii). Next, we no-
tice that (4.8.40) yields a natural identificationΩ1

A∧/Fp
= Ω1

B∧/Fp
, and on the other hand, the

sequence of ring homomorphisms

Fp → A∧ ΦA∧−−−→ B∧

yields natural identifications :

Ω1
B∧/Fp = Ω1

B∧/A∧ = A∧ ⊗A Ω1
B/A = A∧ ⊗A Ω1

B/Fp = B∧ ⊗B Ω1
B/Fp = A∧ ⊗A Ω1

A/Fp

where the last equality is induced by (4.8.40) and the identity mapA
∼→ B. This completes the

proof of the second assertion.
(iii): SinceA is reduced,ΦA is injective, and then the same holds for its completion(ΦA)

∧.
But we have seen that the latter is naturally identified withΦA∧ , whence the claim.

(iv): Notice thatΩ1
K/Fp

is aK-vector space of finite dimension, since its dimension equals
[K : Kp] ([30, Ch.0, Th.21.4.5]), and the latter is finite, by (i); thesame argument applies to
theκ-vector spaceΩ1

κ/Fp
. Denote byδ(A) the difference between the left and right hand-side

of (4.8.38); we have to show thatδ(A) = 0. Let p ⊂ A∧ be any minimal prime ideal, so that
dimA∧/p = d := dimA. In view of (iii), L := (A∧)p is a field; taking into account (ii), we get

Ω1
L/Fp = L⊗A∧ Ω1

A∧/Fp = L⊗A Ω1
A/Fp = L⊗K Ω1

K/Fp.
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HencedimLΩ
1
L/Fp

= dimK Ω1
K/Fp

, so we see that

(4.8.41) δ(A) = δ(A∧/p) for any minimal prime idealp ⊂ A∧.

We may then replaceA byA∧/p, after which we may assume thatA is a complete local domain.
In this case,A contains a field mapping isomorphically ontoκ, and there is a finite map ofκ-
algebrasA′ := κ[[T1, . . . , Td]] → A ([61, Th.29.4(iii)]). Denote byK ′ the field of fractions of
A′, and notice that[K : K ′] = [K : Kp] · [Kp : K ′] = [K : Kp] · [Kp : K ′p]; on the other
hand,ΦK induces an isomorphismK

∼→ Kp, hence have as well[K : K ′] = [Kp : K ′p], so
[K : Kp] = [K ′ : K ′p] and finally :

dimK ′ Ω1
K ′/Fp = dimK Ω1

K/Fp

([30, Ch.0, Cor.21.2.5]). SincedimA′ = dimA, we conclude thatδ(A) = δ(A′). Hence, it
suffices to check thatδ(A′) = 0. Furthermore, setB := κ[T1, . . . , Td], and letm ⊂ B be
the maximal ideal generated byT1, . . . , Td; we haveA′ = B∧

m, so (4.8.41) further reduces to
showing thatδ(Bm) = 0, which shall be left as an exercise for the reader. ♦

Now, in view of claim 4.8.37(i), we may replaceA byAp/qAp, and assume from start thatA
is a local domain, thatq = 0 and thatp is the maximal ideal; in this case, the sought identity is
given by claim 4.8.37(iv). �

Theorem 4.8.42.With the notation of(4.7.29), suppose thatA is noetherian. We have :

(i) If ΦA is a finite ring homomorphism, thenA is excellent.
(ii) Conversely, suppose thatA is a local Nagata ring, with residue fieldk, and that[k : kp]

is finite. ThenΦA is a finite ring homomorphism.

Proof. (i): We reproduce the proof from [60, Appendix, Th.108].

Claim4.8.43. If ΦA is finite, thenA is quasi-excellent.

Proof of the claim.We check first the openness condition for the regular loci. Tothis aim, in
light of claim 4.8.37(i), we may assume thatA is an integral domain, and it suffices to prove
that the regular locus ofSpecA is an open subset. SetB := A(Φ) (notation of (4.7.29)), and let
p ⊂ A be any prime ideal; by theorem 4.7.30 and (4.8.39), the ringAp is regular if and only if
(ΦA)p is a flat ring homomorphism, if and only ifBp is a flatAp-module. Since, by assumption,
B is a finiteA-module, the latter holds if and only ifBp is a freeAp-module. Then, the assertion
follows from [61, Th.4.10].

Next, we show thatA is a G-ring. By claim 4.8.37(i), we may assume thatA is local. From
claim 4.8.37(ii) we see that the natural map

A(Φ)

L

⊗A A∧ → (A∧)(Φ)

is an isomorphism inD(A-Mod). Then the assertion follows from [36, Lemma 6.5.13(i)] and
corollary 4.8.27. ♦

Now, it follows easily from proposition 4.8.36 and claim 4.8.37(i), thatA is universally cate-
narian; combining with claim 4.8.43, we obtain (i).

(ii): The assertion to prove is thatA(Φ) is a finiteA-module. To this aim, denote byI ⊂ A
the nilradical ideal; we remark :

Claim4.8.44. It suffices to show that(A/I)(Φ) is a finiteA-module.

Proof of the claim.Indeed, suppose that(A/I)(Φ) is a finiteA-module; we shall deduce, by
induction ons, that (A/Is)(Φ) is a finiteA-module, for everys > 0. SinceA is noetherian,
we haveI t = 0 for t > 0 large enough, so the claim will follow. The assertion fors = 1
is our assumption. Suppose therefore thats > 1, and that we already know the assertion for
s − 1. Notice thatIs/Is−1 is a finiteA/I-module, hence a finite(A/I)(Φ)-module, by our
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assumption. Since(A/Is−1)(Φ) is a finiteA-module, we deduce easily that the assertion holds
for s, as required. ♦

In view of claim 4.8.44, we may replaceA by A/I (which is obviously still a Nagata ring),
and assume from start thatA is reduced. In this case, let{p1, . . . , pt} be the set of minimal
prime ideals ofA; we have a commutative diagram of ring homomorphisms :

A
ΦA //

��

A

��∏t
i=1A/pi

∏t
i=1 ΦA/pi //

∏t
i=1A/pi

whose vertical arrows are injective and finite maps. Supposenow that(A/pi)(Φ) is a finiteA/pi-
module for everyi = 1, . . . , t. Then

∏t
i=1(A/pi)(Φ) is a finiteA-module, and therefore the same

holds for itsA-submoduleA(Φ). Thus, we are reduced to checking the sought assertion for each
of the quotientsA/pi (which are still Nagata rings), and hence we may assume from start that
A is a domain. In this case, denote byK the field of fractions ofA; by the definition of Nagata
ring, we are further reduced to checking thatΦK : K → K is a finite field extension,i.e. that
[K : Kp] is finite. DenoteA∧ the completion ofA; we remark :

Claim 4.8.45. (i) The endomorphismΦA∧ is a finite map.
(ii) SpecK ⊗A A∧ is a geometrically reducedK-scheme.

Proof of the claim.(i): Indeed,A∧ is a quotient of a power series ringB := k[[T1, . . . , Tr]] ([30,
Ch.0, Th.19.8.8(i)]), hence it suffices to show thatΦB is finite. However,Bp = kp[[T p1 , . . . , T

p
r ]],

and[k : kp] is finite by assumption, whence the claim.
(ii): This is [31, Ch.IV, Th.7.6.4]. ♦

Let p ⊂ A∧ be any minimal prime ideal; it follows from claim 4.8.45(ii)thatL := Ap is a
separable field extension ofK ([31, Ch.IV, Prop.4.6.1]), so the natural map

Ω1
K/Fp ⊗K L→ Ω1

L/Z

is injective ([30, Ch.0, Cor.20.6.19(i)]); on the other hand, claim 4.8.45(i) implies that[L : Lp]
is finite, i.e. Ω1

L/Fp
is a finite-dimensionalL-vector space ([30, Ch.0, Th.21.4.5]). We conclude

thatΩ1
K/Fp

is a finite-dimensionalK-vector space, whence the contention, again byloc.cit. �

5. LOCAL COHOMOLOGY

5.1. Cohomology in a ringed space.

Definition 5.1.1. LetX be a topological space,F a sheaf onX. We say thatF is qc-flabbyif
the restriction mapF (V ) → F (U) is a surjection wheneverU ⊂ V are quasi-compact open
subsets ofX.

Lemma 5.1.2.Suppose that the topological spaceX fulfills the following two conditions :

(a) X is quasi-separated (i.e. the intersection of any two quasi-compact open subsets of
X is quasi-compact).

(b) X admits a basis of quasi-compact open subsets.

Let 0→ F ′ → F → F ′′ → 0 be a short exact sequence of abelian sheaves onX. Then :

(i) If F ′ is qc-flabby, the induced sequence

0→ F ′(U)→ F (U)→ F ′′(U)→ 0

is short exact for every quasi-compact open subsetU ⊂ X.
(ii) If bothF andF ′ are qc-flabby, the same holds forF ′′.
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Proof. (i) is a variant of [39, Ch.II, Th.3.1.2]. Indeed, we may replaceX by U , and thereby
assume thatX is quasi-compact. Then we have to check that every sections′′ ∈ F ′′(X) is the
image of an element ofF (X). However, we can find a finite covering(Ui | i = 1, . . . , n) ofX,
consisting of quasi-compact open subsets, such thats′′|Ui is the image of a sectionsi ∈ F (Ui).
For everyk ≤ n, let Vk := U1 ∪ · · · ∪ Uk; we show by induction onk thats′′|Vk is in the image
of F (Vk); the lemma will follow fork = n. Fork = 1 there is nothing to prove. Suppose that
k > 1 and that the assertion is known for allj < k; hence we can findt ∈ F (Vk−1) whose
image iss′′|Vk−1

. The differenceu := (t− sk)|Uk∩Vk−1
lies in the image ofF ′(Uk ∩ Vk−1); since

Uk ∩ Vk−1 is quasi-compact andF ′ is qc-flabby,u extends to a section ofF ′(Uk). We can
then replacesk by sk + u, and assume thatsk andt agree onUk ∩ Vk−1, whence a section on
Vk = Uk ∪ Vk−1 with the sought property. Assertion (ii) is left to the reader. �

Lemma 5.1.3. Let F : C → C ′ be a covariant additive left exact functor between abelian
categories. Suppose thatC has enough injectives, and letM ⊂ C be a subcategory such that :

(a) For everyA ∈ Ob(C ), there exists a monomorphismA→ M , withM ∈ Ob(M ).
(b) EveryA ∈ Ob(C ) isomorphic to a direct factor of an object ofM , is an object ofM .
(c) For every short exact sequence

0→M ′ →M →M ′′ → 0

in C withM ′ andM in M , the objectM ′′ is also inM , and the sequence

0→ F (M ′)→ F (M)→ F (M ′′)→ 0

is short exact.

Then, every injective object ofC is in M , and we haveRpF (M) = 0 for everyM ∈ Ob(M )
and everyp > 0.

Proof. This is [43, Lemme 3.3.1]. For the convenience of the reader we sketch the easy proof.
First, if I is an injective object ofC , then by (a) we can find a monomorphismI → M with
M in M ; henceI is a direct summand ofM , so it is inM , by (b). Next, letM ∈ M , and
choose an injective resolutionM → I• in C . For everyi ∈ N let Z i := Ker(di : I i → I i+1);
in order to prove thatRpF (M) = 0 for everyp > 0, we have to show that the sequences
0→ F (Z i)→ F (I i)→ F (Z i+1)→ 0 are short exact for everyi ∈ N. In turns, this will follow
from (c), once we know thatZ i andI i are inM . This is already established forI i, and forZ i

it is derived easily from (c), via induction oni. �

5.1.4. LetX be a topological space. ToX we attach the siteX whose objects are all the
familiesU := (Ui | i ∈ I) of open subsets ofX (i.e. all the covering families – indexed by a
setI taken within a fixed universe – of all the open subsets ofX). The morphismsβ : V :=
(Vj | j ∈ J) → U in X are therefinements, i.e. the mapsβ : J → I such thatVj ⊂ Uβ(j) for
everyj ∈ J . The coveringU determines a spaceT (U) := ∐i∈IUi, the disjoint union of the open
subsetsUi, endowed with the inductive limit topology. A morphismβ : V→ U is covering for
the topology ofX if and only if the induced mapT (V) → T (U) is surjective, and a family
(Vi → U | i ∈ I) is covering if and only ifVi → U is covering for at least onei ∈ I. Notice
that all fibre products inX are representable.

5.1.5. For any objectV of X , let CV be the full subcategory ofX /V consisting of all
covering morphismsU → V (notation of (1.1.2)). For any morphismV → W of X , we
have a natural functorCW → CV : U 7→ U×W V, and the ruleV 7→ CV is therefore a pseudo-
functor X o → Cat from the opposite ofX to the2-category of categories. To any object
U→ V of CV we attach a simplicial objectU• of X , as follows ([4, Exp.V,§1.10]). For every
n ∈ N, letUn := U×V · · ·×VU, the(n+1)-th power ofU; the face morphisms∂i : Un → Un−1

(for all n ≥ 1 andi = 0, . . . , n) are the natural projections.
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5.1.6. LetF be a presheaf onX ; the cosimplicial Čech complexassociated toF and a
covering morphismU→ V, is defined as usual by setting :

Cn(U,F ) := F (Un)

with coface maps∂i := F (∂i) : C
n−1(U,F )→ Cn(U,F ) (for all n ≥ 1 andi = 0, . . . , n). It

extends naturally to anaugmented cosimpliciaľCech complex:

C•
aug(U,F ) := Cone(F (X)[0]→ C•(U,F )[−1]).

One defines a functor

FV : C o
V → Set (U→ V) 7→ Equal(C0(U,F )

∂0 //

∂1
// C1(U,F )) .

SinceCV is usually not a cofiltered category, the colimit overC o
V is in general not well behaved

(e.g.not exact). However, suppose thatU andU′ are two coverings ofV, andϕ, ψ : U→ U′ are
two morphisms of coverings; it is well known that the inducedmaps of cosimplicial objects

C•(ϕ,F ), C•(ψ,F ) : C•(U′,F )→ C•(U,F )

are homotopic, hence they induce the same mapFV(U
′) → FV(U). Hence, the functorFV

factors through the filtered partially ordered setDV obtained as follows. We define a transitive
relation≤ on the coverings ofV, by the rule :

U ≤ U′ if and only if there exists a refinementU′ → U in CV.

ThenDV is the quotient ofOb(CV) such that≤ descends to an ordering onDV (in the sense
of [16, Ch.III, §1, n.1]); one checks easily that the resulting partially ordered set(DV,≤) is
filtered. One can then introduce the functor

HomCat(X
o,Set)→ HomCat(X

o,Set) F 7→ F+

on the category of presheaves onX , by the rule :

(5.1.7) F+(V) := colim
U∈DV

FV(U).

It is well known thatF+ is a separated presheaf, and ifF is separated, thenF+ is a sheaf.
HenceF++ is a sheaf for every presheafF , and it easy to verify that the functorF 7→ F++

is left adjoint to the inclusion functor

(5.1.8) ι : X ∼ → HomCat(X
o,Set)

from the category of sheaves onX to the category of presheaves.

5.1.9. Notice that every presheafF onX extends canonically to a presheaf onX ; namely for
every coveringU := (Ui | i ∈ I) one letsF ′(U) :=

∏
i∈I F (Ui); moreover, the functorF 7→

F ′ commutes with the sheafification functorsF 7→ F++ (onX and onX ). Furthermore, one
has a natural identification :Γ(X ,F ′) = Γ(X,F ).

The following lemma generalizes [39, Th.3.10.1].

Lemma 5.1.10.LetX be a topological space fulfilling conditions(a) and (b) of lemma5.1.2.
Then the following holds :

(i) For every filtered systemF := (Fλ | λ ∈ Λ) of sheaves onX, and every quasi-
compact subsetU ⊂ X, the natural map :

colim
λ∈Λ

Γ(U,Fλ)→ Γ(U, colim
λ∈Λ

Fλ)

is bijective.
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(ii) If moreover,F is a system of abelian sheaves, then the natural morphisms

colim
λ∈Λ

RiΓ(U,Fλ)→ RiΓ(U, colim
λ∈Λ

Fλ)

are isomorphisms for everyi ∈ N and every quasi-compact open subsetU ⊂ X.

Proof. (i): In view of (5.1.9), we regardF as a system of sheaves onX .
We shall say that a coveringU := (Ui | i ∈ I) is quasi-compact, if it consists of finitely many

quasi-compact open subsetsUi. Let P := colim
λ∈Λ

ι(Fλ). Clearlycolim
λ∈Λ

Fλ = P++.

Claim5.1.11. For every quasi-compact coveringV, the natural map

P(V)→P+(V)

is a bijection.

Proof of the claim.LetU→ V be any covering morphism. IfV is quasi-compact, condition (b)
of lemma 5.1.2 implies that we can find a further refinementW → U with W quasi-compact,
hence in (5.1.7) we may replace the partially ordered setDV by its full cofinal subset consisting
of the equivalence classes of the quasi-compact coverings.LetU→ V be such a quasi-compact
refinement; say thatU = (Ui | i = 1, . . . , n). Since filtered colimits are exact, we deduce:

Cn(U,P) = colim
λ∈Λ

Cn(U,Fλ) for everyn ∈ N.

Finally, since equalizers are finite limits, they commute aswell with filtered colimits, so the
claim follows easily. ♦

In view of claim 5.1.11, assertion (i) is equivalent to :

Claim5.1.12. The natural map
P+(V)→P++(V)

is a bijection for every quasi-compact coveringV.

Proof of the claim.We computeP++(V) by means of (5.1.7), applied to the presheafF :=
P+; arguing as in the proof of claim 5.1.11 we may restrict the colimit to the cofinal subset
of DV consisting of the equivalence classes of all quasi-compactobjects. LetU → V be such
a quasi-compact covering; sinceX is quasi-separated, alsoU ×V U is quasi-compact, hence
P+(U) = P(U) andP+(U ×V U) = P(U ×V U), again by claim 5.1.11. And again, the
claim follows easily from the fact that equalizers commute with filtered colimits. ♦

(ii): Suppose thatF is a system of abelian sheaves onX. For everyλ ∈ Λ we choose an
injective resolutionFλ → I •

λ . This choice can be made functorially, so that the filtered system
F extends to a filtered system(Fλ → I •

λ | λ ∈ Λ) of complexes of abelian sheaves. Clearly
colim
λ∈Λ

I •
λ is a resolution ofcolim

λ∈Λ
Fλ. Moreover :

Claim5.1.13. colim
λ∈Λ

I •
λ is a complex of qc-flabby sheaves.

Proof of the claim.Indeed, in view of (i) we have

Γ(U, colim
λ∈Λ

I n
λ ) = colim

λ∈Λ
Γ(U,I n

λ )

for everyn ∈ N and every quasi-compact open subsetU ⊂ X. Then the claim follows from the
well known fact that injective sheaves are flabby (hence qc-flabby). ♦

One sees easily that ifU is quasi-compact, the functorΓ(U,−) and the classM of qc-flabby
sheaves fulfill conditions (a) and (b) of lemma 5.1.3, and (c)holds as well, in light of lemma
5.1.2; therefore qc-flabby sheaves are acyclic forΓ(U,−) and assertion (ii) follows easily from
claim 5.1.13. �
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5.1.14. LetΛ be a small cofiltered category with final object0 ∈ Ob(Λ), andX0 a quasi-
separated scheme; we consider the datum consisting of:

• Two cofiltered systemsX := (Xλ | λ ∈ Λ) andY := (Yλ | λ ∈ Λ) of X0-schemes,
with affine transition morphisms :

ϕu : Xµ → Xλ ψu : Yµ → Yλ for every morphismu : µ→ λ in Λ.

• A cofiltered system of sheavesF := (Fλ | λ ∈ Λ) whereFλ is a sheaf onYλ for every
λ ∈ Ob(Λ), with transition maps :

ψ−1
u Fλ → Fµ for every morphismu : µ→ λ in Λ.

• A systemg := (gλ : Yλ → Xλ | λ ∈ Λ) of quasi-compact and quasi-separated mor-
phisms, such thatgλ ◦ ψu = ϕu ◦ gµ for every morphismu : µ→ λ.

By [32, Ch.IV, Prop.8.2.3] the (inverse) limits of the systemsX, Y andg are representable by
X0-schemes and morphisms

X∞ := lim
λ∈Λ

Xλ Y∞ := lim
λ∈Λ

Yλ g∞ := lim
λ∈Λ

gλ : Y∞ → X∞

and the natural morphisms

ϕλ : X∞ → Xλ ψλ : Y∞ → Yλ.

are affine for everyλ ∈ Λ. Moreover,F induces a sheaf onY∞ :

F∞ := colim
λ∈Λ

ψ−1
λ Fλ.

Proposition 5.1.15.In the situation of(5.1.14), the following holds :

(i) Suppose thatX0 is quasi-compact. Then the natural map

colim
λ∈Λ

Γ(Yλ,Fλ)→ Γ(Y∞,F∞)

is a bijection.
(ii) If F is a system of abelian sheaves, then the natural morphisms :

colim
λ∈Λ

ϕ−1
λ Rigλ∗Fλ → Rig∞∗F∞

are isomorphisms for everyi ∈ N.

Proof. (i): Arguing as in the proof of lemma 5.1.10(i), we regard each Fλ as a sheaf on the
siteTλ attached toYλ by (5.1.4); similarlyF∞ is a sheaf on the siteT∞ obtained fromY∞.
The assumption implies thatY∞, as well asYλ for everyλ ∈ Λ, are quasi-compact and quasi-
separated. Then lemma 5.1.10(i) shows that the natural map :

colim
λ∈Λ

Γ(Y∞, ψ
−1
λ Fλ)→ Γ(Y∞,F∞)

is a bijection. Let us setGλ := ψ−1
λ ι(Fλ) (notation of (5.1.8)). Quite generally, the presheaf

pull-back of a separated presheaf – under a map of topological spaces – is separated; henceGλ
is a separated presheaf, so the global sections of its sheafification can be computed via theČech
complex : in the notation of (5.1.6), we have

Γ(Y∞,F∞) = colim
λ∈Λ

colim
U∞∈DY∞

Equal(C0(U∞,Gλ)
//
// C1(U∞,Gλ))

= colim
U∞∈DY∞

colim
λ∈Λ

Equal(C0(U∞,Gλ)
//
// C1(U∞,Gλ)) .

However, arguing as in the proof of claim 5.1.11, we see that we may replace the filtered set
DY∞ by its cofinal system of quasi-compact coverings. IfU∞ → Y∞ is such a quasi-compact
covering, we can findλ ∈ Ob(Λ), and a quasi-compact coveringUλ → Uλ such thatUλ ⊂
Yλ is a quasi-compact open subset, andU∞ = Uλ ×Yλ Y∞ ([32, Ch.IV, Cor.8.2.11]). Up to
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replacingλ by someλ′ ≥ λ, we can achieve thatUλ = Yλ, and moreover ifUµ → Yµ is any
other covering with the same property, then we can findρ ∈ Λ with ρ ≥ µ, λ and such that
Uλ ×Yλ Yρ = Uµ ×Yµ Yρ ([32, Ch.IV, Cor.8.3.5]). Likewise, ifV → Yλ is a covering such that
V×Yλ Y∞ = U∞ ×Y∞ U∞, then, up to replacingλ by a larger index, we haveV = Uλ ×Yλ Uλ.
Hence, let us fix any such coveringUλ0 → Yλ0 and setUµ := Uλ0 ×Yλ0 Yµ for everyµ ≥ λ0; it
follows easily that

colim
λ∈Λ

Equal(C0(U∞,Gλ)
//
// C1(U∞,Gλ)) = colim

µ≥λ0
Equal(C0(Uµ,Fµ)

//
// C1(Uµ,Fµ))

= colim
µ≥λ0

Γ(Yµ,Fµ).

whence (i). To show (ii), we choose for eachλ ∈ Λ an injective resolutionFλ → I •
λ , having

care to constructI •
λ functorially, so thatF extends to a compatible system of complexes

(Fλ → I •
λ | λ ∈ Λ).

Claim5.1.16. I •
∞ := colim

λ∈Λ
ψ−1
λ I •

λ is a complex of qc-flabby sheaves.

Proof of the claim.Indeed, letU∞ ⊂ V∞ be any two quasi-compact open subset ofY∞; we
need to show that the restriction map

Γ(V∞,I
•
∞)→ Γ(U∞,I

•
∞)

is onto. By [32, Ch.IV, Cor.8.2.11] we can findλ ∈ Λ and quasi-compact open subsetsUλ ⊂
Vλ ⊂ Yλ such thatU∞ = ψ−1

λ Uλ, and likewise forV∞. Let us setUu := ψ−1
u Uλ for every

u ∈ Ob(Λ/λ), and likewise defineVu. Then, up to replacingΛ by Λ/λ, we may assume that
Uµ ⊂ Vµ are defined for everyµ ∈ Λ. By (i) the natural map

colim
λ∈Λ

Γ(Uλ,I
n
λ )→ Γ(U∞,I

n
∞)

is bijective for everyn ∈ N, and likewise forV∞. Since an injective sheaf is flabby, the claim
follows easily. ♦

Using the assumptions and lemma 5.1.2, one checks easily that the functorg∞∗ and the class
M of qc-flabby sheaves onY∞ fulfill conditions (a)–(c) of lemma 5.1.3. Therefore we get a
natural isomorphism inD(ZX∞-Mod) :

g∞∗I
•
∞

∼→ Rg∞∗F∞.

To conclude, letV∞ → X∞ be any quasi-compact open immersion, which as usual we see as
the limit of a system(Vλ → Xλ | λ ∈ Λ) of quasi-compact open immersions; it then suffices to
show that the natural map

colim
λ∈Λ

Γ(Vλ,I
•
λ )→ Γ(V∞,I

•
∞)

is an isomorphism of complexes. The latter assertion holds by (i). �

Corollary 5.1.17. Let f : Y → X be a quasi-compact and quasi-separated morphism of
schemes,F a flat quasi-coherentOX -module, andG anyOY -module. Then the natural map

(5.1.18) F ⊗OX Rf∗G → Rf∗(f
∗F ⊗OY G )

is an isomorphism.

Proof. The assertion is local onX, hence we may assume thatX = SpecA for some ringA,
andF = M∼ for some flatA-moduleM . By [57, Ch.I, Th.1.2],M is the colimit of a filtered
family of freeA-modules of finite rank; in view of proposition 5.1.15(ii), we may then assume
thatM = A⊕n for somen ≥ 0, in which case the assertion is obvious. �
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Corollary 5.1.19. Consider a cartesian diagram of schemes

Y ′
g′ //

f ′

��

Y

f

��
X ′

g // X

such thatf is quasi-compact and quasi-separated, andg is flat. Then the natural map

(5.1.20) g∗Rf∗G → Rf ′
∗g

′∗G

is an isomorphism inD(OX′-Mod), for everyOY -moduleG .

Proof. We easily reduce to the case where bothX andX ′ are affine, henceg is an affine mor-
phism. In this case, it suffices to show thatg∗(5.1.20) is an isomorphism. However, we have an
essentially commutative diagram

g∗(g
∗Rf∗G )

α //

��

Rf∗G ⊗OX g∗OX′

��
g∗(Rf

′
∗g

′∗G )
∼ // Rf∗g

′
∗(g

′∗G )
β // Rf∗(G ⊗OY g

′
∗OY ′)

whose left vertical arrow isg∗(5.1.20) and whose right vertical arrow is the natural isomorphism
provided by corollary 5.1.17 (applied to the flatOY -moduleF := g∗OY ′). Also,α andβ are the
natural maps obtained as in [26, Ch.0, (5.4.10)]; it is easily seen that these are isomorphisms,
for any affine morphismg andg′. The assertion follows. �

Remark 5.1.21. Notice that, for an affine morphismf : Y → X, the map (5.1.18) is an
isomorphism for any quasi-coherentOX-moduleF and any quasi-coherentOY -moduleG . The
details shall be left to the reader.

5.1.22. Let(X,A ) be a ringed space; one defines as in example 4.1.8(v) atotalHom cochain
complex, which is a functor :

Hom•
A : C(A -Mod)o × C(A -Mod)→ C(A -Mod)

on the category of complexes ofA -modules. Recall that, for any two complexesM•, N•, and
any objectU of X, the group ofn-cocycles inHom•

A (M•, N
•)(U) is naturally isomorphic

to HomC(A|U -Mod)(M•|U , N
•
|U [n]), andHnHom•

A (M•, N
•)(U) is naturally isomorphic to the

group of homotopy classes of mapsM•|U → N•
|U [n] (see example 4.1.7(i)). We also set :

(5.1.23) Hom•
A := Γ ◦Hom•

A : C(A -Mod)o × C(A -Mod)→ C(Γ(A )-Mod).

The bifunctorHom•
A admits a right derived functor :

RHom•
A : D(A -Mod)o × D+(A -Mod)→ D(A -Mod)

for whose construction we refer to [75,§10.7]. Likewise, one has a derived functorRHom•
A

for (5.1.23), and there are natural isomorphisms ofA -modules :

(5.1.24) H iRHom•
A (M•, N•)

∼→ HomD+(A -Mod)(M
•, N•[i])

for everyi ∈ Z, and every bounded below complexesM• andN• of A -modules.

Lemma 5.1.25.Let (X,A ) be a ringed space,B anA -algebra. Then :

(i) If I is an injectiveA -module,HomA (F ,I ) is flabby for everyA -moduleF , and
HomA (B,I ) is an injectiveB-module.

(ii) There is a natural isomorphism of bifunctors :

RΓ ◦RHom•
A

∼→ RHom•
A .
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(iii) The forgetful functorD+(B-Mod)→ D+(A -Mod) admits the right adjoint :

D+(A -Mod)→ D+(B-Mod) : K• 7→ RHom•
A (B, K•).

Proof. (i) : Let j : U ⊂ X be any open immersion; a sections ∈ HomA (F ,I )(U) is a map
of A|U -moduless : F|U → I|U . We deduce a map ofA -modulesj!s : j!F|U → j!I|U → I ;
sinceI is injective,j!s extends to a mapF → I , as required. Next, letB be anA -algebra;
we recall the following :

Claim5.1.26. The functor

A -Mod→ B-Mod : F 7→HomA (B,F )

is right adjoint to the forgetful functor.

Proof of the claim.We have to exhibit a natural bijection

HomA (N,M)
∼→ HomB(N,HomA (B,M))

for everyA -moduleM andB-moduleN . This is given by the following rule. To anA -
linear mapt : N → M one assigns theB-linear mapt′ : N → HomA (B,M) such that
t′(x)(b) = t(x · b) for everyx ∈ N(U) andb ∈ B(V ), whereV ⊂ U are any two open subsets
of X. To describe the inverse of this transformation, it sufficesto remark thatt(x) = t′(x)(1)
for every local sectionx of N . ♦

Since the forgetful functor is exact, the second assertion of (i) follows immediately from
claim 5.1.26. Assertion (ii) follows from (i) and [75, Th.10.8.2].

(iii): Let K• (resp. L•) be a bounded below complex ofB-modules (resp. of injective
A -modules); then :

HomD+(A -Mod)(K
•, L•) =H0Hom•

C(A -Mod)(K
•, L•)

=H0Hom•
C(B-Mod)(K

•,HomA (B, L•))

= HomD+(B-Mod)(K
•,HomA (B, L•))

where the last identity follows from (i) and (5.1.24). �

Theorem 5.1.27.(Trivial duality) Let f : (Y,B) → (X,A ) be a morphism of ringed spaces.
For any two complexesM• in D−(A -Mod) andN• in D+(B-Mod), there are natural iso-
morphisms :

(i) RHom•
A (M•, Rf∗N

•)
∼→ RHom•

B(Lf
∗M•, N

•) in D+(A (X)-Mod).
(ii) RHom•

A (M•, Rf∗N
•)

∼→ Rf∗RHom•
B(Lf

∗M•, N
•) in D+(A -Mod).

Proof. One applies lemma 5.1.25(ii) to deduce (i) from (ii).
(ii) : By standard adjunctions, for any two complexesM• andN• as in the proposition, we

have a natural isomorphism of totalHom cochain complexes :

(5.1.28) Hom•
A (M•, f∗N

•)
∼→ f∗Hom•

B(f
∗M•, N

•).

Now, let us choose a flat resolutionP•
∼→M• of A -modules, and an injective resolutionN• ∼→

I• of B-modules. In view of (5.1.28) and lemma 5.1.25(i) we have natural isomorphisms :

Rf∗RHom•
B(Lf

∗M•, N
•)

∼→ f∗Hom•
B(f

∗P•, I
•)

∼←Hom•
A (P•, f∗I

•)

in D+(A -Mod). It remains to show that the natural map

(5.1.29) Hom•
A (P•, f∗I

•)→ RHom•
A (P•, f∗I

•)

is an isomorphism. However, we have two spectral sequences :

E1
pq := HpHom•

A (Pq, f∗I
•)⇒Hp+qHom•

A (P•, f∗I
•)

F 1
pq := HpRHom•

A (Pq, f∗I
•)⇒Hp+qRHom•

A (P•, f∗I
•)
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and (5.1.29) induces a natural map of spectral sequences :

(5.1.30) E1
pq → F 1

pq

Consequently, it suffices to show that (5.1.30) is an isomorphism for everyp, q ∈ N, and there-
fore we may assume thatP• consists of a single flatA -module placed in degree zero. A similar
argument reduces to the case whereI• consists of a single injectiveB-module sitting in degree
zero. To conclude, it suffices to show :

Claim 5.1.31. Let P be a flatA -module,I an injectiveB-module. Then the natural map :

HomA (P, f∗I)[0]→ RHom•
A (P, f∗I)

is an isomorphism.

Proof of the claim.RiHom•
A (P, f∗I) is the sheaf associated to the presheaf onX :

U 7→ RiHom•
A|U

(P|U , f∗I|U).

SinceI|U is an injectiveB|U -module, it suffices therefore to show thatRiHom•
A (P, f∗I) = 0

for i > 0. However, recall that there is a natural isomorphism :

RiHom•
A (P, f∗I) ≃ HomD(A -Mod)(P, f∗I[−i]).

Since the homotopy categoryHot(A -Mod) admits a left calculus of fractions, we deduce a
natural isomorphism :

(5.1.32) RiHom•
A (P, f∗I) ≃ colim

E•→P
HomHot(A -Mod)(E•, f∗I[−i])

where the colimit ranges over the family of quasi-isomorphismsE• → P . We may furthermore
restrict the colimit in (5.1.32) to the subfamily of all suchE• → P whereE• is a bounded above
complex of flatA -modules, since this subfamily is cofinal. Every such mapE• → P induces a
commutative diagram :

HomA (P, f∗I[−i]) //

��

HomHot(A -Mod)(E•, f∗I[−i])

��
HomB(f

∗P, I[−i]) // HomHot(B-Mod)(f
∗E•, I[−i])

whose vertical arrows are isomorphisms. SinceE• andP are complexes of flatA -modules,
the induced mapf ∗E• → f ∗P is again a quasi-isomorphism; therefore, sinceI is injective, the
bottom horizontal arrow is an isomorphism, hence the same holds for the top horizontal one,
and the claim follows easily. �

Corollary 5.1.33. Let A be a ring,M• (resp. N•) a bounded below (resp. above) complex
of A-modules. SetX := SpecA and denote byM•∼ (resp. N∼

• ) the associated complex of
quasi-coherentOX-modules. Then the natural map :

RHom•
A(N•,M

•)→ RHom•
OX

(N∼
• ,M

•∼)

is an isomorphism inD+(A-Mod).

Proof. We apply the trivial duality theorem 5.1.27 to the unique morphism

f : (X,OX)→ ({pt}, A)
of ringed spaces, where{pt} denotes the one-point space. Sincef is flat and all quasi-coherent
OX -modules aref∗-acyclic, the assertion follows easily. �
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5.1.34. Suppose thatF is an abelian group object in a given toposX, and let(FilnF | n ∈ N)
be a descending filtration by abelian subobjects ofF , such thatFil0F = F . SetF n :=
F/Filn+1F for everyn ∈ N, and denote bygr•F the graded abelian object associated to the
filtered objectFil•F ; then we have :

Lemma 5.1.35.In the situation of(5.1.34), suppose furthermore that the natural map :

F → R lim
k∈N

F k

is an isomorphism inD(ZX -Mod). Then, for everyq ∈ N the following conditions are equiva-
lent :

(a) Hq(X,FilnF ) = 0 for everyn ∈ N.
(b) The natural mapHq(X,FilnF )→ Hq(X, grnF ) vanishes for everyn ∈ N.

Proof. Obviously we have only to show that (b) implies (a). Moreover, let us set :

(FilnF )k := FilnF/Filk+1F for everyn, k ∈ N with k ≥ n.

There follows, for everyn ∈ N, a short exact sequence of inverse systems of sheaves :

0→ ((FilnF )k | k ≥ n)→ (F k | k ≥ n)→ F n−1 → 0

(where the right-most term is the constant inverse system which equalsF n−1 in all degrees,
with transition maps given by the identity morphisms); whence a distinguished triangle :

R lim
k∈N

(FilnF )k → R lim
k∈N

F k → F n−1[0]→ R lim
k∈N

(FilnF )k[1]

which, together with our assumption onF , easily implies that the natural mapFilnF →
R limk∈N(Fil

nF )k is an isomorphism inD(ZX -Mod). Summing up, we may replace the datum
(F ,Fil•F ) by (FilnF ,Fil•+nF ), and reduce to the case wheren = 0.

The inverse system(F n | n ∈ N) defines an abelian group object of the toposXN (see [36,
§7.3.4]); whence a spectral sequence:

(5.1.36) Epq
2 := lim

n∈N

pHq(X,F n)⇒ Hp+q(XN,F •) ≃ Hp+q(X,R lim
n∈N

F n).

By [75, Cor.3.5.4] we haveEpq
2 = 0 wheneverp > 1, and, in view of our assumptions, (5.1.36)

decomposes into short exact sequences :

0→ lim
n∈N

1Hq−1(X,F n)
αq−→ Hq(X,F )

βq−→ lim
n∈N

Hq(X,F n)→ 0 for everyq ∈ N

whereβq is induced by the natural system of maps(βq,n : Hq(X,F )→ Hq(X,F n) | n ∈ N).

Claim5.1.37. If (b) holds, thenβq = 0.

Proof of the claim.Suppose that (b) holds; we consider the long exact cohomology sequence
associated to the short exact sequence :

0→ Filn+1F → FilnF → grnF → 0

to deduce that the natural mapHq(X,Filn+1F ) → Hq(X,FilnF ) is onto for everyn ∈ N;
hence the same holds for the natural mapHq(X,FilnF ) → Hq(X,F ). By considering the
long exact cohomology sequence attached to the short exact sequence :

(5.1.38) 0→ FilnF → F → F n → 0

we then deduce thatβq,n vanishes for everyn ∈ N, which implies the claim. ♦

Claim 5.1.39. If (b) holds, then the inverse system(Hq−1(X,F n) | n ∈ N) has surjective
transition maps.
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Proof of the claim.By considering the long exact cohomology sequence associated to the short
exact sequence :0 → grnF → F n+1 → F n → 0, we are reduced to showing that the
boundary map∂q−1 : Hq−1(X,F n) → Hq(X, grnF ) vanishes for everyn ∈ N. However,
comparing with (5.1.38), we find that∂q−1 factors through the natural mapHq(X,FilnF ) →
Hq(X, grnF ), which vanishes if (b) holds. ♦

The lemma follows from claims 5.1.37 and 5.1.39, and [75, Lemma 3.5.3]. �

5.2. Quasi-coherent modules.Let X be any scheme, andF any abelian sheaf onX. The
supportof F is the subset :

SuppF := {x ∈ X |Fx 6= 0} ⊂ X.

Recall that anOX-moduleF is said to bef -flat at a pointx ∈ X if Fx is a flatOY,f(x)-module.
F is said to bef -flat over a pointy ∈ Y if F is f -flat at all points off−1(y). Finally, one says
thatF is f -flat if F is f -flat at all the points ofX ([26, Ch.0,§6.7.1]).

5.2.1. We denote byOX-Mod (resp. OX-Modqcoh, OX -Modcoh, resp. OX-Modlfft) the
category of all (resp. of quasi-coherent, resp. of coherent, resp. of locally free of finite
type) OX -modules. Also, we denote byD(OX -Mod)qcoh (resp. D(OX-Mod)coh) the full
triangulated subcategory ofD(OX-Mod) consisting of the complexesK• such thatH iK•

is a quasi-coherent (resp. coherent)OX-module for everyi ∈ Z. As usual, we shall use
also the variantsD+(OX-Mod)qcoh (resp. D−(OX-Mod)qcoh, resp. Db(OX-Mod)qcoh, resp.
D[a,b](OX-Mod)qcoh) consisting of all objects ofD(OX -Mod)qcoh whose cohomology vanishes
in sufficiently large negative degree (resp. sufficiently large positive degree, resp. outside a
bounded interval, resp. outside the interval[a, b]), and likewise for the corresponding subcate-
gories ofD(OX-Mod)coh.

5.2.2. There are obvious forgetful functors:

ιX : OX-Modqcoh → OX-Mod RιX : D(OX-Modqcoh)→ D(OX -Mod)qcoh

and we wish to exhibit right adjoints to these functors. To this aim, suppose first thatX is affine;
then we may consider the functor:

qcohX : OX-Mod→ OX-Modqcoh F 7→ F (X)∼

where, for anOX(X)-moduleM , we have denoted as usual byM∼ the quasi-coherent sheaf
arising fromM . If G is a quasi-coherentOX-module, then clearlyqcohXG ≃ G ; moreover, for
any otherOX-moduleF , there is a natural bijection:

HomOX (G ,F )
∼→ HomOX(X)(G (X),F (X)).

It follows easily thatqcohX is the sought right adjoint.

5.2.3. Slightly more generally, letU be quasi-affine, i.e. a quasi-compact open subset of an
affine scheme, and choose a quasi-compact open immersionj : U → X into an affine scheme
X. In this case, we may define

qcohU : OU -Mod→ OX-Mod F 7→ (qcohXj∗F )|U .

Sincej∗ : OU -Mod → OX -Mod is right adjoint toj∗ : OX-Mod → OU -Mod, we have
a natural isomorphism:HomOU (G ,F )

∼→ HomOX (j∗G , j∗F ) for everyOU -modulesG and
F . Moreover, ifG is quasi-coherent, the same holds forj∗G ([26, Ch.I, Cor.9.2.2]), whence a
natural isomorphismG ≃ qcohUG , by the foregoing discussion for the affine case. Summing
up, this shows thatqcohU is a right adjoint toιU , and especially it is independent, up to unique
isomorphism, of the choice ofj.



FOUNDATIONS OFp-ADIC HODGE THEORY 345

5.2.4. Next, suppose thatX is quasi-compact and quasi-separated. We choose a finite covering
U := (Ui | i ∈ I) of X, consisting of affine open subsets, and setU :=

∐
i∈I Ui, theX-scheme

which is the disjoint union (i.e. categorical coproduct) of the schemesUi. We denote byU• the
simplicial covering such thatUn := U×X · · ·×XU , the(n+1)-th power ofU , with the face and
degeneracy maps defined as in (5.1.5); let alsoπn : Un → X be the natural morphism, for every
n ∈ N. Clearly we haveπn−1◦∂i = πn for every face morphism∂i : Un → Un−1. The simplicial
schemeU• (with the Zariski topology on each schemeUn) can also be regarded as a fibred topos
over the category∆o (notation of [36,§2.2]); then the datumOU• := (OUn | n ∈ N) consisting
of the structure sheaves on eachUn and the natural maps∂∗i OUn−1 → OUn for everyn > 0 and
every i = 0, . . . , n (and similarly for the degeneracy maps), defines a ring in theassociated
toposTop(U•) (see [36,§3.3.15]). We denote byOU•-Mod the category ofOU•-modules in the
toposTop(U•). The family(πn | n ∈ N) induces a morphism of topoi

π• : Top(U•)→ s.X

wheres.X is the toposTop(X•) associated to the constant simplicial schemeX• (with its
Zariski topology) such thatXn := X for everyn ∈ N and such that all the face and degeneracy
maps are1X . Clearly the objects ofs.X are nothing else than the cosimplicial Zariski sheaves
onX. Especially, if we view aOX-moduleF as a constant cosimplicialOX-module, we may
define theaugmented cosimpliciaľCechOX-module

(5.2.5) F → C •(U,F ) := π•∗ ◦ π∗
•F

associated toF and the coveringU; in every degreen ∈ N this is defined by the rule :

C n(U,F ) := πn∗π
∗
nF

and the coface operators∂i are induced by the face morphisms∂i in the obvious way.

Lemma 5.2.6. (i) The augmented complex(5.2.5)is aspherical for everyOX-moduleF .

(ii) If F is an injectiveOX-module, then(5.2.5)is homotopically trivial.

Proof. (See alsoe.g. [39, Th.5.2.1].) The proof relies on the following alternative description
of the cosimplicialČechOX-module. Consider the adjoint pair :

(π∗, π∗) : OU-Mod
// OX-Modoo

arising from our coveringπ : U → X. Let (⊤ := π∗ ◦ π∗, η, µ) be the associated triple (see
(4.5.3)),F anyOX-module; we leave to the reader the verification that the resulting augmented
cosimplicial complexF → ⊤•F – as defined in (4.5.2) – is none else than the augmentedČech
complex (5.2.5). Thus, for everyOX -moduleF , the augmented complexπ∗F → π∗C •(U,F )
is homotopically trivial (proposition 4.5.4); sinceπ is a covering morphism, (i) follows. Fur-
thermore, by the same token, the augmented complexπ∗G → C •(U, π∗G ) is homotopically
trivial for every OU-moduleG ; especially we may takeG := π∗I , whereI is an injective
OX-module. On the other hand, whenI is injective, the unit of adjunctionI → ⊤I is split
injective; hence the augmented complexI → C •(U,I ) is a direct summand of the homotopi-
cally trivial complex⊤I → C •(U,⊤I ), and (ii) follows. �

Notice now that the schemesUn are quasi-affine for everyn ∈ N, hence the functorsqcohUn
are well defined as in (5.2.3), and indeed, the rule :(Fn | n ∈ N) 7→ (qcohUnFn | n ∈ N)
yields a functor :

qcohU•
: OU•-Mod→ OU•-Mod.

This suggests to introduce aquasi-coherent cosimpliciaľCechOX-module:

qC •(U,F ) := π•∗ ◦ qcohU•
◦ π∗

•F



346 OFER GABBER AND LORENZO RAMERO

for everyOX -moduleF (regarded as a constant cosimplicial module in the usual way). More
plainly, this is the cosimplicialOX -module such that :

qC n(U,F ) := πn∗ ◦ qcohUn ◦ π∗
nF for everyn ∈ N.

According to [26, Ch.I, Cor.9.2.2], theOX -modulesqC n(U,F ) are quasi-coherent for alln ∈
N. Finally, we define the functor :

qcohX : OX-Mod→ OX-Modqcoh F 7→ Equal(qC 0(U,F )
∂0 //

∂1
// qC 1(U,F ))

Proposition 5.2.7. (i) In the situation of(5.2.4), the functorqcohX is right adjoint toιX .

(ii) Let Y be any other quasi-compact and quasi-separated scheme,f : X → Y any
morphism. Then the induced diagram of functors:

OX-Mod
f∗ //

qcohX
��

OY -Mod

qcohY
��

OX-Modqcoh
f∗ // OY -Modqcoh

commutes up to a natural isomorphism of functors.

Proof. For everyn ∈ N and everyOUn-moduleH , the counit of the adjunction yields a natural
map ofOUn-modules:qcohUnH → H . TakingH to beπ∗

nF onUn (for a givenOX-module
F ), these maps assemble to a morphism of cosimplicialOX-modules :

(5.2.8) qC •(U,F )→ C •(U,F )

and it is clear that (5.2.8) is an isomorphism wheneverF is quasi-coherent. Let nowϕ : G →
F be a map ofOX-modules, withG quasi-coherent; after applying the natural transformation
(5.2.8) and forming equalizers, we obtain a commutative diagram :

qcohXG ∼ //

qcohXϕ

��

G

ϕ

��
qcohXF // F

from which we see that the rule:ϕ 7→ qcohXϕ establishes a natural injection:

(5.2.9) HomOX (G ,F )→ HomOX (G , qcohXF )

and sinceHomOX (G , (5.2.8)) is an isomorphism of cosimplicialOX-modules, (5.2.9) is actually
a bijection, whence (i).

(ii) is obvious, since bothqcohY ◦f∗ andf∗ ◦qcohX are right adjoint tof ∗◦ ιY = ιX ◦f ∗. �

5.2.10. In the situation of (5.2.4), the functorqcohX is left exact, since it is a right adjoint,
hence it gives rise to a left derived functor :

RqcohX : D+(OX-Mod)→ D+(OX-Modqcoh).

Proposition 5.2.11.LetX be a quasi-compact and quasi-separated scheme. Then :

(i) RqcohX is right adjoint toRιX .
(ii) Suppose moreover, thatX is semi-separated, i.e. such that the intersection of any two

affine open subsets ofX, is still affine. Then the unit of the adjunction(RιX , RqcohX)
is an isomorphism of functors.
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Proof. (i): The exactness of the functorιX implies thatqcohX preserves injectives; the assertion
is a formal consequence : the details shall be left to the reader.

(ii): Let F • be any complex of quasi-coherentOX-modules; we have to show that the natural
mapF • → RqcohXF • is an isomorphism. Using a Cartan-Eilenberg resolutionF • ∼→ I ••

we deduce a spectral sequence ([75,§5.7])

Epq
1 := RpqcohXH

qF • ⇒ Rp+qqcohXF •

which easily reduces to checking the assertion for the cohomology of F •, so we may assume
from start thatF • is a singleOX-module placed in degree zero. Let us then choose an injec-
tive resolutionF

∼→ I • (that is, in the category of allOX-modules); we have to show that
HpqcohXI • = 0 for p > 0. We deal first with the following special case :

Claim5.2.12. Assertion (i) holds ifX is affine.

Proof of the claim. Indeed, in this case, the chosen injective resolution ofF yields a long
exact sequence0 → F (X) → I •(X), and therefore a resolutionqcohXF := F (X)∼ →
qcohXI • := I •(X)∼. ♦

For the general case, we choose any affine coveringU of X and we consider the cochain
complex of cosimplicial complexesqC •(U,I •).

Claim5.2.13. For any injectiveOX-moduleI , the augmented complex:

qcohXI → qC •(U,I )

is homotopically trivial.

Proof of the claim.It follows easily from proposition 5.2.7(ii) that

qC •(U,F ) ≃ qcohX(C
•(U,F ))

for anyOX-moduleF . Then the claim follows from lemma 5.2.6(ii). ♦

We have a spectral sequence :

Epq
1 := HpqC •(U,I q)⇒ Totp+q(qC •(U,I •))

and it follows from claim 5.2.13 thatEpq
1 = 0 wheneverp > 0, andE0q = qcohXI q for every

q ∈ N, so the spectral sequenceE•• degenerates, and we deduce a quasi-isomorphism

(5.2.14) qcohXI • ∼→ Tot•(qC •(U,I •)).

On the other hand, for fixedq ∈ N, we haveqC q(U,I •) = πn∗qcohUnπ
∗
nI

•; sinceX is semi-
separated,Un is affine, so the complexqcohUnπ

∗
nI

• is a resolution ofqcohUnπ
∗
nF = π∗

nF , by
claim 5.2.12. Furthermore,πn : Un → X is an affine morphism, soqC q(U,I •) is a resolution
of πn∗π∗

nF . Summing up, we see thatTot•(qC •(U,I •)) is quasi-isomorphic toC •(U,F ),
which is a resolution ofF , by lemma 5.2.6(i). Combining with (5.2.14), we deduce (ii). �

Theorem 5.2.15.LetX be a quasi-compact and semi-separated scheme. The forgetful functor:

RιX : D+(OX -Modqcoh)→ D+(OX-Mod)qcoh

is an equivalence of categories, whose quasi-inverse is therestriction ofRqcohX .

Proof. By proposition 5.2.11(ii) we know already that the composition RqcohX ◦ RιX is a
self-equivalence ofD+(OX-Modqcoh). For every complexF • in D+(OX-Mod), the counit
of adjunctionεF• : RιX ◦ RqcohXF • → F • can be described as follows. Pick an injective
resolutionα : F • → I •; thenεF• is defined by the diagram :

qcohXI • ε• // I • F •αoo
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where, for eachn ∈ N, the mapεn : qcohXI n → I n is the counit of the adjoint pair
(ιX , qcohX). It suffices then to show thatε• is a quasi-isomorphism, whenI • is an object of
D+(OX-Mod)qcoh. To this aim, we may further chooseI • of the formTot•(I ••), whereI ••

is a Cartan-Eilenberg resolution ofF • (see [75,§5.7]). We then deduce a spectral sequence :

Epq
2 := RpqcohXH

qF • ⇒ Rp+qqcohXF •.

The double complexI •• also gives rise to a similar spectral sequenceF pq
2 , and clearlyF pq

2 = 0
wheneverp > 0, andF 0q = HqF •. Furthermore, the counit of adjunctionε•• : qcohXI •• →
I •• induces a morphism of spectral sequencesωpq : Epq

2 → F pq
2 . Consequently, in order

to prove that theεF• is a quasi-isomorphism, it suffices to show thatωpq is an isomorphism
for everyp, q ∈ N. This comes down to the assertion thatRpqcohXG = 0 for every quasi-
coherentOX-moduleG , and everyp > 0. However, we haveG = RιXG , so thatRqcohXG =
RqcohX ◦RιXG , and then the contention follows from proposition 5.2.11(ii). �

Lemma 5.2.16.Let X be a quasi-compact and quasi-separated scheme,U a quasi-compact
open subset ofX, H a quasi-coherentOX-module,G a finitely presented quasi-coherentOU -
module, andϕ : G →H|U a OU -linear map. Then:

(i) There exists a finitely presented quasi-coherentOX-moduleF onX, and aOX-linear
mapψ : F →H , such thatF|U = G andψ|U = ϕ.

(ii) Especially, every finitely presented quasi-coherentOU -module extends to a finitely pre-
sented quasi-coherentOX-module.

Proof. (i): Let (Vi | i = 1, . . . , n) be a finite affine open covering ofX. For everyi = 0, . . . , n,
let us setUi := U ∪ V1 ∪ · · · ∪ Vi; we construct, by induction oni, a family of finitely presented
quasi-coherentOUi-modulesFi, and morphismsψi : Fi → H|Ui such thatFi+1|Ui = Fi and
ψi+1|Ui+1

= ψi for everyi < n. For i = 0 we haveU0 = U , and we setF0 := G , ψ0 := ϕ.
Suppose thatFi andψi have already been given. SinceX is quasi-separated, the same holds
for Ui+1, and the immersionj : Ui → Ui+1 is quasi-compact; it follows thatj∗Fi andj∗H|Ui

are quasi-coherentOUi-modules ([26, Ch.I, Prop.9.4.2(i)]). We let

M := j∗Fi ×j∗H|Ui
H|Ui+1

.

ThenM is a quasi-coherentOUi+1
-module admitting a mapM →H|Ui+1

, and such thatM|Ui =
Fi. We can then find a filtered family of quasi-coherentOVi+1

-modules of finite presentation
(Mλ | λ ∈ Λ), whose colimit isM|Vi+1

. SinceFi is finitely presented andUi ∩ Vi+1 is quasi-
compact, there existsλ ∈ Λ such that the induced morphismβ : Mλ|Ui∩Vi+1

→ Fi|Ui∩Vi+1
is

an isomorphism. We can thus defineFi+1 by gluing Fi andMλ alongβ; likewise,ψi and
the induced mapMλ → M|Vi+1

→ H|Vi+1
glue to a mapψi+1 as required. Clearly the pair

(F := Fn, ψ := ψn) is the sought extension of(G , ϕ).
(ii): Let 0X be the final object in the category ofOX-modules; to extend a finitely presented

quasi-coherentOU -moduleG , it suffices to apply (i) to the unique mapG → 0X|U . �

For ease of reference, we point out the following simple consequence of lemma 5.2.16.

Corollary 5.2.17. Let U be a quasi-affine scheme,E a locally freeOU -module of finite type.
Then we may find integersn,m ∈ N and a left exact sequence ofOU -modules :

0→ E → O⊕m
U → O⊕n

U .

Proof. SetE ∨ := HomOU (E ,OU), and notice thatE ∨ is a locally freeOU -module of finite type,
especially it is quasi-coherent and of finite presentation.By assumption,U is a quasi-compact
open subset of an affine schemeX, henceE ∨ extends to a quasi-coherentOX-moduleF of
finite presentation (lemma 5.2.16(ii)); we haveF = F∼, for some finitely presentedA-module
F ; we choose a presentation ofF as the cokernel of anA-linear mapA⊕n → A⊕m, for some
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m,n ∈ N, whence a presentation ofE ∨ as the cokernel of a morphismO⊕n
U → O⊕m

U , and after
dualizing again, we get the sought left exact sequence. �

5.2.18. LetX be a scheme; for any quasi-coherentOX-moduleF , we consider the full sub-
categoryC/F of the categoryOX-Modqcoh/F whose objects are all the mapsϕ : G → F
such thatG is a finitely presentedOX-module (notation of (1.1.12)). One verifies easily that
this category is filtered, and we have a source functor :

ιF : C/F → OX-Modqcoh (G → F ) 7→ G

Proposition 5.2.19.With the notation of(5.2.18), suppose thatX is quasi-compact and quasi-
separated. Then, for any quasi-coherentOX-moduleF , the induced map

colim
C/F

ιF → F

is an isomorphism.

Proof. Let F ′ be such colimit; clearly there is a natural mapF ′ → F , and we have to show
that it is an isomorphism. To this aim, we can check on the stalk over the pointsx ∈ X, hence
we come down to showing :

Claim5.2.20. Let F be any quasi-coherentOX-module. Then :

(i) For everys ∈ Fx there exists a finitely presented quasi-coherentOX-moduleG , a
morphismϕ : G → F andt ∈ Gx such thatϕx(t) = s.

(ii) For every mapϕ : G → F with G finitely presented and quasi-coherent, and every
s ∈ Kerϕx, there exists a commutative diagram of quasi-coherentOX -modules :

G
ϕ

!!C
CC

CC
CC

C

ψ
��

H // F

with H finitely presented andψx(s) = 0.

Proof of the claim.(i): Let U ⊂ X be an open subset such thats extends to a sectionsU ∈
F (U); we deduce a mapϕU : OU → F|U by the rulea 7→ a · sU for everya ∈ OU(U). In view
of lemma 5.2.16(i), the pair(ϕU ,OU) extends to a pair(ϕ,G ) with the sought properties.

(ii): We apply (i) to the quasi-coherentOX-moduleKerϕ, to find a finitely presented quasi-
coherentOX-moduleG ′, a morphismβ : G ′ → Kerϕ andt ∈ Hx such thatβx(t) = s. Then

we letψ : G → H := Coker(G ′ β−→ Kerϕ → G ) be the natural map. By construction,H is
finitely presented,ψx(s) = 0 and clearlyϕ factors throughψ. �

Corollary 5.2.21. LetX be a coherent, quasi-compact and quasi-separated scheme,U ⊂ X a
quasi-compact open subset. Then the induced functor

D[a,b](OX-Mod)coh → D[a,b](OU -Mod)coh

is essentially surjective, for everya, b ∈ N.

Proof. To start out, for any quasi-coherentOX-moduleF , define the categoryC/F as in
5.2.18, and consider the full subcategoryC ′/F (resp. C ′′/F ) of C/F whose objects are
all the mapsϕ : G → F such thatϕ|U is an isomorphism (resp. an epimorphism). It is easily
seen that bothC ′/F andC ′′/F are filtered categories, and we have :

Claim5.2.22. With the foregoing notation, the following holds :

(i) If F|U is a coherentOU -module,C ′/F is a cofinal subcategory ofC/F .
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(ii) For every objectK• of Db(OX-Mod)coh and everyc ∈ Z, the natural map

colim
C/F

HomD(OX -Mod)(K
•, ιF [c])→ HomD(OX -Mod)(K

•,F [c])

is an isomorphism (notation of (5.2.18)).

Proof of the claim.(i): SinceU is quasi-compact, it is easily seen thatC ′′/F is cofinal inC/F ,
so we are reduced to checking thatC ′/F is cofinal inC ′′/F . Hence, letψ : G ′ → F be any
object ofC ′′/F ; sinceOX is coherent,K := Kerψ|U is a coherentOU -module, therefore
we may extendK to a coherentOX -moduleK ′ and the identity map ofK to a morphism
ψ′ : K ′ → Kerψ of OX-modules (lemma 5.2.16(i)). SetG := G ′/ψ′(K ′); the induced map
G → F is an object ofC ′/F , whence the contention.

(ii): We have two spectral sequences :

Epq
2 : colim

C/F
RpΓ(X,RqHom•

OX
(K•, ιF [c]))⇒ colim

C/F
HomD(OX -Mod)(K

•, ιF [c+ p+ q])

F pq
2 : RpΓ(X,RqHom•

OX
(K•,F [c]))⇒ HomD(OX -Mod)(K

•,F [c+ p+ q])

and a morphism of spectral sequencesEpq
2 → F pq

2 . Since the functorsRpΓ commute with
filtered colimits, we deduce that it suffices to show that the natural morphism

colim
C/F

RqHom•
OX

(K•, ιF [c]))→ RqHom•
OX

(K•,F [c])

is an isomorphism for everyq ∈ Z. Then, a standarddévissageargument further reduces to the
case whereK• is concentrated in a single degree, so we come down to checking that the functor
F 7→ ExtqOX (G ,F ) commutes with filtered colimits of quasi-coherentOX-modules, for every
coherentOX -moduleG and everyq ∈ Z. To this aim, we may assume thatX is affine, in which
case – sinceOX is coherent –G admits a resolutionL • → G consisting of freeOX-modules of
finite rank; the latter are acyclic for the functorHomOX , so we are left with the assertion that
the functorF 7→ HqHomOX (L

•,F ) commutes with filtered colimits, which is clear. ♦

Now, let j : U → X be the open immersion,F • an object ofD[a,b](OU -Mod)coh. By [28,
Ch.III, Prop.1.4.10, Cor.1.4.12] and a standard spectral sequence argument, it is easily seen that

H • := Rj∗F
•

lies inDb(OX-Mod)qcoh. We may then replaceH a by Coker (da−1 : H a−1 → H a), H b by
Ker (db : H b →H b), H i by 0 for i /∈ [a, b], and assume thatH • lies inD[a,b](OX-Mod)qcoh
andj∗H • = F •. It then suffices to show the following :

Claim 5.2.23. Let H • be any object ofD[a,b](OX-Mod)qcoh such thatH •
|U lies in the category

D[a,b](OU -Mod)coh. Then there exists an objectG • of D[a,b](OX-Mod)coh, with a morphism
ϕ• : G • →H • in D(OX-Mod)qcoh such thatϕ•

|U is an isomorphism.

Proof of the claim. We proceed by descending induction ona, and notice that in casea = b,
the assertion follows immediately from claim 5.2.22(i) andproposition 5.2.19.

Thus, suppose thata < b, and that the assertion is already known for every object of
D[a+1,b](OX-Mod)qcoh fulfilling the stated condition. Define thetruncationτ≥a+1H • as the
unique object (up to isomorphism) ofD[a+1,b](OX-Mod)qcoh fitting in a distinguished triangle
of D(OX -Mod)qcoh

HaH •[−a]→H • → τ≥a+1H
• → HaH •[1− a].

By inductive assumption, we may find an objectG ′• of D[a+1,b](OX-Mod)coh and a morphism
ϕ′• : G ′• → τ≥a+1H • in D(OX -Mod)qcoh which restricts to an isomorphism onU . There
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follows a morphism of distinguished triangles :

HaH •[−a] // H ′• //

β•

��

G ′• //

ϕ′•

��

HaH •[1− a]

HaH •[−a] // H • // τ≥a+1H • α•
// HaH •[1− a]

for some objectH ′• of D[a,b](OX-Mod)qcoh, and clearlyβ• restricts to an isomorphism onU .
We may then replaceH • by H ′•, and assume thatτ≥a+1H • lies inD[a+1,b](OX-Mod)coh.

By claim 5.2.22, we may find an objectψ : G → HaH • of C ′/F such thatα• factors
throughψ[1 − a] and a morphismω• : τ≥a+1H • → G [1 − a] in D(OX -Mod)coh. Then
Coneω•[−1] lies in D[a,b](OX-Mod)coh, and the induced morphismConeω•[−1] → H • re-
stricts to an isomorphism onU . �

5.3. Duality for quasi-coherent modules. Let f : X → Y be a morphism of schemes; the-
orem 5.1.27 falls short of proving thatLf ∗ is a left adjoint toRf∗, since the former functor is
defined on bounded above complexes, while the latter is defined on complexes that are bounded
below. This deficency has been overcome by N.Spaltenstein’spaper [71], where he shows
how to extend the usual constructions of derived functors tounbounded complexes. On the
other hand, in many cases one can also construct aright adjoint to Rf∗. This is the subject of
Grothendieck’s duality theory. We shall collect the statements that we need from that theory,
and refer to the original source [46] for the rather elaborate proofs.

5.3.1. For any morphism of schemesf : X → Y , let f : (X,OX) → (Y, f∗OX) be the
corresponding morphism of ringed spaces. The functor

f ∗ : OX -Mod→ f∗OX-Mod

admits a left adjointf ∗ defined as usual ([26, Ch.0,§4.3.1]). In casef is affine,f is flat and the
unit and counit of the adjunction restrict to isomorphisms of functors :

1→ f∗ ◦ f∗ : f∗OX-Modqcoh → f∗OX-Modqcoh

f∗ ◦ f∗ → 1 : OX-Modqcoh → OX-Modqcoh.

on the corresponding subcategories of quasi-coherent modules ([27, Ch.II, Prop.1.4.3]). It fol-
lows easily that, on these subcategories,f∗ is also a right adjoint tof∗.

Lemma 5.3.2.Keep the notation of(5.3.1), and suppose thatf is affine. Then the functor :

f∗ : D+(f∗OX-Mod)qcoh → D+(OX-Mod)qcoh

is right adjoint to the functorRf ∗ : D
+(OX-Mod)qcoh → D+(f∗OX -Mod)qcoh. Moreover, the

unit and counit of the resulting adjunction are isomorphisms of functors.

Proof. By trivial duality (theorem 5.1.27),f ∗ is left adjoint toRf ∗ onD+(OX-Mod); it suffices
to show that the unit (resp. and counit) of this latter adjunction are isomorphisms for every
objectK• of D+(OX-Mod)qcoh (resp. L• of D+(f∗OX-Mod)qcoh). Concerning the unit, we
can use a Cartan-Eilenberg injective resolution off∗K•, and a standard spectral sequence, to
reduce to the case whereK• = F [0] for a quasi-coherentf∗OX-moduleF ; however, the natural
mapf ∗ ◦ f ∗F → Rf ∗ ◦ f∗F is an isomorphism, so the assertion follows from (5.3.1). �

Remark 5.3.3. (i) Even when bothX andY are affine, neither the unit nor the counit of
adjunction in (5.3.1) is an isomorphism on the categories ofall modules. For a counterexample
concerning the unit, consider the case of a finite injection of domainsA → B, whereA is
local andB is semi-local (but not local); letf : X := SpecB → SpecA be the corresponding
morphism, and denote byF thef∗OX -module supported on the closed point, with stalk equal
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to B. Then one verifies easily thatf ∗ ◦ f∗F is a direct product of finitely many copies of
F , indexed by the closed points ofX. Concerning the counit, keep the same morphismf , let
U := X \{x}, wherex is a closed point and setF := j!OU ; then it is clear thatf ∗ ◦ f ∗F is
supported on the complement of the closed fibre off .

(ii) Similarly, one sees easily thatf∗ is not a right adjoint tof ∗ on the category of allf∗OX-
modules.

(iii) Incidentally, the analogous functorf∗
ét defined on the étale (rather than Zariski) site is a

right adjoint tofét∗ : OX,ét-Mod→ f∗OX,ét-Mod, and on these sites the unit and counit of the
adjunctions are isomorphisms for all modules.

5.3.4. For the construction of the right adjointf ! to Rf∗, one considers first the case where
f factors as a composition of a finite morphism followed by a smooth one, in which casef !

admits a corresponding decomposition. Namely :

• In casef is smooth, we shall consider the functor :

f ♯ : D(OY -Mod)→ D(OX-Mod) K• 7→ f ∗K• ⊗OX ΛnOXΩ
1
X/Y [n]

wheren is the locally constant relative dimension function off .
• In casef is finite, we shall consider the functor :

f ♭ : D+(OY -Mod)→ D+(OX-Mod) K• 7→ f ∗RHom•
OY

(f∗OX , K
•).

If f is any quasi-projective morphism, such factorization can always be found locally onX, and
one is left with the problem of patching a family of locally defined functors((f|Ui)

! | i ∈ I),
corresponding to an open coveringX =

⋃
i∈I Ui. Since such patching must be carried out in

the derived category, one has to take care of many cumbersomecomplications.

5.3.5. Recall that a finite morphismf : X → Y is said to bepseudo-coherentif f∗OX is a
pseudo-coherentOY -module. This condition is equivalent to the pseudo-coherence off in the
sense of [8, Exp.III, Déf.1.2].

Lemma 5.3.6.Let f : X → Y be a finite morphism of schemes. Then :

(i) If f is finitely presented, the functor

F 7→ f ∗HomOY (f∗OX ,F )

is right adjoint tof∗ : OX -Modqcoh → OY -Modqcoh.
(ii) If f is pseudo-coherent, the functor

K• 7→ f∗RHom•
OY

(f∗OX , K
•) : D+(OY -Mod)qcoh → D+(OX-Mod)qcoh

is right adjoint to

Rf∗ : D
+(OX-Mod)qcoh → D+(OY -Mod)qcoh

(notation of (5.2.1)).

Proof. (i): Under the stated assumptions,f∗OX is a finitely presentedOY -module (by claim
5.7.8), hence the functor

F 7→HomOY (f∗OX ,F ) : OY -Mod→ f∗OX-Mod

preserves the subcategories of quasi-coherent modules, hence it restricts to a right adjoint for the
forgetful functorf∗OX-Modqcoh → OY -Modqcoh (claim 5.1.26). Then the assertion follows
from (5.3.1).

(ii) is analogous : sincef∗OX is pseudo-coherent, the functor

K• 7→ RHom•
OY

(f∗OX , K
•) : D+(OY -Mod)→ D+(f∗OX-Mod)
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preserves the subcategories of complexes with quasi-coherent homology, hence it restricts to
a right adjoint for the forgetful functorD+(f∗OX-Mod)qcoh → D+(OY -Mod)qcoh, by lemma
5.1.25(iii). To conclude, it then suffices to apply lemma 5.3.2. �

Proposition 5.3.7.Suppose thatX
f−→ Y

g−→ Z
h−→W are morphisms of schemes. Then :

(i) If f andg are finite andf is pseudo-coherent, there is a natural isomorphism of functors
onD+(OZ-Mod) :

ξf,g : (g ◦ f)♭ ∼→ f ♭ ◦ g♭.
(ii) If f andg ◦ f are finite and pseudo-coherent, andg is smooth of bounded fibre dimen-

sion, there is a natural isomorphism of functors onD+(OZ-Mod) :

ζf,g : (g ◦ f)♭ ∼→ f ♭ ◦ g♯.
(iii) If f , g and h ◦ g are finite and pseudo-coherent, andh is smooth of bounded fibre

dimension, then the diagram of functors onD+(OW -Mod) :

(h ◦ g ◦ f)♭
ζg◦f,h //

ξf,h◦g
��

(g ◦ f)♭ ◦ h♯

ξf,g◦h
♯

��

f ♭ ◦ (h ◦ g)♭
f♭(ζg,h) // f ♭ ◦ g♭ ◦ h♯

commutes.
(iv) If, moreover

Y
g //

h′

��

Z

h
��

W ′
j // W

is a cartesian diagram of schemes, such thath is smooth of bounded fibre dimension
andj is finite and pseudo-coherent, then there is a natural isomorphism of functors :

ϑj,h : g
♭ ◦ h♯ ∼→ h′♯ ◦ j♭.

Proof. This is [46, Ch.III, Prop.6.2, 8.2, 8.6]. We check only (i). There is a natural commutative
diagram of ringed spaces :

(X,OX)
f //

f &&MMMMMMMMMM
(Y,OY )

g //

g ((PPPPPPPPPPPP
(Z,OZ)

(Y, f∗OX)

ϕ ((PPPPPPPPPPPP

α

OO

(Z, g∗OY )

γ

OO

(Z, (g ◦ f)∗OX)

β

OO

where :

(5.3.8) ϕ ◦ f = g ◦ f.
By claim 5.1.26, the (forgetful) functorsα∗, β∗ andγ∗ admit right adjoints :

α♭ : OY -Mod→ f∗OX-Mod : F 7→HomOY (f∗OX ,F )

β♭ : g∗OY -Mod→ (g ◦ f)∗OX-Mod : F 7→Homg∗OY ((g ◦ f)∗OX ,F )

γ♭ : OZ-Mod→ g∗OY -Mod : F 7→HomOZ (g∗OY ,F ).
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Likewise,(γ ◦ β)∗ admits a right adjoint(γ ◦ β)♭ and the natural identification

γ∗ ◦ β∗ ∼→ (γ ◦ β)∗
induces a natural isomorphisms of functors :

(5.3.9) (γ ◦ β)♭ := HomOZ ((g ◦ f)∗OX ,−)
∼→ β♭ ◦ γ♭.

(Notice that, in general, there might be several choices of such natural transformations (5.3.9),
but for the proof of (iii) – as well as for the construction off ! for more general morphismsf –
it is essential to make an explicit and canonical choice.)

Claim 5.3.10. (i) α∗ ◦ ϕ∗ = g∗ ◦ β∗.
(ii) The natural commutative diagram of sheaves :

g−1g∗OY
//

��

OY

��
g−1(g ◦ f)∗OX // f∗OX

is cocartesian.

Proof of the claim.(i) is an easy consequence of (ii). Assertion (ii) can be checked on the stalks,
hence we may assume thatZ = SpecA, Y = SpecB andX = SpecC are affine schemes.
Let p ∈ Y be any prime ideal, and setq := g(p) ∈ Z; then(g−1g∗OY )p = Bq (theAq-module
obtained by localizing theA-moduleB at the primeq). Likewise,(g−1(g ◦ f)∗OX)p = Cq and
(f∗OX)p = Cp. Hence the claim boils down to the standard isomorphism :Cq⊗Bq

Bp ≃ Cp. ♦

Let I• be a bounded below complex of injectiveOZ-modules; by lemma 5.1.25(i),γ♭I• is a
complex of injectiveg∗OY -modules; taking into account (5.3.9) we deduce a natural isomor-
phism of functors onD+(OZ-Mod) :

(5.3.11) R(γ ◦ β)♭ ∼→ R(β♭ ◦ γ♭) = Rβ♭ ◦Rγ♭.
Furthermore, (5.3.8) implies thatg ◦ f ∗ = f ∗ ◦ ϕ∗. Combining with (5.3.11), we see that the
soughtξf,g is a natural transformation :

f∗ ◦ ϕ∗ ◦Rβ♭ ◦Rγ♭ → f ∗ ◦Rα♭ ◦ g∗ ◦Rγ♭

of functors onD+(OZ-Mod). Hence (i) will follow from :

Claim 5.3.12. (i) There exists a natural isomorphism of functors :

g∗OY -Mod→ f∗OX-Mod : ϕ∗ ◦ β♭ ∼→ α♭ ◦ g∗.
(ii) The natural transformation :

R(α♭ ◦ g∗)→ Rα♭ ◦ g∗

is an isomorphism of functors :D+(g∗OY -Mod)→ D+(f∗OX-Mod).

Proof of the claim.First we show how to construct a natural transformation as in(i); this is the
same as exhibiting a map of functors :α∗ ◦ ϕ∗ ◦ β♭ → g∗. In view of claim 5.3.10(i), the latter
can be defined as the composition ofg∗ and the counit of adjunctionβ∗ ◦ β♭ → 1g∗OY -Mod.

Next, recall the natural transformation :

(5.3.13) g∗Homg∗OY (F ,G )→HomOY (g
∗F , g∗G ) for everyg∗OY -modulesF andG

(defined so as to induce the pull-back map on globalHom functors). Notice that the natural map
g∗g∗F → F (counit of adjunction) is an isomorphism for every quasi-coherentOY -moduleF .
Especially, ifF = g∗A for some quasi-coherentOY -moduleA , then (5.3.13) takes the form :

(5.3.14) g∗Homg∗OY (g∗A ,G )→HomOY (A , g∗G ).
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Furthermore, by inspecting the definitions (and the proof ofclaim 5.1.26), one verifies easily
that the mapϕ∗ ◦ β♭(G )→ α♭ ◦ g∗(G ) constructed above is the same as the map (5.3.14), taken
with A = f∗OX . Notice that, sincef is pseudo-coherent,f∗OX is even a finitely presented
OY -module; thus, in order to conclude the proof of (i), it suffices to show that (5.3.14) is an
isomorphism for every finitely presentedOY -moduleA and everyg∗OY -moduleG . To this
aim, we may assume thatZ andY are affine; then we may find a presentationE := (O⊕p

Y →
O⊕q
Y → A → 0). We apply the natural transformation (5.3.14) toE , thereby obtaining a

commutative ladder with left exact rows; then the five-lemmareduces the assertion to the case
whereA = OY , which is obvious. To prove assertion (ii) we may again assume thatY andZ
are affine, in which case we can find a resolutionL• → f∗OX consisting of freeOY -modules
of finite rank. For a given bounded below complexI• of injective g∗OY -modules, choose a
resolutiong∗I• → J• consisting of injectiveOY -modules. We deduce a commutative ladder :

g∗Hom•
g∗OY

(g∗ ◦ f∗OX , I•)
µ1 //

λ1
��

Hom•
OY

(f∗OX , g∗I•)
µ3 //

��

Hom•
OY

(f∗OX , J•)

λ2
��

g∗Hom•
g∗OY

(g∗L•, I
•)

µ2 // Hom•
OY

(L•, g
∗I•)

µ4 // Hom•
OY

(L•, J
•).

Sinceg is flat,λ1 is a quasi-isomorphism, and the same holds forλ2. The mapsµ1 andµ2 are
of the form (5.3.14), hence they are quasi-isomorphisms, bythe foregoing proof of (i). Finally,
it is clear thatµ4 is a quasi-isomorphism as well, hence the same holds forµ3 ◦ µ1, and (ii)
follows. �

5.3.15. Let nowf : X → Y be anembeddablemorphism,i.e. such that it can be factored as
a compositionf = g ◦ h whereh : X → Z is a finite pseudo-coherent morphism,g : Z → Y
is smooth and separated, and the fibres ofg have bounded dimension. One defines :

f ! := h♭ ◦ g♯.

Lemma 5.3.16.LetX
f−→ Y

g−→ Z
h−→ W be three embeddable morphisms of schemes, such

that the compositionsg ◦ f , h ◦ g andh ◦ g ◦ f are also embeddable. Then we have :

(i) There exists a natural isomorphism of functors

ψg,f : (g ◦ f)! ∼→ f ! ◦ g!.
Especially,f ! is independent – up to a natural isomorphism of functors – of the choice
of factorization as a finite morphism followed by a smooth morphism.

(ii) The diagram of functors :

(h ◦ g ◦ f)!
ψh,g◦f //

ψh◦g,f
��

(g ◦ f)! ◦ h!

ψg,f◦h
!

��

f ! ◦ (h ◦ g)!
f !(ψh,g) // f ! ◦ g! ◦ h!

commutes.

Proof. The proof is a complicated verification, starting from proposition 5.3.7. See [46, Ch.III,
Th.8.7] for details. �

5.3.17. LetX
f−→ Y

g−→ Z be two finite and pseudo-coherent morphisms of schemes. The map
f ♮ : OY → f∗OX induces a natural transformation :

(5.3.18) Hom•
OZ
(g∗(f

♮),−) : β∗ ◦ (γ ◦ β)♭ → γ♭



356 OFER GABBER AND LORENZO RAMERO

(notation of the proof of proposition 5.3.7(i)) and we wish to conclude this section by exhibiting
another compatibility involving (5.3.18) and the isomorphismξf,g. To this aim, we consider the
composition of isomorphism of functors onD+(OZ-Mod)qcoh :

(5.3.19) Rf∗ ◦ g ◦ f ∗
'&%$ !"#1
−→ α∗ ◦Rf∗ ◦ f ∗ ◦ ϕ∗

'&%$ !"#2
−→ α∗ ◦ ϕ∗

'&%$ !"#3
−→ g∗ ◦ β∗

where :
/.-,()*+1 is deduced from (5.3.8) and the decompositionf = α ◦ f .
/.-,()*+2 is induced from the counit of adjunctionε : Rf∗ ◦ f∗ → 1 provided by lemma 5.3.2.
/.-,()*+3 is the identification of claim 5.3.10.

We define a morphism of functors as a composition :

(5.3.20) Rf∗ ◦ (g ◦ f)♭ = Rf∗ ◦ g ◦ f∗ ◦R(γ ◦ β)♭
'&%$ !"#4
−→ g∗ ◦ β∗ ◦R(γ ◦ β)♭

'&%$ !"#5
−→ g♭

where :
/.-,()*+4 is the isomorphism (5.3.19)◦R(γ ◦ β)♭.
/.-,()*+5 is the composition ofg∗ and the morphismβ∗◦R(γ◦β)♭ → Rγ♭ deduced from (5.3.18).

We have a natural diagram of functors onD+(OZ-Mod)qcoh :

(5.3.21)

R(g ◦ f)∗ ◦ (g ◦ f)♭
'&%$ !"#6

//

R(g◦f)∗(ξf,g)

��

Rg∗ ◦Rf∗ ◦ (g ◦ f)♭
'&%$ !"#9

//

Rg∗◦Rf∗(ξf,g)

��

Rg∗ ◦ g♭

R(g ◦ f)∗ ◦ (f ♭ ◦ g♭)
'&%$ !"#7

// Rg∗ ◦Rf∗ ◦ (f ♭ ◦ g♭) Rg∗ ◦ (Rf∗ ◦ f ♭) ◦ g♭
'&%$ !"#8

OO

where :
/.-,()*+6 and /.-,()*+7 are induced by the natural isomorphismR(g ◦ f)∗ ∼→ Rg∗ ◦Rf∗.
/.-,()*+8 is induced by the counit of the adjunctionε : Rf∗ ◦ f ♭ → 1.
/.-,()*+9 isRg∗ ◦ (5.3.20).

Lemma 5.3.22.In the situation of(5.3.17), diagram(5.3.21)commutes.

Proof. The diagram splits into left and right subdiagrams, and clearly the left subdiagram com-
mutes, hence it remains to show that the right one does too; tothis aim, it suffices to consider
the simpler diagram :

Rf∗ ◦ (g ◦ f)♭ //

Rf∗(ξf,g)

��

g♭

Rf∗ ◦ f ♭ ◦ g♭

99sssssssssss

whose horizontal arrow is (5.3.20), and whose upward arrow is deduced from the counitε.
However, the counitε, used in/.-,()*+8 , can be expressed in terms of the counitε : Rf ∗◦f ∗ → 1, used
in /.-,()*+2 , therefore we are reduced to considering the diagram of functors onD+(OZ-Mod)qcoh :

α∗ ◦Rf ∗ ◦ f ∗ ◦ ϕ∗ ◦R(γ ◦ β)♭
'&%$ !"#a

//

Rf∗(ξf,g)

��

α∗ ◦ ϕ∗ ◦R(γ ◦ β)♭

'&%$ !"#c
��

'&%$ !"#e
// g∗ ◦ β∗ ◦R(γ ◦ β)♭

'&%$ !"#5

��

α∗ ◦ ϕ∗ ◦Rβ♭ ◦Rγ♭
'&%$ !"#d

��

α∗ ◦Rf ∗ ◦ f ∗ ◦Rα♭ ◦ g♭
'&%$ !"#b

// α∗ ◦Rα♭ ◦ g∗ ◦Rγ♭
/.-,()*+f

// g♭ = g∗ ◦Rγ♭
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where :
76540123a and76540123b are induced fromε.
76540123c is induced by the isomorphism (5.3.11).
76540123d is induced by the isomorphism of claim 5.3.12(i).
76540123e is induced by the identity of claim 5.3.10.
76540123f is induced by the counitα∗ ◦Rα♭ → 1.

Now, by inspecting the construction ofξf,g one checks that the left subdiagram of the latter
diagram commutes; moreover, from claim 5.3.12(ii) (and from lemma 5.1.25(i)), one sees that
the right subdiagram is obtained by evaluating on complexesof injective modules the analogous
diagram of functors onOZ-Mod :

α∗ ◦ ϕ∗ ◦ (γ ◦ β)♭
e

//

c

��

g∗ ◦ β∗ ◦ (γ ◦ β)♭

5

��

α∗ ◦ ϕ∗ ◦ β♭ ◦ γ♭

d
��

α∗ ◦ α♭ ◦ g∗ ◦ γ♭
f

// g∗ ◦ γ♭.

Furthermore, by inspecting the proof of claim 5.3.12(i), one verifies thatf ◦ d is the same as
the composition

α∗ ◦ ϕ∗ ◦ β♭ ◦ γ♭
'&%$ !"#i
−→ g∗ ◦ β∗ ◦ β♭ ◦ γ♭

/.-,()*+j
−→ g∗ ◦ γ♭

where76540123j is deduced from the counitβ∗ ◦β♭ → 1, and76540123i is deduced from the identity of claim
5.3.10. Hence we come down to showing that the diagram :

β∗ ◦ (γ ◦ β)♭

β∗(5.3.9)
��

(5.3.18) // γ♭

β∗ ◦ β♭ ◦ γ♭
/.-,()*+k

66mmmmmmmmmmmmmmm

commutes ing∗OY -Mod, where76540123k is deduced from the counitβ∗ ◦ β♭ → 1. This is an easy
verification, that shall be left to the reader. �

5.4. Depth and cohomology with supports.The aim of this section is to clarify some general
issues concerning local cohomology and the closely relatednotion of depth, in the context
of arbitrary schemes (whereas the usual references restrict to the case of locally noetherian
schemes).

5.4.1. To begin with, letX be any topological space,i : Z → X a closed immersion, and
j : U := X \Z → X the open immersion of the complement ofZ. We letZX be the constant
abelian sheaf onX with valueZ; henceZX -Mod denotes the category of abelian sheaves on
X. One defines the functor

ΓZ : ZX-Mod→ ZX -Mod F 7→ Ker (F → j∗j
−1F )

as well as its composition with the global section functor :

ΓZ : ZX -Mod→ Z-Mod F 7→ Γ(X,ΓZF ).

It is clear thatΓZ andΓZ are left exact functors, hence they give rise to right derived functors

RΓZ : D+(ZX -Mod)→ D+(ZX -Mod) RΓZ : D+(ZX-Mod)→ D+(Z-Mod).
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Moreover, suppose thatF → I • is an injective resolution; since injective sheaves are flabby,
we obtain a short exact sequence of complexes

0→ ΓZI • → I • → j∗j
−1I • → 0

whence a natural exact sequence ofZX -modules :

(5.4.2) 0→ ΓZF → F → j∗j
−1F → R1ΓZF → 0 for everyZX -moduleF

and natural isomorphisms :

(5.4.3) Rq−1j∗j
−1F

∼→ RqΓZF for all q > 1.

Lemma 5.4.4.(i) A flabby sheaf isΓZ-acyclic.

(ii) Suppose thatX fulfills conditions(a) and (b) of lemma5.1.2, and thatZ is a con-
structible closed subset ofX. Then :
(a) Every qc-flabby sheaf onX is ΓZ-acyclic.
(b) For everyi ∈ N, the functorRiΓZ commutes with filtered colimits of abelian

sheaves.

Proof. (i) follows by inspecting (5.4.2), (5.4.3), together with the fact that flabby sheaves are
acyclic for direct image functors such asj∗. Assertion (ii) is checked in the same way, using
lemmata 5.1.2, 5.1.3 and 5.1.10(ii). �

5.4.5. Next, if(X,A ) is a ringed space, one can consider the restriction ofΓZ to the cate-
goryA -Mod of A -modules, and the foregoing discussion carries oververbatimto such case.
Moreover, the derived functor

RΓZ : D+(A -Mod)→ D+(A -Mod)

commutes with the forgetful functorD+(A -Mod) → D+(ZX -Mod). (Indeed, in view of
lemma 5.4.4(i) one may computeRΓZF by a flabby resolution ofF .)

Furthermore, letf : (Y,B) → (X,A ) be a morphism of ringed spaces. For everyB-
moduleF , the direct imagef∗F is anA -module in a natural way, and the derived functor
Rf∗ : D+(B-Mod) → D+(A -Mod) commutes with the forgetful functorsD+(A -Mod) →
D+(ZX-Mod) andD+(B-Mod) → D+(ZY -Mod). (Again, one sees this easily when one
remarks that flabby resolutions computeRf∗.)

5.4.6. In the situation of (5.4.5), letU := (Ut | t ∈ I) be a family of open subsets ofX with
⋃

t∈I

Ut = U.

We attach toU an alternatingČech resolution, which is a complexR•(U) in C≤0(ZX -Mod)
constructed as follows. Fix an arbitrary total ordering onI, and for every integern > 0, let
In be the set of all sequences(t1, . . . , tn) of elements ofI, such thatt1 < · · · < tn. For every
t ∈ In, setUt := Ut1 ∩ · · · ∩ Utn , and letjt : Ut → X be the open immersion. We let

R0(U) := ZX and Rn(U) :=
⊕

t∈In

jt!ZUt for everyn > 0

The differentiald1 : R1(U) → R0(U) is just the sum of the natural morphismsjt!ZUt → ZX ,
for everyt ∈ I. Forn > 1, the differentialdn : Rn(U)→ Rn−1(U) is the sum of the maps

dt : jt!ZUt → Rn−1(U) for everyt ∈ In
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defined as follows. Say thatt = (t1, . . . , tn), and for everyk = 1, . . . , n denote byt(k) ∈ In−1

the sequence obtained by deleting thek-th term fromt; the inclusionUt ⊂ Ut(k) induces a
morphism ofZX-modules

d
(k)
t : jt!ZUt → jt(k)!ZUt(k) ⊂ Rn−1(U)

and we set

dt :=

n∑

k=1

(−1)k · d(k)t .

A direct computation shows thatdn ◦ dn+1 = 0 for everyn ∈ N. The name ofR•(U) is justified
by the following :

Lemma 5.4.7.With the notation of(5.4.6), the natural projectionZX → i∗ZZ induces a quasi-
isomorphism of complexes ofZX-modules :

(5.4.8) R•(U)
∼→ i∗ZZ [0].

Proof. For every finite subsetJ ⊂ I, setUJ := (Ut | t ∈ J), ZJ := X \⋃t∈J Ut, and denote by
iJ : ZJ → X the closed immersion. Notice the natural isomorphisms

R•(U)
∼→ colim

J⊂I
R•(UJ) i∗ZZ

∼→ colim
J⊂I

iJ∗ZZJ

whereJ ranges over all the finite subsets ofI. Since (5.4.8) is likewise the colimit of the
corresponding system of mapsR•(UJ)→ iJ∗ZZJ [0], we may assume from start thatI is a finite
set. Now, the assertion can be checked at the stalks over the points ofX, hence letx ∈ X
be any such point, andR•(U)x the corresponding complex ofZ-modules (the stalk ofR•(U)
at x). If x ∈ Z, then obviouslyR•(U)x is concentrated in degree0, and the resulting map
(5.4.8)x is clearly an isomorphism. Ifx /∈ Z, setJ := {t ∈ I | x ∈ Ut}; it is easily seen that
R•(U)x = R•(UJ )x, so we may replaceU by UJ , and assume thatx ∈ Ut for everyt ∈ I. In
this case, a simple inspection shows thatR•(U)x is naturally isomorphic to the Koszul complex
K•(1I), where1I = (1t | t ∈ I) is a sequence of units1 ∈ Z, indexed byI. The complex (of
Z-modules)K•(1I) is obviously acyclic, so the claim follows. �

5.4.9. Keep the notation of (5.4.6), and notice the natural isomorphism ofA -modules :

HomZ(i∗ZZ ,F )
∼→ ΓZ(F ) for everyA -moduleF

whence a natural isomorphism ofA (X)-modules :

HomZ(i∗ZZ ,F )
∼→ ΓZ(F ) for everyA -moduleF .

By lemma 5.4.7, we deduce natural isomorphisms inD+(A -Mod) (resp. inD+(A (X)-Mod))

RHom•
Z(R•(U), K

•)
∼→ RΓZK

• ( resp.RHom•
Z(R•(U), K

•)
∼→ RΓZK

• )

for every bounded below complexK• of A -modules. These isomorphisms allow to compute
RΓZK

• as aČech cohomology functor, as follows. For everyA -moduleF , we set

C•
alt(U•,F ) := Hom•

Z(R•(U),F [0])

and we call it thealternatingČech complex ofF relative to the coveringU of U . Unwinding
the definitions, we see that the latter is the cochain complex:

(5.4.10) 0→ F (X)→
∏

t∈I

F (Ut)→ · · · →
∏

t∈In

F (Ut)→ · · ·
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The differentialdn of (5.4.10) is given by the following rule. In degree zero,d0 assigns to each
global sections ∈ F (X) the system of its restrictions(s|Ut | t ∈ I). In casen > 0, we have

dn(s•)t :=
n+1∑

k=1

(−1)k · (st(k))|Ut for everyt ∈ In+1 and everys• ∈ Cn(U,F ).

Clearly, the rule :F 7→ C•
alt(U,F ) defines a functorA -Mod→ C(A (X)-Mod). Now, pick

any resolutionK• ∼→ I • by a bounded below complex of injectiveA -modules; the foregoing
yields a natural isomorphism :

RΓZK
• ∼→ TotC•

alt(U,I
•) in D+(A (X)-Mod).

5.4.11. We define a bifunctor

Hom•
Z := ΓZ ◦Hom•

A : C(A -Mod)o × C(A -Mod)→ C(A -Mod).

The bifunctorHom•
Z admits a right derived functor :

RHom•
Z : D(A -Mod)o × D+(A -Mod)→ D(A -Mod).

The construction can be outlined as follows. First, for a fixed complexK• of A -modules,
one can consider the right derived functor of the functorG 7→ Hom•

Z(K•,G ), which is
denotedRHom•

Z(K•,−) : D+(A -Mod) → D(A -Mod). Next, one verifies that every
quasi-isomorphismK• → K ′

• induces an isomorphism of functors :RHom•
Z(K

′
•,−)

∼→
RHom•

Z(K•,−), hence the natural transformationK• 7→ RHom•
Z(K•,−) factors through

D(A -Mod), and this is the sought bifunctorRHom•
Z. In caseZ = X, one recovers the

functorRHom•
A of (5.1.22).

Lemma 5.4.12.In the situation of(5.4.5), the following holds :

(i) The functorΓZ is right adjoint toi∗i−1. More precisely, for any twoA -modulesF
andG we have natural isomorphisms :
(a) HomA (F ,ΓZG ) ≃HomA (i∗i

−1F ,G ).
(b) RHom•

A (F , RΓZG ) ≃ RHom•
A (i∗i

−1F ,G ).
(ii) If F is an injective (resp. flabby)A -module onX, then the same holds forΓZF .

(iii) There are natural isomorphisms of bifunctors :

RHom•
Z

∼→ RΓZ ◦RHom•
A

∼→ RHom•
A (−, RΓZ−).

(iv) If W ⊂ Z is any closed subset, there is a natural isomorphism of functors :

RΓW
∼→ RΓW ◦RΓZ .

(v) There is a natural isomorphism of functors :

Rf∗ ◦RΓf−1Z
∼→ RΓZ ◦Rf∗ : D+(B-Mod)→ D+(A -Mod).

Proof. (i): To establish the isomorphism (a), one uses the short exact sequence

0→ j!j
−1F → F → i∗i

−1F → 0

to show that any mapF → ΓZG factors throughH := i∗i
−1F . Conversely, sincej∗j−1H =

0, it is clear that every mapH → G must factor throughΓZG . The isomorphism (b) is derived
easily from (a) and (ii).

(iii): According to [75, Th.10.8.2], the first isomorphism in (iii) is deduced from lemmata
5.4.4(i) and 5.1.25(ii). Likewise, the second isomorphismin (iii) follows from [75, Th.10.8.2],
and assertion (ii) concerning injective sheaves.

(ii): Suppose first thatF is injective; letG1 → G2 a monomorphism ofA -modules and
ϕ : G1 → ΓZF anyA -linear map. By (i) we deduce a mapi∗i∗G1 → F , which extends to a
mapi∗i∗G2 → F , by injectivity of F . Finally, (i) again yields a mapG2 → ΓZF extendingϕ.
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Next, if F is flabby, letV ⊂ X be any open subset, ands ∈ ΓZF (V ); sinces|V \Z = 0, we
can extends to a sections′ ∈ ΓZF (V ∪ (X \Z)). SinceF is flabby,s′ extends to a section
s′′ ∈ F (X); however, by constructions′′ vanishes on the complement ofZ.

(iv): ClearlyΓW = ΓW ◦ ΓZ, so the claim follows easily from (ii) and [75, Th.10.8.2].
(v): Indeed, since flabbyB-modules are acyclic for bothf∗ andΓf−1Z, one can apply (ii) and

[75, Th.10.8.2] to naturally identify both functors with the right derived functor ofΓZ ◦ f∗. �
Definition 5.4.13. LetK• ∈ D+(ZX -Mod) be any bounded below complex. Thedepth ofK•

alongZ is by definition :

depthZK
• := sup{n ∈ N | RiΓZK

• = 0 for all i < n} ∈ N ∪ {+∞}.
Notice that

(5.4.14) depthWK
• ≥ depthZK

• wheneverW ⊂ Z.

More generally, suppose thatΦ := (Zλ | λ ∈ Λ) is a family of closed subsets ofX, and suppose
thatΦ is cofiltered by inclusion. Then, due to (5.4.14) it is reasonable to define thedepth ofK•

alongΦ by the rule :
depthΦK

• := sup {depthZλK
• | λ ∈ Λ}.

5.4.15. Suppose now thatX is a scheme andi : Z → X a closed immersion of schemes, such
thatZ is constructible inX. It follows that the open immersionj : X\Z → X is quasi-compact
and separated, hence the functorsRqj∗ preserve the subcategories of quasi-coherent modules,
for everyq ∈ N ([28, Ch.III, Prop.1.4.10]). In light of (5.4.3) we derive thatRqΓZ restricts to a
functor :

RqΓZ : OX-Modqcoh → OX -Modqcoh for everyq ∈ N.

Lemma 5.4.16.In the situation of(5.4.15), the following holds :

(i) The functorRΓZ restricts to a triangulated functor :

RΓZ : D+(OX-Mod)qcoh → D+(OX-Mod)qcoh

(notation of (5.2.2)).
(ii) Letf : Y → X be an affine morphism of schemes,K• any object ofD+(OY -Mod)qcoh.

Then we have the identity :

depthf−1ZK
• = depthZRf∗K

•.

(iii) Let f : Y → X be a flat morphism of schemes,K• any object ofD+(OX-Mod)qcoh.
Then the natural map

f ∗RΓZK
• → RΓf−1Zf

∗K•

is an isomorphism inD+(OY -Mod)qcoh. Especially, we have

depthf−1Zf
∗K• ≥ depthZK

•

and iff is faithfully flat, the inequality is actually an equality.

Proof. (i): Indeed, ifK• is an object ofD+(OX-Mod)qcoh, we have a spectral sequence :

Epq
2 := RpΓZH

qK• ⇒ Rp+qΓZK
•.

(This spectral sequence is obtained from a Cartan-Eilenberg resolution ofK• : seee.g. [75,
§5.7].) HenceR•ΓZK

• admits a finite filtration whose subquotients are quasi-coherent; then
the lemma follows from [28, Ch.III, Prop.1.4.17].

(ii): To start with, a spectral sequence argument as in the foregoing shows thatRf∗ restricts
to a functorD+(OY -Mod)qcoh → D+(OX-Mod)qcoh, and moreover we have natural identifi-
cations :Rif∗K

• ∼→ f∗H
iK• for everyi ∈ Z and every objectK• of D+(OY -Mod)qcoh. In
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view of lemma 5.4.12(v), we derive natural isomorphisms :RiΓZRf∗K
• ∼→ Rf∗R

iΓf−1ZK
•

for every objectK• of D+(OY -Mod)qcoh. The assertion follows easily.
(iii): A spectral sequence argument as in the proof of (i) allows to assume thatK• = F [0]

for some quasi-coherentOX-moduleF . In this case, letjX : X \Z → X and jY : Y \
f−1Z → Y be the open immersions; considering the exact sequencesf ∗(5.4.2) andf ∗(5.4.3),
we reduce to showing that the natural mapf ∗RjX∗j

−1
X F → RjY ∗j

∗
Y f

∗F is an isomorphism in
D+(OY -Mod)qcoh. The latter assertion follows from corollary 5.1.19. �

Remark 5.4.17.Let X be an affine scheme,Z ⊂ X any closed subset,F • a bounded below
complex of quasi-coherentOX-modules, andU := (Ut | t ∈ I) a family of affine open subsets
of X such that

⋃
t∈I Ut = X\Z. Then there exists a natural isomorphism

RΓZF • ∼→ TotC•
alt(U,F

•) in D+(OX-Mod)

(whereC•
alt denotes the alternatinǧCech complex). Indeed, pick any resolutionF • ∼→ I • by

a bounded below complex of injectiveOX-modules; by virtue of (5.4.9) it suffices to show that
the natural map of double complexes

C•
alt(U,F

•)→ C•
alt(U,I

•)

induces a quasi-isomorphism on total complexes. However, notice that the open subsetUt ⊂ X
is affine, for everyn ∈ N and everyt ∈ In (notation of (5.4.9)); hence, it suffices to check
that the induced mapF •(V ) → I •(V ) is a quasi-isomorphism, for every affine open subset
V ⊂ X. To this aim, consider the spectral sequence

Ep,q
1 := Hp(V,F q)⇒ Hp+qI •(V ).

SinceV is affine, we haveEp,q
1 = 0 for every p > 0; on the other hand, the differential

d0,q : E0,q
1 → E0,q+1

1 is nothing else than the differentialdq(V ) : F q(V ) → F q+1(V ), for
everyq ∈ Z, whence the claim.

5.4.18. LetX be a scheme, andx ∈ X any point. We consider the cofiltered familyΦ(x) of
all non-empty constructible closed subsets ofX(x) := SpecOX,x; clearly

⋂
Z∈Φ(x) Z = {x}.

LetK• be any object ofD+(ZX -Mod); we are interested in the quantities :

δ(x,K•) := depth{x}K
•
|X(x) and δ′(x,K•) := depthΦ(x)K

•
|X(x).

Especially, we would like to be able to compute the depth of a complexK• along a closed
subsetZ ⊂ X, in terms of the local invariantsδ(x,K•) (resp. δ′(x,K•)), evaluated at the
pointsx ∈ Z. This shall be achieved by theorem 5.4.20. To begin with, we remark :

Lemma 5.4.19.With the notation of(5.4.18), we have :
(i) δ(x,K•) ≥ δ′(x,K•) for everyx ∈ X and every complexK• of ZX -modules.
(ii) If the topological space|X| underlyingX is locally noetherian, the inequality of(i) is

actually an equality.
(iii) If F is a flat quasi-coherentOX -module, thenδ′(x,F ) ≥ δ′(x,OX).

Proof. (i) follows easily from lemma 5.4.12(iv). (ii) follows likewise from lemma 5.4.12(iv)
and the fact that, if|X| is locally noetherian,{x} is the smallest element of the familyΦ(x).

(iii): According to [57, Ch.I, Th.1.2], theOX(x)-moduleF|X(x) is the colimit of a filtered
system(Lλ | λ ∈ Λ) of free OX(x)-modules of finite rank. In view of lemma 5.4.4(iii), it is
easily seen that

depthZF ≥ inf
λ∈Λ

depthZLλ = depthZOX

for every closed onstructible subsetZ ⊂ X. The assertion follows. �

Theorem 5.4.20.With the notation of(5.4.18), letZ ⊂ X be any closed constructible subset,
K• any object ofD+(ZX -Mod). Then the following holds :
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(i) (RΓZK
•)|X(x) = RΓZ∩X(x)(K

•
|X(x)) for everyx ∈ Z.

(ii) depthZK
• = inf {δ(x,K•) | x ∈ Z} = inf {δ′(x,K•) | x ∈ Z}.

Proof. We may assume thatX is affine, hence separated; then, according to lemma 5.4.4(ii.a),
cohomology with supports inZ can be computed by a qc-flabby resolution, hence we may
assume thatK• is a complex of qc-flabby sheaves onX. In this case, arguing as in the proof of
claim 5.1.13, one checks easily that the restrictionK•

|X(x) is a complex of qc-flabby sheaves on
X(x). Thus, for the proof of (i), it suffices to show that the natural map inZX -Mod :

(ΓZF )|X(x) → ΓZ∩X(x)(F|X(x))

is an isomorphism, for every objectF of ZX -Mod.
Now, for any pointx ∈ X, we may viewX(x) as the limit of the cofiltered system(Vλ | λ ∈

Λ) of all affine open neighborhoods ofx in X. We denote by(jλ : Vλ\Z → Vλ | λ ∈ Λ) the
induced cofiltered system of open immersions, whose limit isthe morphismj∞ : X(x)\Z →
X(x); also, letϕλ : X(x)→ Vλ be the natural morphisms. Then

F|X(x) = colim
λ∈Λ

ϕ−1
λ F|Uλ .

By proposition 5.1.15(ii), the natural map

colim
λ∈Λ

ϕ−1
λ jλ∗F|Vλ\Z → j∞∗F|X(x)\Z

is an isomorphism. We deduce natural isomorphisms :

colim
λ∈Λ

ϕ−1
λ ΓZ∩VλF|Vλ

∼→ ΓZ∩X(x)F|X(x).

However, we have as well natural isomorphisms :

ϕ−1
λ ΓZ∩VλF|Vλ

∼→ (RΓZF )|X(x) for everyλ ∈ Λ.

whence (i). Next, letd := depthZK
•; in light of (i), it is clear thatδ(x,K•) ≥ d for all x ∈ Z,

hence, in order to prove the first identity of (ii) it suffices to show :

Claim5.4.21. Supposed < +∞. Then there existsx ∈ Z such thatRdΓ{x}K
•
|X(x) 6= 0.

Proof of the claim.By definition ofd, we can find an open subsetV ⊂ X and a non-zero section
s ∈ Γ(V,RdΓZK

•). The support ofs is a closed subsetS ⊂ Z. Let x be a maximal point ofS.
From lemma 5.4.12(iv) we deduce a spectral sequence

Epq
2 := RpΓ{x}R

qΓZ∩X(x)K
•
|X(x) ⇒ Rp+qΓ{x}K

•
|X(x)

and (i) implies thatEpq
2 = 0 wheneverq < d, therefore :

RdΓ{x}K
•
|X(x) ≃ R0Γ{x}R

dΓZ∩X(x)K
•
|X(x).

However, the image ofs in RdΓZ∩X(x)K
•
|X(x) is supported precisely atx, as required. ♦

Finally, sinceZ is constructible,Z ∩ X(x) ∈ Φ(x) for everyx ∈ X, henceδ′(x,K•) ≥ d.
Then the second identity of (ii) follows from the first and lemma 5.4.19(i). �

Corollary 5.4.22. Let Z ⊂ X be a closed and constructible subset,F an abelian sheaf on
X, j : X \Z → X the induced open immersion. Then the natural mapF → j∗j

∗F is an
isomorphism if and only ifδ(x,F ) ≥ 2, if and only if δ′(x,F ) ≥ 2 for everyx ∈ Z. �
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5.4.23. Let nowX be an affine scheme, sayX := SpecA for some ringA, andZ ⊂ X a
constructible closed subset. In this case, we wish to show that the depth of a complex of quasi-
coherentOX-modules alongZ can be computed in terms ofExt functors on the category of
A-modules. This is the content of the following :

Proposition 5.4.24.In the situation of(5.4.23), letN be any finitely presentedA-module such
thatSuppN = Z, andM• any bounded below complex ofA-modules. We denote byM•∼ the
complex of quasi-coherentOX-modules determined byM•. Then :

depthZM
•∼ = sup {n ∈ N | ExtjA(N,M•) = 0 for all j < n}.

Proof. LetN∼ be the quasi-coherentOX-module determined byN .

Claim 5.4.25. There is a natural isomorphism inD+(A-Mod) :

RHom•
A(N,M

•)
∼→ RHom•

OX
(N∼, RΓZM

•∼).

Proof of the claim.Let i : Z → X be the closed immersion. The assumption onN implies that
N∼ = i∗i

−1N∼; hence lemma 5.4.12(i.b) yields a natural isomorphism

(5.4.26) RHom•
OX

(N∼,M•∼)
∼→ RHom•

OX
(N∼, RΓZM

•∼).

The claim follows by combining corollary 5.1.33 and (5.4.26). ♦

From claim 5.4.25 we see already thatExtjA(N,M
•) = 0 wheneverj < depthZM

•∼. Sup-
pose thatdepthZM

•∼ = p < +∞; in this case, claim 5.4.25 gives an isomorphism :

ExtpA(N,M
•) ≃ HomOX (N

∼, RpΓZM
•∼) ≃ HomA(N,R

pΓZM
•∼)

where the last isomorphism holds by lemma 5.4.16. To conclude the proof, we have to exhibit
a non-zero map fromN toQ := RpΓZM

•∼. LetF0(N) ⊂ A denote the Fitting ideal ofN ; this
is a finitely generated ideal, whose zero locus coincides with the support ofN . More precisely,
AnnA(N)r ⊂ F0(N) ⊂ AnnA(N) for all sufficiently large integersr > 0. Let nowx ∈ Q be
any non-zero element, andf1, . . . , fk a finite system of generators forF0(N); sincex vanishes
on X \Z, the image ofx in Qfi is zero for everyi ≤ k, i.e. there existsni ≥ 0 such that
fnii x = 0 in Q. It follows easily thatF0(N)n ⊂ AnnA(x) for a sufficiently large integern, and
thereforex defines a mapϕ : A/F0(N)n → Q by the rule :a 7→ ax. According to [36, Lemma
3.2.21], we can find a finite filtration0 = Jm ⊂ · · · ⊂ J1 ⊂ J0 := A/F0(N)n such that each
Ji/Ji+1 is quotient of a direct sum of copies ofN . Let s ≤ m be the smallest integer such that
Js ⊂ Kerϕ. By restriction,ϕ induces a non-zero mapJs−1/Js → Q, whence a non-zero map
N (S) → Q, for some setS, and finally a non-zero mapN → Q, as required. �

Remark 5.4.27.Notice that the existence of a finitely presentedA-moduleN with SuppN = Z
is equivalent to the constructibility ofZ.

5.4.28. In the situation of (5.4.23), letI ⊂ A be a finitely generated ideal such thatV (I) = Z,
andM• a bounded below complex ofA-modules. Denote byM•∼ the complex of quasi-
coherent modules onSpecA associated toM•. Then it is customary to set :

depthIM
• := depthZM

•∼

and the depth alongZ of M• is also called theI-depthof M•. Moreover, ifA is a local ring
with maximal idealmA, we shall often use the standard notation :

depthAM
• := depth{mA}

M•∼

and this invariant is often called briefly thedepthof M•. With this notation, theorem 5.4.20(ii)
can be rephrased as the identity :

(5.4.29) depthIM
• = inf

p∈V (I)
depthAp

M•
p .
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5.4.30. Suppose now thatf is a system of generators of the idealI ⊂ A, and setZ :=
V (I). In this generality, the Koszul complexK•(f) of (4.1.16) is not a resolution of theA-
moduleA/I, and consequentlyH•(f ,M) (for an A-moduleM) does not necessarily agree
with Ext•A(A/I,M). Nevertheless, the following holds.

Proposition 5.4.31.In the situation of(5.4.30), letM• be any object ofD+(A-Mod), and set

d := sup {i ∈ Z | Hj(f ,M•) = 0 for all j < i}.
Then we have :

(i) depthIM
• = d.

(ii) There are natural isomorphisms :
(a) Hd(f ,M•)

∼→ HomA(A/I,R
dΓZM

•∼)
∼→ ExtdA(A/I,M

•), whend < +∞.
(b) colim

m∈N
K•(fm,M•)

∼→ RΓZM
•∼ in D(A-Mod) (where the transition maps in the

colimit are the mapsϕ•
fn of (4.1.23)).

Proof. (i): LetB := Z[t1, . . . , tr]→ A be the ring homomorphism defined by the rule :ti 7→ fi
for i = 1, . . . , r; we denoteψ : X → Y := SpecB the induced morphism,J ⊂ B the ideal
generated by the systemt := (ti | i = 1, . . . , r), and setW := V (J) ⊂ Y . From lemma
5.4.12(v) we deduce a natural isomorphism inD(OY -Mod) :

(5.4.32) ψ∗RΓZM
•∼ ∼→ RΓWψ∗M

•∼.

Hence we are reduced to showing :

Claim5.4.33. d = depthJψ∗M
•.

Proof of the claim. Notice thatt is a regular sequence inB, henceExt•B(B/J, ψ∗M
•) ≃

H•(t, ψ∗M
•); by proposition 5.4.24, there follows the identity :

depthJψ∗M
• = sup {n ∈ N | H i(t, ψ∗M

•) = 0 for all i < n}.
Clearly there is a natural isomorphism :H i(t, ψ∗M

•)
∼→ H i(f ,M•), whence the assertion.♦

(ii.a): From lemma 5.4.12(i.b) and corollary 5.1.33 we derive a natural isomorphism :

RHom•
B(B/J, ψ∗M

•)
∼→ RHom•

OY
((B/J)∼, RΓWψ∗M

•∼).

However, due to (5.4.32) and claim 5.4.33 we may compute :

RdHom•
OY

((B/J)∼, RΓWψ∗M
•∼)

∼→ HomB(B/J,R
dΓWψ∗M

•∼)
∼→ HomA(A/I,R

dΓZM
•∼).

The first claimed isomorphism easily follows. Similarly, one applies lemma 5.4.12(i.b) and
corollary 5.1.33 to computeExt•A(A/I,M

•), and deduces the second isomorphism of (ii.a)
using (i).

(ii.b): For everyi ≤ r, let Ui := SpecA[f−1
i ] ⊂ X := SpecA, and setU := (Ui | i =

1, . . . , r); thenU is an affine covering ofX \Z. By inspecting the definitions we deduce a
natural isomorphism of complexes :

(5.4.34) colim
m∈N

K•(fm,M•)
∼→ TotC•

alt(U,M
•∼)

(notation of (5.4.9)) so the assertion follows from remark 5.4.17. �

Corollary 5.4.35. In the situation of(5.4.28), letB be a faithfully flatA-algebra. Then :

depthIBB ⊗AM• = depthIM
•.

Proof. It is a special case of lemma 5.4.16(iii). Alternatively, one remarks that

K•(g,M• ⊗A B) ≃ K•(g,M•)⊗A B for every finite sequence of elementsg in A

which allows to apply proposition 5.4.31(ii.b). �
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Theorem 5.4.36.LetA → B be a local homomorphism of local rings, and suppose that the
maximal idealsmA andmB ofA andB are finitely generated. Let alsoM be anA-module and
N aB-module which is flat overA. Then we have :

depthB(M ⊗A N) = depthAM + depthB/mAB(N/mAN).

Proof. Let f := (f1, . . . , fr) andg := (g1, . . . , gs) be finite systems of generators formA and
respectivelymB, the maximal ideal ofB/mAB. We choose an arbitrary lifting ofg to a finite
systemg of elements ofmB; then(f , g) is a system of generators formB. We have a natural
identification of complexes ofB-modules :

K•(f , g)
∼→ Tot•(K•(f)⊗A K•(g))

whence natural isomorphisms :

K•((f , g),M ⊗A N)
∼→ Tot•(K•(f ,M)⊗A K•(g, N)).

A standard spectral sequence, associated to the filtration by rows, converges to the cohomology
of this total complex, and sinceN is a flatA-module,K•(g, N) is a complex of flatA-modules,
so that theE1 term of this spectral sequence is found to be :

Epq
1 ≃ Hq(f ,M)⊗A Kp(g, N)

and the differentialsdpq1 : Epq
1 → Ep+1,q

1 are induced by the differentials of the complex
K•(g, N). SetκA := A/mA; notice thatHq(f ,M) is aκA-vector space, hence

Hq(f ,M)⊗A H•(g, N) ≃ H•(Hq(f ,M)⊗κA K•(g, N/mAN))

and consequently :
Epq

2 ≃ Hq(f ,M)⊗κA Hp(g, N/mAN).

Especially :

(5.4.37) Epq
2 = 0 if eitherp < d := depthAM or q < d′ := depthB/mAB(N/mAN).

HenceH i((f , g),M ⊗A N) = 0 for all i < d + d′ and moreover, ifd and d′ are finite,
Hd+d′((f , g),M ⊗A N) ≃ Edd′

2 6= 0. Now the sought identity follows readily from propo-
sition 5.4.31(i). �

Remark 5.4.38.By inspection of the proof, we see that – under the assumptions of theorem
5.4.36 – the following identity has been proved :

Extd+d
′

A (B/mB,M ⊗A N) ≃ ExtdA(A/mA,M)⊗A Extd
′

B/mAB
(B/mB, N/mAN)

whered andd′ are defined as in (5.4.37).

Corollary 5.4.39. Let f : X → S be a locally finitely presented morphism of schemes,F a f -
flat quasi-coherentOX-module of finite presentation,G any quasi-coherentOS-module,x ∈ X
any point,i : f−1f(x)→ X the natural morphism. Then :

δ′(x,F ⊗OX f
∗G ) = δ′(x, i∗F ) + δ′(f(x),G ).

Proof. Sets := f(x), and denote by

js : S(s) := SpecOS,s → S and fs : X(s) := X ×S S(s)→ S(s)

the induced morphisms. By inspecting the definitions, one checks easily that

δ′(x,F ⊗OX f
∗G ) = δ′(x,F|X(s) ⊗OX(s)

f ∗
s G|S(s)) and δ′(s,G ) = δ′(s,G|S(s)).

Thus, we may replaceS byS(s) andX byX(s), and assume from start thatS is a local scheme
ands its closed point. Clearly we may also assume thatX is affine and finitely presented overS.
Then we can writeS as the limit of a cofiltered family(Sλ | λ ∈ Λ) of local noetherian schemes,
and we may assume thatf : X → S is a limit of a cofiltered family(fλ : Xλ → Sλ | λ ∈ Λ)
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of morphisms of finite type, such thatXµ = Xλ ×Sλ Sµ wheneverµ ≥ λ. Likewise, we may
descendF to a family(Fλ | λ ∈ Λ) of finitely presented quasi-coherentOXλ-modules, such that
Fµ = ϕ∗

µλFλ for everyµ ≥ λ (whereϕµλ : Xµ → Xλ is the natural morphism). Furthermore,
up to replacingΛ by some cofinal subset, we may assume thatFλ isfλ-flat for everyλ ∈ Λ ([32,
Ch.IV, Cor.11.2.6.1(ii)]). For everyλ, µ ∈ Λ with µ ≥ λ, denote byψλ : S → Sλ andψµλ :
Sµ → Sλ the natural morphisms, and letsλ := ψλ(s); given a constructible closed subscheme
Zλ ⊂ Sλ, setZ := ψ−1

λ Zλ (resp.Zµ := ψ−1
µλZλ), which is constructible and closed inS (resp.

in Sµ). According to lemma 5.4.16(ii) we havedepthZG = depthZµψµ∗G = depthZλψλ∗G ,
whence the inequality :

δ′(sλ, ψλ∗G ) ≤ δ′(sµ, ψµ∗G ) ≤ δ′(s,G ) wheneverµ ≥ λ.

On the other hand, every closed constructible subschemeZ ⊂ S is of the formψ−1
λ Zλ for some

λ ∈ Λ andZλ closed constructible inSλ ([28, Ch.III, Cor.8.2.11]), so that :

(5.4.40) δ′(s,G ) = sup{δ′(sλ, ψλ∗G ) | λ ∈ Λ}.
Similarly, for everyλ ∈ Λ let xλ be the image ofx in Xλ and denote byiλ : f−1

λ (sλ)→ Xλ the
natural morphism. Notice thatf−1

λ (sλ) is a scheme of finite type overSpecκ(sλ), especially
it is noetherian, henceδ′(xλ, i∗λFλ) = δ(xλ, i

∗
λFλ), by lemma 5.4.19(ii); by the same token

we have as well the identity :δ′(x, i∗F ) = δ(x, i∗F ). Then, since the natural morphism
f−1(s)→ f−1

λ (sλ) is faithfully flat, corollary 5.4.35 yields the identity :

(5.4.41) δ′(xλ, i
∗
λFλ) = δ′(x, i∗F ) for everyλ ∈ Λ.

Next, notice that the local schemeX(x) is the limit of the cofiltered system of local schemes
(Xλ(xλ) | λ ∈ Λ). LetZλ ⊂ Xλ(xλ) be a closed constructible subscheme and setZ := ϕ−1

λ Zλ,
whereϕλ : X(x)→ Xλ(xλ) is the natural morphism. LetYλ be the fibre product in the cartesian
diagram of schemes :

Yλ
qλ //

pλ

��

Xλ(xλ)

��
S

ψλ // Sλ.

The morphismϕλ factors through a unique morphism ofS-schemesϕλ : X(x) → Yλ, and if
yλ ∈ Yλ is the image of the closed pointx of X(x), thenϕλ induces a natural identification
X(x)

∼→ Yλ(yλ). To ease notation, let us set :

H := F ⊗OX f
∗G and Hλ := Fλ ⊗OXλ

f ∗
λψλ∗G .

In view of theorem 5.4.20(i), there follows a natural isomorphism :

(5.4.42) RΓZH|X(x)
∼→ ϕ∗

λRΓq−1
λ (Zλ)

(q∗λFλ|Xλ(xλ) ⊗OYλ
p∗λG ).

On the other hand, applying the projection formula (see remark 5.1.21) we get :

(5.4.43) qλ∗(q
∗
λFλ|Xλ(xλ) ⊗OYλ

p∗λG ) ≃Hλ|Xλ(xλ).

Combining (5.4.42), (5.4.43) and lemma 5.4.12(v) we deduce:

RΓZH|X(x) ≃ ϕ∗
λRΓZλHλ|Xλ(xλ).

Notice that the foregoing argument applies also in caseS is replaced by someSµ for some
µ ≥ λ (and consequentlyX is replaced byXµ); we arrive therefore at the inequality :

(5.4.44) δ′(xλ,Hλ) ≤ δ′(xµ,Hµ) ≤ δ′(x,H ) wheneverµ ≥ λ.

Claim5.4.45. δ′(x,H ) = sup {δ′(xλ,Hλ) | λ ∈ Λ}.
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Proof of the claim.Due to (5.4.44) we may assume thatd := δ′(xλ,Hλ) < +∞ for every
λ ∈ Λ. The condition means thatRdΓZλHλ|Xλ(xλ) 6= 0 for everyλ ∈ Λ and every closed
constructible subschemeZλ ⊂ Xλ(xλ). We have to show thatRdΓZH|X(x) 6= 0 for arbitrarily
small constructible closed subschemesZ ⊂ X(x). However, given suchZ, there existsλ ∈ Λ
andZλ closed constructible inXλ(xλ) such thatZ = ϕ−1(Zλ) ([28, Ch.III, Cor.8.2.11]). Say
that:

S = SpecA Sλ = SpecAλ Xλ(xλ) = SpecBλ.

HenceYλ ≃ SpecA⊗Aλ Bλ. Let alsoFλ (resp.G) be aBλ-module (resp.A-module) such that
F∼
λ ≃ Fλ (resp.G∼ ≃ G ). ThenH|Yλ ≃ (Fλ ⊗Aλ G)∼. Let mλ ⊂ Bλ andnλ ⊂ Aλ be the

maximal ideals. Up to replacingZ by a smaller subscheme, we may assume thatZλ = V (mλ).
To ease notation, set :

E1 := ExtaAλ(κ(sλ), G) E2 := ExtbBλ/nλB(κ(xλ), Fλ/nλBλ)

with a = δ′(sλ, ψλ∗G ) andb = d− a. Proposition 5.4.31(i),(ii) and remark 5.4.38 say that

0 6= E3 := ExtdBλ(κ(xλ), Fλ ⊗Aλ G) ≃ E1 ⊗κ(sλ) E2.

To conclude, it suffices to show thatyλ ∈ SuppE3. However :

SuppE3 = (p−1
λ SuppE1) ∩ (q−1

λ SuppE2).

Now, pλ(yλ) = s, and clearlys ∈ SuppE1, sinceG is anA-module ands is the closed point of
S; likewise,qλ(yλ) = xλ is the closed point ofXλ(xλ), therefore it is in the support ofE2. ♦

We can now conclude the proof : indeed, from theorem 5.4.36 wederive :

δ′(xλ,Hλ) = δ′(x, i∗λFλ) + δ′(f(x), ψλ∗G ) for everyλ ∈ Λ

and then the corollary follows from (5.4.40), (5.4.41) and claim 5.4.45. �

5.4.46. Consider now a finitely presented morphism of schemes f : X → Y , and a sheaf of
idealsI ⊂ OX of finite type. Letx ∈ X be any point, and sety := f(x); notice thatf−1(y)
is an algebraicκ(y)-scheme, so that the local ringOf−1(y),x is noetherian. We letI (y) :=
i−1
y I · Of−1(y), which is a coherent sheaf of ideals of the fibref−1(y). ThefibrewiseI -depth

ofX overY at the pointx is the integer:

depthI ,f(x) := depthI (y)xOf−1(y),x.

In caseI = OX , the fibrewiseI -depth shall be called thefibrewise depthat the pointx, and
shall be denoted bydepthf (x). In view of (5.4.29) we have the identity:

(5.4.47) depthI ,f(x) = inf{depthf(z) | z ∈ V (I (y)) andx ∈ {z}}.
5.4.48. The fibrewiseI -depth can be computed locally as follows. For a givenx ∈ X, set
y := f(x) and letU ⊂ X be any affine open neighborhood ofx such thatI|U is generated by
a finite family f := (fi)1≤i≤r, wherefi ∈ I (U) for everyi ≤ r. Then proposition 5.4.31(i)
implies that :

(5.4.49) depthI ,f(x) = sup{n ∈ N | H i(K•(f ,OX(U))x ⊗OY,y κ(y)) = 0 for all i < n}.
Proposition 5.4.50.In the situation of(5.4.46), for every integerd ∈ N we define the subset:

LI (d) := {x ∈ X | depthI ,f(x) ≥ d}.
Then the following holds:

(i) LI (d) is a constructible subset ofX.
(ii) Let Y ′ → Y be any morphism of schemes, setX ′ := X ×Y Y ′, and letg : X ′ → X,

f ′ : X ′ → Y ′ be the induced morphisms. Then:

Lg∗I (d) = g−1LI (d) for everyd ∈ N.
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Proof. (ii): The identity can be checked on the fibres, hence we may assume thatY = Spec k
andY ′ = Spec k′ for some fieldsk ⊂ k′. Let x′ ∈ X ′ be any point andx ∈ X its image; since
the mapOX,x → OX′,x′ is faithfully flat, corollary 5.4.35 implies:

depthg∗I ,f ′(x
′) = depthI ,f(x)

whence (ii).
(i): (We refer here to the notion of constructibility definedin [25, Ch.0, Déf.2.3.10], which

is local onX; this corresponds to the local constructiblity as defined in[28, Ch.0, Déf.9.1.11].)
We may assume thatY = SpecA, X = SpecB, I = I∼, whereA is a ring,B is a finitely
presentedA-algebra, andI ⊂ B is a finitely generated ideal, for which we choose a finite
system of generatorsf := (fi)1≤i≤r. We may also assume thatA is reduced. Suppose first that
A is noetherian; then, for everyi ∈ N andy ∈ Y let us set:

NI (i) =
⋃

y∈Y

SuppH i(K•(f , B)⊗A κ(y)).

Taking into account (5.4.29) and (5.4.49), we deduce:

LI (d) =

d−1⋂

i=0

(X\NI (i)).

It suffices therefore to show that each subsetNI (i) is constructible. For everyj ∈ N we set:

Zj := Ker(dj : Kj(f , B)→ Kj+1(f , B)) Bj := Im(dj−1 : Kj−1(f , B)→ Kj(f , B)).

Using [32, Ch.IV, Cor. 8.9.5], one deduces easily that thereexists an affine open subscheme
U ⊂ Y , sayU = SpecA′ for some flatA-algebraA′, such thatA′ ⊗A Z•, A′ ⊗A B• and
A′ ⊗A H•(K•(f , B)) are flatA′-modules. By noetherian induction, we can then replaceY
by U andX by X ×Y U , and assume from start thatZ•, B• andH•(K•(f , B)) are flatA-
modules. In such case, taking homology of the complexK•(f , B) commutes with any base
change; therefore:

NI (i) =
⋃

y∈Y

SuppH i(f , B)⊗A κ(y) = SuppH i(f , B)

whence the claim, since the support of aB-module of finite type is closed inX.
Finally, for a general ringA, we can find a noetherian subalgebraA′ ⊂ A, anA′-algebraB′

of finite type and a finitely generated idealI ′ ⊂ B′ such thatB = A ⊗A′ B andI = I ′B. Let
I ′ be the sheaf of ideals onX ′ := SpecB′ determined byI ′; by the foregoing,LI ′(d) is a
constructible subset ofX ′. Thus, the assertion follows from (ii), and the fact that a morphism
of schemes is continuous for the constructible topology ([30, Ch.IV, Prop.1.8.2]). �

5.5. Depth and associated primes.

Definition 5.5.1. LetX be a scheme,F a quasi-coherentOX-module.

(i) Let x ∈ X be any point; we say thatx is associated toF if there existsf ∈ Fx such
that the radical of the annihilator off in OX,x is the maximal ideal ofOX,x. If x is a
point associated toF andx is not a maximal point ofSuppF , we say thatx is an
imbedded pointfor F . We shall denote :

AssF := {x ∈ X | x is associated toF}.
(ii) We say that theOX-moduleF satisfies conditionS1 if every associated point ofF is

a maximal point ofX.
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(iii) Likewise, if X is affine, sayX = SpecA, andM is anyA-module, we denote by
AssAM ⊂ X (or just byAssM , if the notation is not ambiguous) the set of prime
ideals associated to theOX-moduleM∼ arising fromM . We say thatM satisfies
conditionS1 if the same holds for theOX-moduleM∼.

(iv) Let x ∈ X be a point,G a quasi-coherentOX-submodule ofF . We say thatG is a
x-primary submoduleof F if AssF/G = {x}. We say thatG is aprimary submodule
of F if there exists a pointx ∈ X such thatG is x-primary.

(v) We say that a submoduleG of theOX-moduleF admits aprimary decompositionif
there exist primary submodulesG1, . . . ,Gn ⊂ F such thatG = G1 ∩ · · · ∩ Gn.

Remark 5.5.2. (i) Our definition of associated point is borrowed from [45, Partie I, Déf.3.2.1].
It agrees with that of [44, Exp.III, Déf.1.1] in caseX is a locally noetherian scheme (see lemma
5.5.18(ii)), but in general the two notions are distinct.

(ii) For a noetherian ringA and a finitely generatedA-moduleM , our conditionS1 is the same
as that of [48]. It also agrees with that of [31, Ch.IV, Déf.5.7.2], in caseSuppM∼ = SpecA.

Lemma 5.5.3.LetX be a scheme,F a quasi-coherentOX-module. Then :

(i) AssF ⊂ SuppF .
(ii) AssF|U = U ∩ AssF for every open subsetU ⊂ X.

(iii) F = 0 if and only if AssF = ∅.

Proof. (i) and (ii) are obvious. To show (iii), we may assume thatF 6= 0, and we have to prove
thatAssF is not empty. Letx ∈ X be any point such thatFx 6= 0, and pick a non-zero section
f ∈ Fx; setI := AnnOX,x(f), let q be a minimal prime ideal of the quotient ringOX,x/I, and
q ⊂ OX,x the preimage ofq. Thenq corresponds to a generizationy of the pointx in X; let
fy ∈ Fy be the image off . ThenAnnOX,y(fy) = I · OY,y, whose radical is the maximal ideal
q · OX,y, i.e. y ∈ AssF . �

Proposition 5.5.4.LetX be a scheme,F a quasi-coherentOX-module. We have :

(i) AssF = {x ∈ X | δ(x,F ) = 0}.
(ii) If 0→ F ′ → F → F ′′ is an exact sequence of quasi-coherentOX -modules, then :

AssF ′ ⊂ AssF ⊂ AssF ′ ∪AssF ′′.

(iii) If x ∈ X is any point, andG1, . . . ,Gn (for somen > 0) arex-primary submodules of
F , thenG1 ∩ · · · ∩ Gn is alsox-primary.

(iv) Letf : X → Y be a finite morphism of schemes. Then
(a) The natural map :

⊕

x∈f−1(y)

Γ{x}F|X(x) → Γ{y}f∗F|Y (y)

is a bijection for ally ∈ Y .
(b) Ass f∗F = f(AssF ).

(v) Suppose thatF is the union of a filtered family(Fλ | λ ∈ Λ) of quasi-coherentOX-
submodules. Then : ⋃

λ∈Λ

AssFλ = AssF .

(vi) Letf : Y → X be a flat morphism of schemes, and suppose that the topological space
|X| underlyingX is locally noetherian. ThenAss f ∗F ⊂ f−1AssF .

Proof. (i) and (v) follow directly from the definitions.
(ii): Consider, for every pointx ∈ X the induced exact sequence ofOX(x)-modules :

0→ Γ{x}F
′
x → Γ{x}Fx → Γ{x}F

′′
x .
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Then :
Supp Γ{x}F

′
x ⊂ Supp Γ{x}Fx ⊂ SuppΓ{x}F

′
x ∪ Supp Γ{x}F

′′
x

which, in light of (i), is equivalent to the contention.
(iii): One applies (ii) to the natural injection :F/(G1 ∩ · · · ∩ Gn)→ ⊕ni=1F/Gi.
(iv): We may assume thatY is a local scheme with closed pointy ∈ Y . Let x1, . . . , xn ∈ X

be the finitely many points lying overy; for everyi, j ≤ n, we let

πj : X(xj)→ Y and πij : X(xi)×X X(xj)→ Y

be the natural morphisms. To ease notation, denote also byFi (resp.Fij) the pull back of ofF
toX(xj) (resp. toX(xi)×X X(xj)). The induced morphismU := X(x1)∐· · ·∐X(xn)→ X
is faithfully flat, so descent theory yields an exact sequence ofOY -modules :

(5.5.5) 0 // f∗F //
∏n

j=1 πj∗Fj

p∗1 //

p∗2

//
∏n

i,j=1 πij∗Fij .

wherep1, p2 : U ×X U → U are the natural morphisms.

Claim5.5.6. The induced maps :

Γ{y}p
∗
1,Γ{y}p

∗
2 :

n∏

j=1

Γ{y}πj∗Fj
→

n∏

i,j=1

Γ{y}πij∗Fij

coincide.

Proof of the claim. Indeed, it suffices to verify that they coincide after projecting onto each
factorGij := Γ{y}πij∗Fij . But this is clear from definitions ifi = j. On the other hand, ifi 6= j,
the image ofπij in Y does not containy, so the corresponding factorGij vanishes. ♦

From (5.5.5) and claim 5.5.6 we deduce that the natural map

Γ{y}f∗F →
n∏

j=1

Γ{y}πj∗Fj

is a bijection. ClearlyΓ{y}πj∗Fj = Γ{x}Fj, so both assertions follow easily.
(vi): Let x ∈ X be any point; since|X| is locally noetherian, the subset{x} is closed and

constructible inX(x), and thenf−1(x) is closed and constructible inY ×X X(x). Hence
δ(y, f ∗F ) ≥ δ(x,F ) for everyy ∈ f−1(x) (lemma 5.4.16(iii) and theorem 5.4.20(ii)). Then
the assertion follows from (i). �

Corollary 5.5.7. In the situation of corollary5.4.39, suppose furthermore that|S| is a locally
noetherian topological space. Then we have :

AssF ⊗OX f
∗G =

⋃

s∈AssG

AssF ⊗OS,s κ(s).

Proof. Under the stated assumptions, it is easily seen that, for every x ∈ X (resp.s ∈ S), the
subset{x} (resp.{s}) is constructible inX (resp. inS). Then the assertion follows immediately
from proposition 5.5.4(i) and theorem 5.4.20(ii). �

Remark 5.5.8. Actually, it can be shown that the extra assumption on|S| is superflous : see
[45, Part I, Prop.3.4.3].

Corollary 5.5.9. LetX be a quasi-compact and quasi-separated scheme,F a quasi-coherent
OX-module andG ⊂ F a quasi-coherent submodule. Then :

(i) For every quasi-compact open subsetU ⊂ X and every quasi-coherent primaryOU -
submoduleN ⊂ F|U , with G|U ⊂ N , there exists a quasi-coherent primaryOX-
submoduleM ⊂ F such thatM|U = N andG ⊂ N .
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(ii) G admits a primary decomposition if and only if there exists a finite open covering
X = U1∪· · ·∪Un consisting of quasi-compact open subsets, such that the submodules
G|Ui ⊂ F|Ui admit primary decompositions for everyi = 1, . . . , n.

Proof. Say thatN is x-primary for some pointx ∈ U , and setZ := X \U . According to
[26, Ch.I, Prop.9.4.2], we can extendN to a quasi-coherentOX-submoduleM1 ⊂ F ; up to
replacingM1 by M1 + G , we may assume thatG ⊂ M1. Since(F/M1)|U = F|U/N , it
follows from lemma 5.5.3(ii) thatAssF/M1 ⊂ {x} ∪ Z. Let M := ΓZ(F/M1), and denote
by M the preimage ofM in F . There follows a short exact sequence :

0→M → F/M1 → F/M → 0.

ClearlyR1ΓZM = 0, whence a short exact sequence

0→ ΓZM → ΓZ(F/M1)→ ΓZ(F/M )→ 0.

We deduce thatdepthZ(F/M ) > 0; then theorem 5.4.20(ii) and proposition 5.5.4(i) show that
Z ∩Ass (F/M ) = ∅, so thatM is x-primary, as required.

(ii): We may assume that a coveringX = U1 ∪ · · · ∪ Un is given with the stated property.
For everyi ≤ n, let G|Ui = Ni1 ∩ · · · ∩Niki be a primary decomposition; by (i) we may extend
everyNij to a primary submoduleMij ⊂ F containingG . ThenG =

⋂n
i=1

⋂ki
j=1 Mij is a

primary decomposition ofG . �

Lemma 5.5.10.LetX be a quasi-separated and quasi-compact scheme,F a quasi-coherent
OX -module of finite type. Then the submodule0 ⊂ F admits a primary decomposition if and
only if the following conditions hold:

(a) AssF is a finite set.
(b) For everyx ∈ AssF there is ax-primary idealI ⊂ OX,x such that the natural map

Γ{x}Fx → Fx/IFx

is injective.

Proof. In view of corollary 5.5.9(i) we are reduced to the case whereX is an affine scheme, say
X = SpecA, andF = M∼ for anA-moduleM of finite type. Suppose first that0 admits a
primary decomposition :

(5.5.11) 0 =

k⋂

i=1

Ni.

Then the natural mapM → ⊕ki=1M/Ni is injective, hence

(5.5.12) AssM ⊂ Ass
k⊕

i=1

M/Ni ⊂
k⋃

i=1

AssM/Ni

by proposition 5.5.4(ii), and this shows that (a) holds. Next, if Ni andNj arep-primary for
the same prime idealp ⊂ A, we may replace both of them by their intersection (proposition
5.5.4(iii)). Proceeding in this way, we achieve that theNi appearing in (5.5.11) are primary
submodules for pairwise distinct prime idealsp1, . . . , pk ⊂ A. By (5.5.12) we haveAssM ⊂
{p1, . . . , pk}. Suppose thatp1 /∈ AssM , and setQ := Ker (M → ⊕ki=2M/Ni). For everyj > 1
we haveΓ{pj}(M/N1)

∼ = 0, therefore :

Γ{pj}Q
∼
pj
= Ker (Γ{pj}M

∼
pj
→ ⊕ki=1(M/Ni)

∼
pj
) = 0.
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HenceAssQ = ∅, by proposition 5.5.4(i), and thenQ = 0 by lemma 5.5.3(iii). In other
words, we can omitN1 from (5.5.11), and still obtain a primary decomposition of0; iterating
this argument, we may achieve thatAssM = {p1, . . . , pk}. After these reductions, we see that

Γ{pj}(M/Ni)
∼
pj
= 0 wheneveri 6= j

and consequently :

Ker (ϕj : Γ{pj}M
∼
pj
→ (M/Nj)pj ) = 0 for everyj = 1, . . . , k.

Now, for givenj ≤ k, let f 1, . . . , fn be a system of non-zero generators forM/Nj; by assump-
tion Ii := AnnA(f i) is a pj-primary ideal for everyi ≤ n. Henceqj := AnnA(M/Nj) =⋂n
i=1 Ii is pj-primary as well; sinceϕj factors through(M/qjM)pj , we see that (b) holds.
Conversely, suppose that (a) and (b) hold. Say thatAssM = {p1, . . . , pk}; for everyj ≤ k

we choose apj-primary idealqj such that the mapΓ{pj}M
∼
pj
→Mpj/qjMpj is injective. Clearly

Nj := Ker (M → Mpj/qjMpj ) is apj-primary submodule ofM ; moreover, the induced map
ϕ : M → ⊕kj=1M/Nj is injective, sinceAssKerϕ = ∅ (proposition 5.5.4(ii) and lemma

5.5.3(iii)). In other words,0 =
⋂k
j=1Nj is a primary decomposition of0. �

Proposition 5.5.13.LetX be a quasi-compact and quasi-separated scheme,0→ F ′ → F →
F ′′ → 0 a short exact sequence of quasi-coherentOX -modules of finite type, and suppose that

(a) AssF ′ ∩ SuppF ′′ = ∅.
(b) The submodules0 ⊂ F ′ and0 ⊂ F ′′ admit primary decompositions.

Then the submodule0 ⊂ F admits a primary decomposition.

Proof. The assumptions imply thatAssF ′ andAssF ′′ are finite sets, (lemma 5.5.10), hence
the same holds forAssF (proposition 5.5.4(ii)). Given any pointx ∈ X and anyx-primary
idealI ⊂ OX,x, we may consider the commutative diagram with exact rows:

0 // Γ{x}F
′
x

//

α

��

Γ{x}Fx //

β

��

Γ{x}F
′′
x

γ

��

Tor
OX,x
1 (I,F ′′

x )
// F ′

x/IF
′
x

// Fx/IFx
// F ′′

x /IF
′′
x

Now, if x ∈ AssF ′, assumption (a) implies thatΓ{x}F ′′
x = 0 = Tor

OX,x
1 (Ix,F ′′

x ), and by (b)
and lemma 5.5.10 we can chooseI such thatα is injective; a little diagram chase then shows
thatβ is injective as well. Similarly, ifx ∈ AssF ′′, we haveΓ{x}F ′

x = 0 and we may chooseI
such thatγ is injective, which implies again thatβ is injective. To conclude the proof it suffices
to apply again lemma 5.5.10. �

Proposition 5.5.14.LetY be a quasi-compact and quasi-separated scheme,f : X → Y a finite
morphism andF a quasi-coherentOX -module of finite type. Then theOX-submodule0 ⊂ F
admits a primary decomposition if and only if the same holds for theOY -submodule0 ⊂ f∗F .

Proof. Under the stated assumptions, we can apply the criterion of lemma 5.5.10. To start
out, it is clear from proposition 5.5.4(iv.b) thatAssF is finite if and only ifAss f∗F is finite.
Next, suppose that0 ⊂ F admits a primary decomposition, lety ∈ Y be any point and set
f−1(y) := {x1, . . . , xn}; we may also assume thatY andX are affine, and then for everyj ≤ n
we can find anxj-primary idealIj ⊂ OX such that the mapΓ{xj}Fxj → Fxj/IjFxj is injective.
Let I be the kernel of the natural mapOY → f∗(OX/(I1 ∩ · · · ∩ In). ThenI is a quasi-coherent
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y-primary ideal ofOY and we deduce a commutative diagram :

(5.5.15)

⊕n
j=1 Γ{xj}(Fx) //

α

��

Γ{y}(f∗Fy)

β

��⊕n
j=1 Fxj/IFxj

// f∗Fy/If∗Fy

whose horizontal arrows are isomorphisms, in view of proposition 5.5.4(iv.a), and whereα is
injective by construction. It follows thatβ is injective, so condition (b) of lemma 5.5.10 holds
for the stalkf∗Fy, and sincey ∈ Y is arbitrary, we see that0 ⊂ f∗F admits a primary
decomposition. Conversely, suppose that0 ⊂ f∗F admits a primary decomposition; then for
everyy ∈ Y we can find a quasi-coherenty-primary idealI ⊂ OY such that the mapβ of
(5.5.15) is injective; henceα is injective as well, and again we deduce easily that0 ⊂ F admits
a primary decomposition. �

Proposition 5.5.16.LetX andF be as in lemma5.5.10, i : Z → X a closed constructible
immersion, andU := X\Z. Suppose that :

(a) TheOU -submodule0 ⊂ F|U and theOZ-submodule0 ⊂ i∗F admit primary decom-
positions.

(b) The natural mapΓZF → i∗i
∗F is injective.

Then theOX-submodule0 ⊂ F admits a primary decomposition.

Proof. We shall verify that conditions (a) and (b) of lemma 5.5.10 hold for F . To check
condition (a), it suffices to remark thatU ∩ AssF = AssF|U (which is obvious) and that
Z ∩AssF ⊂ Ass i∗F , which follows easily from our current assumption (b).

Next we check that condition (b) ofloc.cit. holds. This is no problem for the pointsx ∈
U ∩ AssF , so suppose thatx ∈ Z ∩ AssF . Moreover, we may also assume thatX is affine,
sayX = SpecA, so thatZ = V (J) for some idealJ ⊂ A. Due to proposition 5.5.14 we know
that0 ⊂ G := i∗i

∗F admits a primary decomposition, hence we can find anx-primary ideal
I ⊂ A such that the natural mapΓ{x}G → Gx/IGx ≃ Fx/(I + J)Fx is injective. Clearly
I + J is again ax-primary ideal; sinceZ is closed and constructible, theorem 5.4.20(i) and our
assumption (b) imply that the natural mapΓ{x}F → Γ{x}G is injective, hence the same holds
for the mapΓ{x}F → Fx/(I + J)Fx, as required. �

5.5.17. Let nowA be a ring, and setX := SpecA. An associated (resp. imbedded) point for
the quasi-coherentOX-moduleOX is also called anassociated(resp.imbedded) prime idealof
A. We notice :

Lemma 5.5.18.LetM be anyA-module. The following holds :

(i) AssM is the set of allp ∈ SpecA with the following property. There existsm ∈ M ,
such thatp is a maximal point of the closed subsetSupp(m) (i.e. p is the preimage of
a minimal prime ideal of the ringA/AnnA(m)).

(ii) If p ∈ AssM , andp is finitely generated, there existsm ∈M with p = AnnA(m).

Proof. (i): Indeed, suppose thatm ∈ M \{0} is any element, andp is a maximal point of
V (AnnA(m)); denote bymp ∈Mp :=M ⊗A Ap the image ofm. Then :

(5.5.19) AnnAp
(mp) = AnnA(m)⊗A Ap.

HenceAp/AnnAp
(mp) = (A/AnnA(m))⊗A Ap, and the latter is by assumption a local ring of

Krull dimension zero; it follows easily that the radical ofAnnAp
(mp) is pAp, i.e. p ∈ AssAM ,

as stated.
Conversely, suppose thatp ∈ AssAM ; then there existsmp ∈ Mp such that the radical of

AnnAp
(mp) equalspAp. We may assume thatmp is the image of somem ∈ M ; then (5.5.19)
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implies thatV (AnnA(m)) ∩ SpecAp = V (AnnAp
(mp)) = {p}, sop is a maximal point of

V (AnnA(m)).
(ii): Supposep ∈ AssM is finitely generated; by definition, there existsy ∈ Mp such that

the radical ofI := AnnAp
(y) equalspAp. Sincep is finitely generated, some power ofpAp

is contained inI. Let t ∈ N be the smallest integer such thatptAp ⊂ I, and pick any non-
zero elementx in pt−1Apy; thenAnnAp

(x) = pAp. After clearing some denominators, we
may assume thatx ∈ M . Let a1, . . . , ar be a finite set of generators forp; we may then find
t1, . . . , tr ∈ A\p such thattiaix = 0 in M , for everyi ≤ r. Setx′ := t1 · . . . · trx; thenp ⊂
AnnA(x

′); howeverAnnAp
(x′) = pAp, thereforep = AnnA(x

′), whence the contention. �

5.5.20. Let nowp ⊂ A be any prime ideal, andn ≥ 1; if A/pn does not admit imbedded
primes, then the idealpn is p-primary. In the presence of imbedded primes, this fails. For
instance, we have the following :

Example 5.5.21.Let k be a field,k[x, y] the free polynomial algebra in indeterminatesx andy;
consider the idealI := (xy, y2), and setA := k[x, y]/I. Let x andy be the images ofx andy
in A; thenp := (y) ⊂ A is a prime ideal, andp2 = 0. However,m := AnnA(y) is the maximal
ideal generated byx andy, so the ideal0 ⊂ A is notp-primary.

There is however a natural sequence ofp-primary ideals naturally attached top. To explain
this, let us remark, more generally, the following :

Lemma 5.5.22.LetA be a ring,p ⊂ A a prime ideal. Denote byϕp : A→ Ap the localization
map. The rule :

I 7→ ϕ−1
p I

induces a bijection from the set ofpAp-primary ideals ofAp, to the set ofp-primary ideals ofA.

Proof. Suppose thatI ⊂ Ap is pAp-primary; since the natural mapA/ϕ−1
p I → Ap/I is in-

jective, it is clear thatϕ−1
p I is p-primary. Conversely, suppose thatJ ⊂ A is p-primary; we

claim thatJ = ϕ−1
p (Jp). Indeed, by assumption (and by lemma 5.5.3(iii)) we have(A/J)q = 0

wheneverq 6= p; it follows easily that the localization mapA/J → Ap/Jp is an isomorphism,
whence the contention. �

Definition 5.5.23. Keep the notation of lemma 5.5.22; for everyn ≥ 0 one defines then-th
symbolic powerof p, as the ideal :

p(n) := ϕ−1
p (pnAp).

By lemma 5.5.22, the idealp(n) is p-primary for everyn ≥ 1. More generally, for everyA-
moduleM , let ϕM,p : M → Mp be the localization map; then one defines thep-symbolic
filtration onM , by the rule :

Fil(n)p M := ϕ−1
M,p(p

nMp) for everyn ≥ 0.

The filtrationFil(•)p M induces a (linear) topology onM , called thep-symbolic topology.
More generally, ifΣ ⊂ SpecA is any subset, we define theΣ-symbolic topologyonM , as

the coarsest linear topologyTΣ on M such thatFil(n)p M is an open subset ofTΣ, for every
p ∈ Σ and everyn ≥ 0. If Σ is finite, it is induced by theΣ-symbolic filtration, defined by the
submodules :

Fil
(n)
Σ M :=

⋂

p∈Σ

Fil(n)p M for everyn ≥ 0.
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5.5.24. LetA be a ring,M anA-module,I ⊂ A an ideal. We shall show how to characterize
the finite subsetsΣ ⊂ SpecA such that theΣ-symbolic topology onM agrees with theI-
preadic topology (see theorem 5.5.33). Hereafter, we beginwith a few preliminary observations.
First, suppose thatA is noetherian; then it is easily seen that, for every prime idealp ⊂ A, and
every pAp-primary idealI ⊂ Ap, there existsn ∈ N such thatpnAp ⊂ I. From lemma
5.5.22 we deduce that everyp-primary ideal ofA contains a symbolic power ofp; i.e., every
p-primary ideal is open in thep-symbolic topology ofA. More generally, letΣ ⊂ SpecA be
any subset,M a finitely generatedA-module, andN ⊂M a submodule; from the existence of a
primary decomposition forN ([61, Th.6.8]), we see thatN is open in theΣ-symbolic topology
of M , wheneverAssM/N ⊂ Σ. Especially, ifAssM/InM ⊂ Σ for everyn ∈ N, then the
Σ-symbolic topology is finer than theI-preadic topology onM . On the other hand, clearly
InM ⊂ Fil(n)p M for everyp ∈ SuppM/IM and everyn ∈ N, so theI-preadic topology onM
is finer than theSuppM/IM-symbolic topology. Summing up, if we have :

Σ0(M) :=
⋃

n∈N

AssM/InM ⊂ Σ ⊂ SuppM/IM

then theΣ-symbolic topology onM agrees with theI-preadic topology. Notice that the above
expression forΣ0(M) is a union of finite subsets ([61, Th.6.5(i)]), henceΣ0(M) is – a priori –
at most countable; in fact, we shall show thatΣ0(M) is finite. Indeed, for everyn ∈ N, set :

grnIA := In/In+1 grnIM := InM/In+1M.

Thengr•IA := ⊕n∈NgrnIA is naturally a gradedA/I-algebra, andgr•IM := ⊕n∈NgrnIM is a
gradedgr•IA-module. Letψ : Spec gr•IA→ SpecA/I be the natural morphism, and set :

Σ(M) := ψ(Assgr•IA(gr
•
IM)).

Lemma 5.5.25.With the notation of(5.5.24), we have :

AssA/I(gr
n
IM) ⊂ Σ(M) for everyn ∈ N.

Proof. To ease notation, setA0 := A/I andB := gr•IA. Suppose thatp ∈ AssA0(gr
n
IM); by

lemma 5.5.18(i), there existsm ∈ grnIM such thatp is the preimage of a minimal prime ideal of
A0/AnnA0(m). However, if we regardm as a homogeneous element of theB-modulegr•IM ,
we have the obvious identity :

AnnA0(m) = A0 ∩ AnnB(m) ⊂ B

from which we see that the induced map

A0/AnnA0(m)→ B/AnnB(m)

is injective, henceψ restricts to a dominant morphismV (AnnB(m)) → V (AnnA0(m)). Es-
pecially, there existsq ∈ V (AnnB(m)) with ψ(q) = p; up to replacingq by a generization,
we may assume thatq is a maximal point ofV (AnnB(m)), henceq is an associated prime for
gr•IM , again by lemma 5.5.18(i). �

5.5.26. An easy induction, starting from lemma 5.5.25, shows thatAssAM/InM ⊂ Σ(M),
for everyn ∈ N, thereforeΣ0(M) ⊂ Σ(M). However, ifA is noetherian, the same holds
for gr•IA (since the latter is a quotient of anA/I-algebra of finite type), henceΣ(M) is finite,
providedM is finitely generated ([61, Th.6.5(i)]), anda fortiori, the same holds forΣ0(M).

Remark 5.5.27.Another proof of the finiteness ofΣ0(M) can be found in [21].
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5.5.28. Next, we wish to show that actually there exists asmallestsubsetΣmin(M) ⊂ SpecA
such that theΣmin(M)-symbolic topology onM agrees withI-preadic topology; after some
simple reductions, this boils down to the following assertion. LetΣ ⊂ SpecA be a finite
subset, andp, p′ ∈ Σ two elements, such that theΣ-symbolic topology onM agrees with both
theΣ \{p}-symbolic topology and theΣ\{p′}-symbolic topology; then these topologies agree
as well with theΣ \{p, p′}-symbolic topology. Indeed, given any subsetΣ′ ⊂ SpecA with
p ∈ Σ′, for theΣ′-symbolic and theΣ′ \{p}-symbolic topologies to agree, it is necessary and
sufficient that, for everyn ∈ N there existsm ∈ N such that :

Fil
(m)
Σ′\{p}M ⊂ Fil(n)p M or, what is the same : Fil

(m)
Σ′\{p}Mp ⊂ pnMp.

In the latter inclusion, we may then replaceΣ′ \{p} by the smaller subsetΣ′ ∩ SpecAp \{p},
without changing the two terms. Suppose now thatp′ /∈ SpecAp; then if we apply the above,
first with Σ′ := Σ, and then withΣ′ := Σ \{p′}, we see that theΣ-symbolic topology agrees
with theΣ\{p}-symbolic topology, if and only if theΣ\{p′}-symbolic topology agrees with the
Σ\{p, p′}-symbolic topology, whence the contention. In casep′ ∈ SpecAp, we may assume that
p 6= p′, otherwise there is nothing to prove; then we shall havep /∈ SpecAp′ , so the foregoing
argument still goes through, after reversing the roles ofp andp′.

5.5.29. Finally, theorem 5.5.33 will characterize the subsetΣmin(M) as in (5.5.26). To this
aim, for every prime idealp ⊂ A, letA∧

p denote thep-adic completion ofA; we set :

AssA(I,M) := {p ∈ SpecA | there existsq ∈ AssA∧
p
M⊗AA∧

p such that
√

q+ IA∧
p = pA∧

p }

(where, for any idealJ ⊂ A∧
p we denote by

√
J ⊂ A∧

p the radical ofJ , so the above condition

selects the pointsq ∈ SpecA∧
p , such that{q} ∩ V (IA∧

p ) = {pA∧
p }).

Lemma 5.5.30.LetA be a noetherian ring,M anA-module. Then we have :

(i) depthAp
M⊗AAp = depthA∧

p
M⊗AA∧

p for everyp ∈ SpecA.
(ii) AssA(0,M) = AssAM .

(iii) AssA(I,M) ⊂ V (I) ∩ SuppM .
(iv) Suppose thatM is the union of a filtered family(Mλ | λ ∈ Λ) ofA-submodules. Then :

AssA(I,M) =
⋃

λ∈Λ

AssA(I,Mλ).

(v) AssA(I,M) contains the maximal points ofV (I) ∩ SuppM .

Proof. (iii) is immediate, and in view of [61, Th.8.8], (i) is a special case of corollary 5.4.35.
(ii): By definition, AssA(0,M) consists of all the prime idealsp ⊂ A such thatpA∧

p is an
associated prime ideal ofM⊗AA∧

p ; in light of proposition 5.5.4(i), the latter condition holds
if and only if depthA∧

p
M⊗AA∧

p = 0, hence if and only ifdepthAp
M⊗AAp = 0, by (i); to

conclude, one appeals again to proposition 5.5.4(i).
(iv): In view of proposition 5.5.4(v), we haveAssA∧

p
M⊗AA∧

p =
⋃
λ∈Λ AssA∧

p
Mλ⊗AA∧

p ; the
contention is an immediate consequence.

(v): In view of (iv), we are easily reduced to the case whereM is a finitely generatedA-
module, in which caseSuppM = V (J) for some idealJ ⊂ A. Hence, suppose thatp ⊂ A is
a maximal point ofSpecA/(I + J), in other words, the preimage of a minimal prime ideal of
A/(I + J); notice thatSuppM⊗AA∧

p = V (JA∧
p ). Hence we have(J + I)A∧

p ⊂ q + IA∧
p for

everyq ∈ SuppM⊗AA∧
p , so the radical ofq+ IA∧

p equalspA∧
p , as required. �

Lemma 5.5.31.LetA be a local noetherian ring,m its maximal ideal, and suppose thatA ism-
adically complete. LetM be a finitely generatedA-module, and(FilnM | n ∈ N) a descending
filtration consisting ofA-submodules ofM . Then the following conditions are equivalent :
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(a)
⋂
n∈N Fil

nM = 0.
(b) For everyi ∈ N there existsn ∈ N such thatFilnM ⊂ miM .

Proof. Clearly (b)⇒(a), hence suppose that (a) holds. For everyi, n ∈ N, set

Ji,n := Im(FilnM →M/miM).

For giveni ∈ N, theA-moduleM/miM is artinian, hence there existsn ∈ N such thatJi :=
Ji,n = Ji,n′ for everyn′ ≥ n. Assertion (b) then follows from the following :

Claim 5.5.32. If (a) holds,Ji = 0 for everyi ∈ N.

Proof of the claim.By inspecting the definition, it is easily seen that the naturalA/mi+1-linear
mapJi+1 → Ji is surjective for everyi ∈ N, hence we are reduced to showing thatJ := lim

i∈N
Ji

vanishes. However,J is naturally a submodule oflim
i∈N

M/miM ≃ M , and ifx ∈ M lies inJ ,

then we havex ∈ FilnM + miM for everyi, n ∈ N. SinceFilnM is a closed subset for the
m-adic topology ofM ([61, Th.8.10(i)]), we have

⋂
i∈N(Fil

nM + miM) = FilnM , for every
n ∈ N, hencex ∈

⋂
n∈N Fil

nM , which vanishes, if (a) holds. �

The following theorem generalizes [70, Ch.VIII,§5, Cor.5] and [47, Prop.7.1].

Theorem 5.5.33.Let A be a noetherian ring,I ⊂ A an ideal,M a finitely generatedA-
module, andΣ ⊂ SpecA/I a finite subset. Then theΣ-symbolic topology onM agrees with
theI-preadic topology if and only ifAssA(I,M) ⊂ Σ.

Proof. Let p ∈ AssA(I,M)\Σ, and suppose, by way of contradiction, that theΣ-symbolic
topology agrees with theI-adic topology,i.e. for everyn ∈ N there existsm ∈ N such that :

Fil
(m)
Σ M ⊂ InM.

LetX := SpecAp andU := X\{p}; after localizing at the primep, we deduce the inclusion :

(5.5.34) Fil
(m)
Σ∩UMp ⊂ InMp

(cp. the discussion in (5.5.26)). Let alsoM :=M∼, the quasi-coherentOX-module associated
to M ; clearly we haveImM ⊂ Fil(m)

q M for everyq ∈ SpecA/I, hence (5.5.34) implies the
inclusion :

{x ∈Mp | x|U ∈ ImM (U)} ⊂ InMp.

Let A∧
p (resp. M∧

p ) be thep-adic completion ofA (resp. ofM), f : X∧ := SpecA∧
p → X

the natural morphism, and setU∧ := f−1U = X∧ \ {pA∧
p }. Sincef is faithfully flat, andU is

quasi-compact, we deduce that :

(5.5.35) {x ∈M∧
p | x|U∧ ∈ Imf ∗M (U∧)} ⊂ InM∧

p .

On the other hand, by assumption there existsq ∈ AssA∧
p
M∧

p such that{q}∩V (IA∧
p ) = {pA∧

p },
hence we may findx ∈ M∧

p whose support is{q} (lemma 5.5.18(ii)). It follows easily that the
image ofx vanishes inf ∗M /Imf ∗M (U) for all m ∈ N, i.e. x|U ∈ Imf ∗M (U) for every
m ∈ N, hencex ∈ InM∧

p for everyn ∈ N, in view of (5.5.35). However,M∧
p is separated for

thep-adic topology,a fortiori also for theI-preadic topology, sox = 0, a contradiction.
Next, letp ∈ Σ\AssA(I,M), setΣ′ := Σ\{p}, and suppose that theΣ-symbolic topology

agrees with theI-adic topology; we have to prove that the latter agrees as well with the Σ′-
symbolic topology. This amounts to showing that, for everyn ∈ N there existsm ∈ N such
that :

Fil
(m)
Σ′ M ⊂ Fil(n)p M or, what is the same : Fil

(m)
Σ′ Mp ⊂ pnMp.
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We may write :

Fil
(m)
Σ′ Mp = {x ∈Mp | x|U ∈ (Fil

(m)
Σ′ Mp)

∼(U)} = {x ∈Mp | x|U ∈ (Fil
(m)
Σ Mp)

∼(U)}
from which it is clear that the contention holds if and only if, for everyn ∈ N there exists
m ∈ N such that :

{x ∈Mp | x|U ∈ ImM (U)} ⊂ pnMp.

Arguing as in the foregoing, we see that the latter conditionholds if and only if :

FilmM∧
p := {x ∈M∧

p | x|U∧ ∈ Imf ∗M (U∧)} ⊂ pnM∧
p .

In view of lemma 5.5.31, we are then reduced to showing the following :

Claim5.5.36.
⋂
m∈N Fil

mM∧
p = 0.

Proof of the claim.Letx be an element in this intersection; for anyq ∈ U∧∩V (IA∧
p ), we have

xq ∈
⋂
m∈N q

m(M∧
p )q, hencexq = 0, by [61, Th.8.10(i)]. In other words,Supp(x)∩U∩V (I) =

∅. Suppose thatx 6= 0, and letq be any maximal point ofSupp(x); by lemma 5.5.18(i),q is
an associated prime, and the foregoing implies that{q}∩ V (IA∧

p ) = {pA∧
p }, which contradicts

the assumption thatp /∈ AssA(I,M). �

Corollary 5.5.37. In the situation of theorem5.5.33, AssA(I,M) is a finite set.

Proof. We have already found a finite subsetΣ ⊂ SpecA/I such that theΣ-symbolic topology
onM agrees with theI-preadic topology (see (5.5.26)). The contention then follows straight-
forwardly from theorem 5.5.33. �

Example 5.5.38.Let k be a field withchar k 6= 2, and letC ⊂ A2
k := Spec k[X, Y ] be the

nodal curve cut by the equationY 2 = X2 + X3, so that the only singularity ofC is the node
at the originp := (0, 0) ∈ C. Let R := k[X, Y, Z], A := R/(Y 2 − X2 − X3); denote by
π : A3

k := SpecR → A2
k the linear projection which is dual to the inclusionk[X, Y ] → R,

so thatD := π−1C = SpecA. We define a morphismϕ : A1
k := Spec k[T ] → D by the

rule : T 7→ (T 2 − 1, T (T 2 − 1), T ) (i.e. ϕ is dual to the homomorphism ofk-algebras such
thatX 7→ T 2 − 1, Y 7→ T (T 2 − 1) andZ 7→ T ). Let C ′ ⊂ D be the image ofϕ, with its
reduced subscheme structure. It is easy to check that the restriction of π mapsC ′ birationally
ontoC, so there are precisely two pointsp′0, p

′
1 ∈ C ′ lying over p. Let n := I(C ′) ⊂ A,

the prime ideal which is the generic point of the (irreducible) curveC ′. We claim that then-
preadic topology onA does not agree with then-symbolic topology. To this aim – in view
of theorem 5.5.33 – it suffices to show that{p′0, p′1} ⊂ AssA(n, A). However, for any closed
pointp ∈ π−1(p), thep-adic completionA∧

p admits two distinct minimal primes, corresponding
to the two branches of the nodal conicC at the nodep, and the corresponding irreducible
components ofB := SpecA∧

p meet along the affine lineV (Z). To see this, we may suppose
thatp = (X, Y, Z), henceA∧

p ≃ k[[X, Y, Z]]/(Y 2 − X2(1 + X)), and notice that the latter is
isomorphic tok[[S, Y, Z]]/(Y 2 − S2), via the isomorphism that sendsY 7→ Y , Z 7→ Z and
S 7→ X(1+X)1/2 (the assumption on the characteristic ofk ensures that1+X admits a square
root in k[[X ]]). Now, say thatp = p′0; thenC ′

p := C ′ ∩ B is contained in only one of the two
irreducible components ofB. Let q ∈ B be the minimal prime ideal whose closure does not
containC ′

p; thenq ∈ AssA∧
p and{q} ∩ C ′

p = {pA∧
p }, thereforep′0 ∈ AssA(n, A), as stated.

Example 5.5.39.Let A be an excellent normal ring,I ⊂ A any ideal, and setZ := V (I).
ThenAssA(I, A) is the setMax(Z) of all maximal points ofZ. Indeed,Max(Z) ⊂ AssA(I, A)
by lemma 5.5.30(v). Conversely, supposep ∈ AssA(I, A); the completionA∧

p is still normal
([61, Th.32.2(i)]), and therefore its only associated prime is 0, so the assumption means that
the radical ofIA∧

p is pA∧
p . Equivalently,dimA∧

p /IA
∧
p = 0, sodimAp/IAp = 0, which is the

contention.
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Definition 5.5.40. LetX be a noetherian scheme,Y ⊂ X a closed subset,X the formal com-
pletion ofX alongY ([26, Ch.I,§10.8]), andf : X→ X the natural morphism of locally ringed
spaces. We say that the pair(X, Y ) satisfies the Lefschetz condition, if for every open subset
U ⊂ X such thatY ⊂ U , and every locally freeOU -moduleE of finite type, the natural map :

Γ(U, E )→ Γ(X, f ∗E )

is an isomorphism. In this case, we also say thatLef(X, Y ) holds. (Cp. [44, Exp.X,§2].)

Lemma 5.5.41. In the situation of definition5.5.40, suppose thatLef(X, Y ) holds, and let
U ⊂ X be any open subset such thatY ⊂ U . Then :

(i) The functor :

OU -Modlfft → OX-Modlfft : E 7→ f ∗E

is fully faithful (notation of(5.2.1)).
(ii) Denote byOU -Alglfft the category ofOU -algebras, whose underlyingOU -module is free

of finite type, and define likewiseOX-Alglfft. Then the functor :

OU -Alglfft → OX-Alglfft : A 7→ f ∗A

is fully faithful.

Proof. (i): Let E andF be any two locally freeOU -modules of finite type. We have :

HomOU (E ,F ) = Γ(U,HomOU (E ,F ))

and likewise we may computeHomOX
(f ∗E , f ∗F ). However, the natural map :

f ∗HomOU (E ,F )→HomOX
(f ∗E , f ∗F )

is an isomorphism ofOX-modules. The assertion follows.
(ii): An object of OU -Alglfft is a locally freeOU -moduleA of finite type, together with

morphismsA ⊗OU A → A and1A : OU → A of OU -modules, fulfilling the usual unitarity,
commutativity and associativity conditions. An analogousdescription holds for the objects of
OX-Alglfft, and for the morphisms of either category. SinceA ⊗OU A is again locally free of
finite type, the assertion follows easily from (i) : the details are left to the reader. �

Lemma 5.5.42.LetA be a noetherian ring,I ⊂ A an ideal,U ⊂ SpecA an open subset,U the
formal completion ofU alongU ∩ V (I). Consider the following conditions :

(a) Lef(U, U ∩ V (I)) holds.
(b) The natural mapρU : Γ(U,OU)→ Γ(U,OU) is an isomorphism.
(c) The natural mapρ : A→ Γ(U,OU) is an isomorphism.

Then(c)⇒(b)⇔(a), and(c) implies thatA is I-adically complete.

Proof. Clearly (a)⇒(b), hence we assume that (b) holds, and we show (a). LetV ⊂ U be an
open subset withU ∩ V (I) ⊂ V andE a coherent locally freeOV -module. AsA is noetherian,
V is quasi-compact, so we may find a left exact sequenceP• := (0 → E → O⊕m

V → O⊕n
V ) of

OV -modules (corollary 5.2.17). Since the natural map of locally ringed spacesf : U → U is
flat, the sequencef ∗P is still left exact. Since the global section functors are left exact, there
follows a ladder of left exact sequences :

Γ(V, P•)→ Γ(U, f ∗P•)

which reduces the assertion to the case whereE = OV ; the latter is covered by the following :

Claim 5.5.43. The natural mapρV : Γ(V,OV )→ Γ(U,OU) is an isomorphism.
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Proof of the claim.The isomorphismρU factors throughρV , hence the latter is a surjection.
Suppose thats ∈ Ker ρV , ands 6= 0; then we may findx ∈ V such that the imagesx of s in
OV,x does not vanish. Moreover, we may finda ∈ A whose imagea(x) in κ(x) does not vanish,
and such thatas is the restriction of an element ofA; especially,as ∈ Γ(U,OU), and clearly
the image ofas in Γ(V,OV ) lies inKer ρV . Therefore,as = 0 in Γ(U,OU); however the image
asx of as in OU,x is non-zero by construction, a contradiction. This shows that ρV is injective,
whence the claim. ♦

Finally, suppose that (c) holds; arguing as in the proof of claim 5.5.43, one sees thatρU is
an isomorphism. Moreover, sinceΓ(U,OU) ≃ lim

n∈N
Γ(U,OU/I

nOU), the morphismρ factors

through the naturalA-linear mapi : A → A∧ to theI-adic completion ofA. The composition
with ρ−1 yields anA-linear left inverses : A∧ → A to i. SetN := Ker s; clearly s is
surjective, henceA∧ ≃ A⊕ N . It follows easily thatN/InN = 0 for everyn ∈ N, especially
N ⊂

⋂
n∈N I

nA∧. ThereforeN = 0, sinceA∧ is separated for theI-adic topology. �

Proposition 5.5.44.Let ϕ : A → B be a flat homomorphism of noetherian rings,I ⊂ A an
ideal,U ⊂ SpecB an open subset. Setf := Specϕ : SpecB → SpecA, and assume that :

(a) B is complete for theIB-adic topology.
(b) For everyx ∈ V (I), we have :{y ∈ f−1(x) | δ(y,Of−1(x)) = 0} ⊂ U .
(c) For everyx ∈ AssA(I, A), we have :{y ∈ f−1(x) | δ(y,Of−1(x)) ≤ 1} ⊂ U .

ThenLef(U, U ∩ V (IB)) holds.

Proof. SetΣ := AssA(I, A), and letU be the formal completion ofU alongV (IB); by theorem
5.5.33, theI-preadic topology onA agrees with theΣ-symbolic topology. Let alsoJ be the
family consisting of all idealsJ ⊂ A such thatAssA/J ⊂ Σ; it follows that the natural maps :

B → lim
J∈J

B/JB Γ(U,OU)→ lim
J∈J

Γ(U,OU/JOU)

are isomorphisms (see the discussion in (5.5.24)). In view of lemma 5.5.42, we are then reduced
to showing :

Claim5.5.45. The natural mapB/JB → Γ(U,OU/JOU) is an isomorphism for everyJ ∈J .

Proof of the claim.Let f : Y := SpecB/JB → X := SpecA/J be the induced morphism; in
view of corollary 5.4.22, it suffices to prove thatδ(y,OY ) ≥ 2 whenevery ∈ Y \U . Thus, set
x := f(y); by corollary 5.4.39 we have :

δ(y,OY ) = δ(y,Of−1(x)) + δ(x,OX).

Now, if δ(x,OX) = 1, notice thatf(Y ) ⊂ V (J) ⊂ V (I), by lemmata 5.5.18(i) and 5.5.30(iii);
hence (b) implies the contention in this case. Lastly, ifδ(x,OX) = 0, thenx ∈ AssA/J by
proposition 5.5.4, hence we use assumption (c) to conclude. �

5.6. Duality over coherent schemes.We say that a schemeX is coherentif OX is coherent.
If X is coherent andF is anOX-module, we define thedualOX-module

F∨ := HomOX (F ,OX).

Notice thatF∨ is coherent wheneverF is. Moreover, for every morphism ofOX-modules
ϕ : F → G , we denote byϕ∨ : G ∨ → F∨ the induced (transpose) morphism. As usual, there
is a natural morphism ofOX-modules:

βF : F → F∨∨.

One says thatF is reflexive at a pointx ∈ X if there exists an open neighborhoodU ⊂ X
of x such thatF|U is a coherentOU -module, andβF |U is an isomorphism. One says thatF is
reflexiveif it is reflexive at all points ofX. We denote byOX-Rflx the full subcategory of the
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categoryOX-Mod, consisting of all the reflexiveOX-modules. It containsOX-Modlfft as a full
subcategory (see (5.2.1)).

Lemma 5.6.1.LetX be a coherent scheme,x ∈ X any point, andF a coherentOX-module.
Then the following conditions are equivalent:

(a) F is reflexive at the pointx.
(b) Fx is a reflexiveOX,x-module, by which we mean that the coherent sheaf induced by

Fx onSpecOX,x is reflexive.
(c) The mapβF ,x : Fx → (F∨∨)x is an isomorphism.

Proof. Left to the reader. �

Lemma 5.6.2.Suppose thatX is a reduced coherent scheme, andF a coherentOX-module.
ThenβF∨ is an isomorphism ofOX-modules and its inverse isβ∨

F . Especially,F∨ is reflexive.

Proof. The assumption onX implies that the only associated points ofOX are the maximal
points ofX (i.e. OX has no imbedded points). It follows easily that, for every coherentOX-
moduleG , the dualG ∨ satisfies conditionS1 (see definition 5.5.1(ii)). Now, rather generally,
let M be anyOX-module; directly from the definitions one derives the identity:

(5.6.3) β∨
M ◦ βM∨ = 1M∨.

It remains therefore only to show thatβ∨
F is a right inverse forβF∗ whenF is coherent. Since

F∨∨∨ satisfies conditionS1, it suffices to check that, for every maximal pointξ, the induced
map on stalks

β∨
F ,ξ : F∨∨∨

ξ → F∨
ξ

is a right inverse forβF∨,ξ. However, sinceOX,ξ is a field,β∨
F ,ξ is a linear map ofOX,ξ-vector

spaces of the same dimension, hence it is an isomorphism, in view of (5.6.3). �

Remark 5.6.4.The following observation is often useful. Suppose thatX is a coherent scheme,
F anOX-module, reflexive at a given pointx ∈ X. We can then choose a presentationO⊕n

X,x →
O⊕m
X,x → F∨

x → 0, and after dualizing we deduce a left exact sequence

(5.6.5) 0→ Fx → O⊕m
X,x

u−→ O⊕n
X,x.

Especially, ifOX,x satisfies conditionS1 (in the sense of definition 5.5.1(iii)), then the same
holds forFx. For the converse, suppose additionally thatX is reduced, and letx ∈ X be a
point for which there exists a left exact sequence such as (5.6.5); then lemma 5.6.2 says thatF
is reflexive atx : indeed,Fx ≃ (Coker u∨)∨.

Lemma 5.6.6.(i) Letf : X → Y be a flat morphism of coherent schemes. The induced functor
OY -Mod→ OX-Mod restricts to a functor

f ∗ : OY -Rflx→ OX-Rflx.

(ii) Let X0 be a quasi-compact and quasi-separated scheme,(Xλ | λ ∈ Λ) a cofiltered
family of coherentX0-schemes with flat transition morphismsψλµ : Xλ → Xµ such
that the structure morphismsXλ → X0 are affine, and setX := lim

λ∈Λ
Xλ. Then:

(a) X is coherent.
(b) the natural functor:2-colim

λ∈Λo
OXλ-Rflx→ OX-Rflx is an equivalence.

(iii) Suppose thatf is surjective, and letF be any coherentOY -module. ThenF is reflexive
if and only iff ∗F is a reflexiveOX-module.

Proof. (i) follows easily from [36, Lemma 2.4.29(i.a)].
(ii): For everyλ ∈ Λ, denote byψλ : X → Xλ the natural morphism. LetU ⊂ X be a quasi-

compact open subset,u : O⊕n
U → OU any morphism ofOU -modules; by [32, Ch.IV, Cor.8.2.11]
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there existsλ ∈ Λ and a quasi-compact open subsetUλ ⊂ Xλ such thatU = ψ−1(Uλ). By [32,
Ch.IV, Th.8.5.2](i) we may then suppose thatu descends to a homomorphismuλ : O⊕n

Uλ
→ OUλ,

whose kernel is of finite type, sinceXλ is coherent. Since the transition morphisms are flat, we
haveKer u = ψ∗

λ(Keruλ), whence (ii.a). Next, using [32, Ch.IV, Th.8.5.2] one sees easily that
the functor of (ii.b) is fully faithful and moreover, every reflexiveOX-moduleF descends to a
coherentOXλ-moduleFλ for someλ ∈ Λ. For everyµ ≥ λ let Fµ := ψ∗

µλFλ; sinceβF is an
isomorphism,loc.cit. shows thatβFµ is already an isomorphism for someµ ≥ λ, whence (ii.b).

(iii): By virtue of (i), we may assume thatf ∗F is reflexive, and we need to show that the
same holds forF . However, the natural mapf ∗(F∨∨) → (f ∗F )∨∨ is an isomorphism ([28,
Ch.0, Prop.12.3.5]), hencef ∗βF = βf∗F is an isomorphism. Sincef is faithfully flat, we
deduce thatβF is an isomorphism, as stated. �

Proposition 5.6.7.LetX be a coherent, reduced, quasi-compact and quasi-separatedscheme,
U ⊂ X a quasi-compact open subset. We have :

(i) The restriction functorOX -Rflx→ OU -Rflx is essentially surjective.
(ii) Suppose furthermore, thatδ′(x,OX) ≥ 2 for everyx ∈ X \ U . Then the natural map

F → j∗j
∗F

is an isomorphism, for every reflexiveOX -moduleF .

Proof. (i): Given a reflexiveOU -moduleF , lemma 5.2.16(ii) says that we can find a finitely
presented quasi-coherentOX-moduleG extendingF∨; sinceX is coherent,G is a coherent
OX-module, hence the same holds forG ∨, which extendsF and is reflexive in light of lemma
5.6.2.

(ii): Since the assertion is local onX, we can suppose that there exists a left exact sequence
0 → F → O⊕m

X → O⊕n
X (see remark 5.6.4). Since the functorj∗ is left exact, it then suffices

to prove the contention for the sheavesO⊕m
X andO⊕n

X , and thus we may assume from start
that F = OX . Then, sinceX \U is constructible, corollary 5.4.22 applies and yields the
assertion. �

Corollary 5.6.8. LetX be a coherent scheme,f : X → S be a flat, locally finitely presented
morphism,j : U → X a quasi-compact open immersion,F a reflexiveOX-module. Suppose
that

(a) depthf(x) ≥ 1 for every pointx ∈ X\U , and
(b) depthf(x) ≥ 2 for every maximal pointη of S and everyx ∈ (X\U) ∩ f−1(η).
(c) OS has no imbedded points.

Then the natural morphismF → j∗j
∗F is an isomorphism.

Proof. Sincef is flat andOS has no imbedded points, corollary 5.4.39 and our assumptions (a)
and (b) imply thatδ′(x,OX) ≥ 2 for everyx ∈ X\U , so the assertion follows from proposition
5.6.7(ii). �

5.6.9. LetX be any scheme. Recall that therank of anOX -moduleF of finite type, is the
upper semicontinuous function:

rkF : X → N x 7→ dimκ(x) Fx ⊗OX,x κ(x).

Clearly, if F is a is locally freeOX-module of finite type,rkF is a continuous function onX.
The converse holds, providedX is a reduced scheme. Moreover, ifF is of finite presentation,
rkF is a constructible function and there exists a dense open subsetU ⊂ X such thatrkF
restricts to a continuous function onU . We denote byPicX the full subcategory ofOX-Modlfft

consisting of all the objects whose rank is constant equal toone (i.e. theinvertibleOX-modules).
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In caseX is coherent, we shall also consider the categoryDivX of generically invertibleOX-
modules, defined as the full subcategory ofOX-Rflx consisting of all objects which are locally
free of rank one on a dense open subset ofX. If X is coherent,PicX is a full subcategory of
DivX.

Remark 5.6.10. (i) Let A be any integral domain, and setX = SpecA. Classically, one has
a notion of reflexive fractional ideal ofA (see [61, p.80] or example 3.4.21). Suppose now
thatX is also coherent, in which case we have the notion of reflexiveOX-module of (5.6). We
claim that these two notions overlap on the subclass of reflexive fractional ideals of finite type:
more precisely, letDiv(A) be the full subcategory ofA-Mod whose objects are the finitely
generated reflexive fractional ideals ofA. Then the essential image of the natural functor

(5.6.11) Div(A)→ OX-Mod M 7→ M∼

is the categoryDivX, and (5.6.11) yields an equivalence ofDiv(A) with the latter category.
Indeed, letF be any generically invertibleOX-module, and setI := F (X); if K denotes
the field of fractions ofA, thendimK I ⊗A K = 1. Let us then fix aK-linear isomorphism
I ⊗A K ∼→ K, and notice that the inducedA-linear mapI → K is injective, sinceF is S1

(remark 5.6.4). We may then viewI as a finitely generatedA-submodule ofK, and then it is
clear thatI is a fractional ideal ofA. Moreover, on the one handF∨ is the coherentOX-module
HomA(I, A)

∼; on the other hand, the natural mapHomA(I, A)→ HomK(I ⊗A K,K) = K is
injective, and its image is the fractional idealI−1 (see (3.4.18)). We easily deduce thatI is a
reflexive fractional ideal, and conversely it is easily seenthat everyOX-module in the essential
image of (5.6.11) is generically invertible; since this functor is also obviously fully faithful, the
assertion follows.

(ii) Let A be a coherent integral domain, and denote bycoh.Div(A) the set of all coherent
reflexive fractional ideals ofA. It is easily seen thatcoh.Div(A) is a submonoid ofDiv(A), for
the natural monoid structure introduced in example 3.4.21.More generally, ifX is a coherent
integral scheme, we may define a sheaf of monoidsDivX onX, as follows. First, to any affine
open subsetU ⊂ X, we assign the monoidDivX(U) := coh.Div(OX(U)). For each inclusion
j : U ′ ⊂ U of affine open subset, notice that the restriction mapOX(U)→ OX(U ′) is a flat ring
homomorphism, hence it gives a flat morphism of monoidsOX(U) \ {0} → OX(U

′) \ {0}. We
then have an induced map of monoidsDivX(j) : DivX(U) → DivX(U ′), by virtue of lemma
3.4.27(iv). It is easily seen that the resulting presheafDivX is a sheaf on the site of all affine
open subsets ofX. By [26, Ch.0,§3.2.2], the latter extends uniquely to a sheaf of monoids on
X, which we denote againDivX . We set

Div(X) := DivX(X).

If X is normal and locally noetherian (or more generally, ifX is aKrull scheme, i.e. OX(U) is
a Krull ring, for every affine open subsetU ⊂ X) thenDivX is an abelian sheaf, andDiv(X)
is an abelian group (proposition 3.4.25(i,iii)).

5.6.12. For future reference, it is useful to recall some preliminaries concerning the deter-
minant functors defined in [55]. LetX be a scheme. We denote bygr.PicX the cate-
gory of graded invertibleOX -modules. An object ofgr.PicX is a pair (L, α), whereL
is an invertibleOX-module andα : X → Z is a continuous function. A homomorphism
h : (L, α) → (M,β) is a homomorphism ofOX-modulesh : L → M such thathx = 0
for everyx ∈ X with α(x) 6= β(x). We denote bygr.Pic∗X the subcategory ofgr.PicX
with the same objects, and whose morphisms are the isomorphisms ingr.PicX. Notice that
gr.PicX is a tensor category : the tensor product of two objects(L, α) and(M,β) is the pair
(L, α) ⊗ (M,β) := (L ⊗OX M,α + β). We denote byOX-Mod∗

lfft the category whose ob-
jects are the locally freeOX-modules of finite type, and whose morphisms are theOX-linear
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isomorphisms. Thedeterminantis the functor:

det : OX-Mod∗
lfft → gr.Pic∗X F 7→ (ΛrkF

OX
F, rkF ).

Let D(OX-Mod)perf be the category of perfect complexes ofOX-modules; recall that, by def-
inition, every perfect complex is locally isomorphic to a bounded complex of locally freeOX-
modules of finite type. The categoryD(OX-Mod)∗perf is the subcategory ofD(OX-Mod)perf
with the same objects, and whose morphisms are the isomorphisms (i.e. the quasi-isomorphisms
of complexes). The main theorem of chapter 1 of [55] can be stated as follows.

Lemma 5.6.13.([55, Th.1]) With the notation of(5.6.12)there exists, for every schemeX, an
extension of the determinant functor to a functor:

det : D(OX-Mod)∗perf → gr.PicX.

These determinant functors commute with every base change. �

Proposition 5.6.14.Let X be a regular scheme. Then every reflexive generically invertible
OX-module is invertible.

Proof. The question is local onX, hence we may assume thatX is affine. LetF be a generi-
cally invertibleOX-module, andU ⊂ X a dense open subset such thatF|U is invertible. Denote
by Z1, . . . , Zt the irreducible components ofZ := X \U whose codimension inX equals one,
and for everyi = 1, . . . , t, let ηi be the maximal point ofZi, and setAi := OX,ηi. SinceF
is S1 (remark 5.6.4), the stalkFηi is a torsion-freeAi-module of finite type for everyi ≤ t;
however,Ai is a discrete valuation ring, henceFηi is a freeAi-module, necessarily of rank one,
for i = 1, . . . , t. SinceF is coherent, it follows that there exists an open neighborhoodUi of ηi
in X, such thatF|Ui is a freeO|Ui-module. Hence, we may replaceU byU ∪U1 ∪ · · · ∪Ut and
assume that every irreducible component ofZ has codimension> 1, thereforeδ′(x,OX) ≥ 2
for everyx ∈ Z. Now, F [0] is a perfect complex by Serre’s theorem ([75, Th.4.4.16]), so
the invertibleOX-moduledetF is well defined (lemma 5.6.13). Letj : U → X be the open
immersion; in view of proposition 5.6.7, we deduce natural isomorphisms

F
∼→ j∗j

∗F
∼→ j∗det(j

∗F [0])
∼→ j∗j

∗detF [0]
∼← detF [0]

and the assertion follows. �

We wish now to introduce a notion of duality better suited to derived categories ofOX-
modules (over a schemeX). Hereafter we only carry out a preliminary investigation of such
derived duality – the full development of which, will be the task of section 5.8.

Definition 5.6.15. Let X be a coherent scheme. A complexω• in Db(OX-Mod)coh (notation
of (5.2.1)) is calleddualizingif it fulfills the following two conditions :

(a) The functor :

D : D(OX -Mod)o → D(OX-Mod) C• 7→ RHom•
OX

(C•, ω•)

restricts to aduality functor: D : Db(OX-Mod)ocoh → Db(OX-Mod)coh.
(b) The natural transformation :ηC• : C• → D ◦ D(C•) restricts to abiduality isomor-

phismof functors on the categoryDb(OX-Mod)coh.

Remark 5.6.16.Let X be a coherent scheme,ω• an object ofDb(O-Mod)coh, and define the
functorD as in definition 5.6.15. A standarddévissageargument shows thatω• is dualizing on
X if and only ifD(F [0]) lies inDb(OX-Mod)coh, and the biduality mapF [0]→ D ◦D(F [0])
is an isomorphism for everyOX -moduleF .
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Example 5.6.17.Suppose thatX is a noetherian regular scheme (i.e. all the stalksOX,x are
regular rings). In light of Serre’s theorem [75, Th.4.4.16], every object ofDb(OX-Mod)coh
is a perfect complex. It follows easily that the complexOX [0] is dualizing. For more general
schemes, the structure sheaf does not necessarily work, andthe existence of a dualizing complex
is a delicate issue. On the other hand, one may ask to what extent a complex is determined by
the properties (a) and (b) of definition 5.6.15. Clearly, ifω• is dualizing onX, then so is any
other complex of the formω• ⊗OX L , whereL is an invertibleOX -module. Also, any shift of
ω• is again dualizing. Conversely, the following proposition5.6.24 says that any two dualizing
complexes are related in such manner, up to quasi-isomorphism.

Lemma 5.6.18. Let (X,OX) be any locally ringed space, andP • and Q• two objects of
D−(OX-Mod) with a quasi-isomorphism :

P •
L

⊗OX Q
• ∼→ OX [0].

Then there exists an invertibleOX-moduleL , a continuous functionσ : |X| → Z and quasi-
isomorphisms:

P • ∼→ L [σ] and Q• ∼→ L −1[−σ].
Proof. It suffices to verify that, locally onX, the complexesP • andQ• are of the required form;
indeed in this caseX will be a disjoint union of open setsUn on whichH•P • is concentrated
in degreen andH•Q• is concentrated in degree−n. Note thatOX-Mod is equivalent to
the product of the categoriesOUn-Mod and that the derived category of a product of abelian
categories is the product of the derived categories of the factors.

Claim 5.6.19. Let A be a (commutative) local ring,K• andL• two objects ofD−(A-Mod)
with a quasi-isomorphism

(5.6.20) K•
L

⊗A L• ∼→ A[0].

Then there existss ∈ Z and quasi-isomorphisms :

K• ∼→ A[s] L• ∼→ A[−s].
Proof of the claim.Set :

i0 := max(i ∈ Z | (H iK•) 6= 0) and j0 := max(i ∈ Z | (H iL•) 6= 0).

We may assume thatKi = 0 for every i > i0, and thatL• is a bounded above complex of
freeA-modules. Then we may find a filtered system(K•

λ | λ ∈ Λ) of complexes ofA-modules
bounded from above, such that

• H i0(K•
λ) is a finitely generatedA-module, for everyλ ∈ Λ;

• the colimit of the system(K•
λ | λ ∈ Λ) (in the category of complexes ofA-modules) is

isomorphic toK•.

From (5.6.20) we get an isomorphismH0(K•⊗AL•)
∼→ A, and it follows easily that the natural

mapH0(K•
λ ⊗A L•)→ H0(K• ⊗A L•) is surjective for someλ ∈ Λ. For suchλ, we may then

find a morphism inD−(A-Mod) :

(5.6.21) A[0]→ K•
λ

L

⊗A L•

whose composition with the natural mapK•
λ

L

⊗A L• → K•
L

⊗A L• is the inverse of (5.6.20).
Hence

(5.6.21)
L

⊗A K• : K• → (K•
λ

L

⊗A L•)
L

⊗A K• ∼→ K•
λ

L

⊗A (L•
L

⊗A K•)
∼→ K•

λ
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is a right inverse of the natural morphismK•
λ → K• in D−(A-Mod). Especially, the induced

mapH i0K•
λ → H i0K• is surjective,i.e.H i0K• is a finitely generatedA-module. Likewise, we

see thatHj0L• is a finitely generatedA-module. Now, notice that

Hk(K•
L

⊗A L•) ≃
{
H i0K• ⊗A Hj0L• for k = i0 + j0
0 for k > i0 + j0.

From Nakayama’s lemma it follows easily thatH i0+j0(K•
L

⊗A L•) 6= 0, and then our as-
sumptions imply thati0 + j0 = 0 andH i0K• ⊗A Hj0L• ≃ A. One deduces easily that
H i0K• ≃ A ≃ Hj0L• (seee.g. [36, Lemma 4.1.5]). Furthermore, we can find a complex
K•

1 in D<i0(A-Mod) (resp.L•
1 in D<j0(A-Mod)) such that :

K• ≃ A[−i0]⊕K•
1 (resp.L• ≃ A[−j0]⊕ L•

1)

whence a quasi-isomorphism :

ϕ : A[0]
∼→ K•

L

⊗A L• ∼→ A[0]⊕K•
1 [−j0]⊕ L•

1[−i0]⊕ (K•
1

L

⊗A L•
1).

However, by constructionϕ−1 restricts to an isomorphism on the direct summandA[0], there-
foreK•

1 ≃ 0 ≃ L•
1 in D(A-Mod), and the claim follows. ♦

Now, for any pointx ∈ X, let ix : {x} → X be the inclusion map, and setK•
x := i∗xK

• for
every complexK• of OX-modules. Notice that, ifK• is a complex of flatOX-modules, thenK•

x

is a complex of flatOX,x-modules ([4, Exp.V, Prop.1.6(1)]), therefore the ruleK• 7→ K•
x yields

a well-defined functorD−(OX-Mod) → D−(OX,x-Mod), and moreover we have a natural
isomorphism

(5.6.22) K•
x

L

⊗OX,x L
•
x

∼→ (K•
L

⊗OX L
•)x

for every objectsK•, L• of D−(OX-Mod). Especially, under the current assumptions, and in
view of claim 5.6.19, we may finds ∈ Z, and an isomorphism ofOX,x-modules

(5.6.23) HsP •
x ⊗OX,x H

−sQ•
x

∼→ H0(P •
x

L

⊗OX,x Q
•
x)

∼→ OX,x.

SinceOX,x is local, we may thus findax ∈ HsP •
x andbx ∈ H−sQ•

x such that (5.6.23) maps
ax ⊗ bx to 1. Thenax andbx extend to local sections

a ∈ Γ(U,Ker(d : P s → P s−1)) b ∈ Γ(U,Ker(d : Q−s → P−s−1))

on some neighborhoodU ⊂ X of x, and after shrinkingU , we may assume thata ⊗ b gets
mapped to1, under the induced morphism ofOU -modules

HsP •
|U ⊗OU H

−sQ•
|U → H0(P •

L

⊗OX Q
•)|U

∼→ OU .

Then we obtain a well defined morphism inD−(OU -Mod)

ϕ : OU [s]→ P •
|U (resp. ψ : OU [−s]→ Q•

|U )

by the rule :t 7→ t · a (resp.t 7→ t · b) for every local sectiont of OU . Again by claim 5.6.19
and (5.6.22) we deduce thatϕy : OU,y[s] → P •

y is a quasi-isomorphism for everyy ∈ U (and
likewise forψy); . i.e.ϕ andψ are the sought isomorphisms inD−(OU -Mod). �

Proposition 5.6.24.Suppose thatω•
1 and ω•

2 are two dualizing complexes for the coherent
schemeX. Then there exists an invertibleOX-moduleL and a continuous functionσ : |X| →
Z such that

ω•
2 ≃ ω•

1 ⊗OX L [σ] in Db(OX-Mod)coh.
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Proof. Denote byD1 andD2 the duality functors associated toω1 and respectivelyω2. By
assumption, we can find complexesP •, Q• in Db(OX-Mod)coh such thatω2 ≃ D1(P

•) and
ω1 ≃ D2(Q

•), and therefore

D2(F
•) ≃ RHomOX (F

•,D1(P
•)) ≃ D1(F

•
L

⊗OX P
•)

for every objectF • of Db(OX-Mod)coh ([75, Th.10.8.7]).

Claim 5.6.25. LetC• be an object ofD−(OX-Mod)coh, such thatD1(C
•) is in Db(OX-Mod).

ThenC• is inDb(OX-Mod)coh.

Proof of the claim.For givenm,n ∈ N, the natural maps:τ−n]C• α−→ C• β−→ τ[−mC
• induce

morphisms

D1(τ[−mC
•)

D1(β)−−−→ D1(C
•)

D1(α)−−−→ D1(τ−n]C
•)

Say thatω• ≃ τ[aω
• for some integera ∈ N. ThenD1(τ−n]C

•) lies in D≥n+a(OX-Mod).
SinceD1(C

•) is bounded, it follows thatD1(β) = 0 for n large enough. Consider now the
commutative diagram :

τ[−nC
• β◦α //

��

τ[−mC
•

η

��
D1 ◦D1(τ[−nC

•)
D1◦D1(β◦α) // D1 ◦D1(τ[−mC

•)

Sinceτ[−mC• is a bounded complex,η is an isomorphism inD(OX-Mod), so β ◦ α = 0
whenevern is large enough. Clearly this means thatC• is bounded, as claimed. ♦

Applying claim 5.6.25 toC• := F •
L

⊗OX P • (which is in D−(OX-Mod)coh, sinceX is
coherent) we see that the latter is a bounded complex, and by reversing the roles ofω1 andω2 it

follows that the same holds forF •
L

⊗OX Q
•. We then deduce isomorphisms inDb(OX-Mod)coh

D1 ◦D2(F
•) ≃ F •

L

⊗OX P
• and D2 ◦D1(F

•) ≃ F •
L

⊗OX Q
•.

LettingF • := OX [0] we derive :

OX [0] ≃ D2 ◦D1 ◦D1 ◦D2(OX [0]) ≃ D2 ◦D1(P
•) ≃ P •

L

⊗OX Q
•.

Then lemma 5.6.18 says thatP • ≃ E [τ ] for an invertibleOX-moduleE and a continuous
function τ : |X| → Z. Consequently :ω2 ≃ E ∨[−τ ] ⊗OX ω1, so the proposition holds with
L := E ∨ andσ := −τ . �

Proposition 5.6.26.LetA be a noetherian local ring,κ its residue field,M• a bounded complex
of finitely generatedA-modules. SetX := SpecA and suppose that there existsc ∈ Z such that

RHom•
A(κ[0],M

•) ≃ κ[c].

Then the complex ofOX-modulesM•∼ arising fromM• is dualizing onX.

Proof. In view of remark 5.6.16 and corollary 5.1.33, it suffices to check :

Claim 5.6.27. For every finitely generatedA-moduleN , the following holds :

(i) D•(N) := RHom•
A(N [0],M•) is a bounded complex.

(ii) The natural map

N [0]→ DD•(N) := RHom•
A(D

•(N),M•)

is an isomorphism.
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Proof of the claim. We first show the claim forN = κ, in which case (i) holds by assumption.
To check (ii), letM• ∼→ I• be a resolution consisting of a bounded below complex of injective
A-modules, so that

D•(κ[0],M•)
∼→ Hom•

A(κ[0], I
•)

∼→ I•[m]

wherem ⊂ A is the maximal ideal, andIk[m] denotes the submodule ofm-torsion elements in
Ik, for everyk ∈ Z. Under these isomorphisms, it is easily seen that the biduality map of (ii) is
identified with the unique one

κ→ H := HomHot(A-Mod)(I
•[m], I•)

that sends1 ∈ κ to the inclusion mapj• : I•[m] → I• (details left to the reader). Now, it is
clear that any morphismI•[m]→ I• in Hot(A-Mod) factors throughj•, and on the other hand,
our assumption implies thatH ≃ κ. Hence, pick a morphismf • : I•[m] → I• representing a
generator for theA-moduleH, and writef • = j• ◦ g• for some endomorphismg• of I•[m]; in
other words,f • is the image ofj• under theA-linear map

HomHot(A-Mod)(g
•, I•) : H → H

so the class ofj• cannot vanish inH, and (ii) follows in this case.
Next, we shall argue by induction ond := dim SuppN . If d = 0, thenN is anA-module

of finite length, in which case we argue by induction on the length l of N . If l = 1, we have
N ≃ κ, so the assertions are already known. Supposel > 1, and that both (i) and (ii) are already
known for allA-modules of length< d; we may find anA-submoduleN ′ ⊂ N such that both
N ′ andN ′′ := N/N ′ have length< d. From the inductive assumption forN ′ andN ′′, and the
induced distiguished triangle

D•(N ′)→ D•(N)→ D(N ′′)→ D•(N ′)[1]

we deduce that (i) holds forN . Likewise, since (ii) is known for bothN ′ andN ′′, using the
5-lemma we deduce easily that the same holds also forN .

Lastly, suppose thatd > 0, and both (i) and (ii) are already known for allA-modules of finite
type whose support has dimension< d. LetN ′ := Γ{m}N ; both (i) and (ii) are already known
for N ′, so the samedévissageargument as in the foregoing reduces to showing the claim for
N/N ′, i.e. we may assume thatm /∈ AssN . Thus, lett ∈ m be any element such that the scalar
multiplication mapt · 1N is injective, so we have a short exact sequence

0→ N
t−→ N → Nk := N/tkN → 0 for everyk > 0.

Notice thatdim SuppNk < d : indeed, ifp is a minimal element ofSuppN , thenp ∈ AssN
([61, Th.6.5(iii)]), hencet /∈ p, and thereforep /∈ SuppNk. By inductive assumption, both (i)
and (ii) hold forNk (for everyk > 0), and by considering the induced distinguished triangle

D•(N)
tk−−→ D•(N)→ D•(Nk)→ D•(N)[1]

we deduce that scalar multiplication byt is an isomorphism onHkD•(N) whenever|k| is large
enough; but the latter is anA-module of finite type, so it must vanish, by Nakayama’s lemma,
and we conclude that (i) holds forN . Furthermore, by the same token we get an exact sequence

H iDD•(N)
tk−−→ H iDD•(N)→ 0 for everyi 6= 0
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whenceH iDD(N) = 0 for i 6= 0, again by Nakayama’s lemma. Lastly, for everyk > 0
consider the ladder with exact rows :

0 // N
tk //

α
��

N //

α
��

Nk
//

��

0

0 // H0DD•(N)
tk // H0DD•(N) // H0DD•(Nk) // 0

whose right-most vertical arrow is an isomorphism, by inductive assumption. A simple diagram
chase then yields

H0DD•(N) = tk ·H0DD•(N) + α(N)

soα is surjective, by Nakayama’s lemma. To show the injectivityof α, let x ∈ N be any non-
zero element, and choosek > 0 such thatx /∈ tkN , so the image ofx does not vanish inNk,
whence necessarilyα(x) 6= 0, and the claim follows. �

Lemma 5.6.28.Let f : X → Y be a morphism of coherent schemes, andω•
Y a dualizing

complex onY . We have :

(i) If f is finite and finitely presented, thenf !ω•
Y is dualizing onX.

(ii) If Y is quasi-compact and quasi-separated, andf is an open immersion, thenf ∗ω•
Y is

dualizing onX.

Proof. (i): Denote byf : (X,OX) → (Y, f∗OX) the morphism of ringed spaces deduced from
f . For any objectC• of D−(OX-Mod)coh we have natural isomorphisms :

D(C•) := RHomOX (C
•, f !ω•

Y )
∼→ RHomOX (C

•, f ∗RHomOY (f∗OX , ω
•
Y ))

∼→ f∗RHomf∗OX (f∗C
•, RHomOY (f∗OX , ω

•
Y ))

∼→ f∗RHomOY (f∗C
•, ω•

Y ).

Hence, ifC• is in Db(OX-Mod)coh, the same holds forD(C•), and we can compute :

D ◦D(C•)
∼→ f ∗RHomOY (RHomOY (f∗C

•, ω•
Y ), ω

•
Y )

∼→ f ∗f∗C
• ∼→ C•

and by inspecting the definitions, one verifies that the resulting natural transformationC• →
D ◦D(C•) is the biduality isomorphism. The claim follows.

(ii): SinceOY is coherent, the natural map

f ∗RHomOY (G [0], ω•
Y )→ RHomOX (f

∗G [0], f ∗ω•
Y )

is an isomorphism inDb(OX-Mod)coh, for everyOY -moduleG . Then the assertion follows
easily from lemma 5.2.16(ii) and remark 5.6.16. �

5.6.29. For every coherent, quasi-compact and quasi-separated schemeX, consider the cat-
egoryDualX whose objects are the pairs(U, ω•

U), whereU ⊂ X is an open subset, andω•
U

is a dualizing complex onX. The morphisms(U, ω•
U) → (U ′, ω•

U ′) are the pairs(j, β), where
j : U → U ′ is an inclusion map of open subsets ofX, andβ : j∗ω•

U ′

∼→ ω•
U is an isomorphism in

Db(OU -Mod). LetXZar denote the full subcategory ofSch/X whose objects are the (Zariski)
open subsets ofX; it follows easily from lemma 5.6.28(ii), that the forgetful functor

(5.6.30) DualX → XZar (U, ω•
U) 7→ U

is a fibration (see definition 1.4.1(ii)) With this notation,we have :

Proposition 5.6.31.Every descent datum for the fibration(5.6.30)is effective.
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Proof. Let ((Ui, ω•
i ); βij | i, j = 1, . . . , n) be a descent datum for the fibration (5.6.30); this

means that each(Ui, ω•
i ) is an object ofDualX , and if letUij := Ui ∩Uj for everyi, j ≤ n, then

βij : ω
•
i|Uij

∼→ ω•
j|Uij

are isomorphisms inDb(OUij -Mod), fulfilling a suitable cocycle condition (see (1.5.27)).
We shall show, by induction onk = 1, . . . , n, that there exists a dualizing complexω•

Xk
on

Xk := U1 ∪ · · · ∪ Uk, such that the descent datum((Ui, ω•
i ); βij | i, j = 1, . . . , k) is isomorphic

to the descent datum relative to the family(Ui | i = 1, . . . , k) determined by(Xk, ω
•
Xk

).
For k = 1, there is nothing to prove. Next, suppose thatk > 1, andω•

Xk−1
with the sought

properties has already been constructed. Ifk − 1 = n, we are done; otherwise, letVk :=
Xk ∩ Uk+1, setUk := (Ui,k+1 | i = 1, . . . , k), andC• := RHom•

OVk
(ω•

Xk|Vk
, ω•

k+1|Vk
). The

system of morphisms(βi,k+1 | i = 1, . . . , k) determines a classck in the Čech cohomology
groupH0(Uk, C

•). However, we have a spectral sequence (see lemma 5.2.6) :

Epq
2 := Hp(Uk, H

qC•)⇒ Hp+qRHom•
OVk

(ω•
Xk|Vk

, ω•
k+1|Vk

).

Claim5.6.32. Epq
2 = 0 for everyq < 0.

Proof of the claim.More precisely, we check thatHqC• = 0 for everyq < 0. Indeed, by
lemma 5.6.28(ii), that bothω•

Xk|Vk
andω•

k+1|Vk
are dualizing onVk. Moreover, onUi,k+1 they

restrict to isomorphic objects ofDb(OUi,k+1
-Mod), for everyi = 1, . . . , k. It follows easily

from proposition 5.6.24 that there exists an invertibleOVk-moduleL and an isomorphism

ω•
Xk|Vk

∼→ ω•
k+1|Vk

⊗OVk
L in Db(OVk-Mod).

Therefore, the biduality map induces an isomorphism

RHom•
OVk

(ω•
Xk|Vk

, ω•
k+1|Vk

)
∼→ L [0]

whence the claim. ♦

From claim 5.6.32 we see thatck corresponds to an element ofH0RHom•
OVk

(ω•
Xk|Vk

, ω•
k+1|Vk

),

and by construction, it is clear that this global section is an isomorphismck : ω•
Xk|Vk

∼→ ω•
k+1|Vk

in Db(OVk-Mod). By definition,ck is represented by a diagram of quasi-isomorphisms :

(5.6.33) ω•
Xk|Vk

← T • → ω•
k+1|Vk

in C(OVk -Mod)

for some complexT •. Let T! be theOXk+1
-module obtained as extension by zero ofT , and

define likewise(ω•
Xk

)! and(ω•
k+1)!. We letω•

Xk+1
be the cone of the map of complexes

T! → (ω•
Xk

)! ⊕ (ω•
k+1)!

deduced from (5.6.33). An easy inspection shows that this complex is dualizing onXk+1, and
it fulfills the stated condition. �

Remark 5.6.34. The proof of proposition 5.6.31 is a special case of a generaltechnique for
“glueing perverse sheaves” developed in [7].

In the study of duality for derived categories of modules, the role of reflexive modules is
taken by the more general class of Cohen-Macaulay modules. There is a version of this theory
for noetherian regular schemes, and a relative variant, forsmooth morphisms. Let us begin by
recalling the following :

Definition 5.6.35. Let (A,mA) be a local ring,M anA-module.

(i) ThedimensionofM , denoteddimAM , is the (Krull) dimension ofSuppM ⊂ SpecA.
(By convention, the empty set has dimension−∞.)
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(ii) If dimAM = depthAM , we say thatM is aCohen-MacaulayA-module. The category

A-CM

is the full subcategory ofA-Mod consisting of all finitely presented Cohen-Macaulay
A-modules. For everyn ∈ N, we letA-CMn be the full subcategory ofA-CM whose
objects are the Cohen-MacaulayA-modules of dimensionn.

(iii) If A is a Cohen-MacaulayA-module, we say thatA is aCohen-Macaulaylocal ring.
(iv) Let X be a scheme,F a quasi-coherentOX-module. We say thatF is a Cohen-

MacaulayOX-module, ifFx is a Cohen-MacaulayOX,x-module, for everyx ∈ X. We
say thatX is aCohen-Macaulayscheme, ifOX is a Cohen-MacaulayOX-module.

(v) LetB be another local ring,ϕ : A→ B a local ring homomorphism. The category

ϕ-CM

of ϕ-Cohen-Macaulay modulesis the full subcategory ofB-Mod whose objects are all
the finitely presentedB-modulesN that areϕ-flat, and such thatN/mAN is a Cohen-
MacaulayB-module. For everyn ∈ N, we letϕ-CMn be the full subcategory ofϕ-CM
whose objects are theϕ-Cohen-Macaulay modulesN with dimB N/mAN = n.

(vi) Let f : X → Y be a locally finitely presented morphism of schemes,F a quasi-
coherentOX -module,x ∈ X any point, and sety := f(x). We say thatF is f -Cohen-
Macaulayat the pointx, if Fx is a f ♮x-Cohen-Macaulay module. We say thatf is
Cohen-Macaulayat the pointx, if OX is f -Cohen-Macaulay at the pointx (cp. [31,
Ch.IV, Déf.6.8.1]).

(vii) Let f and F be as in (vi). We say thatF is f -Cohen-Macaulay (resp. thatf is
Cohen-Macaulay) ifF (resp.OX ) is f -Cohen-Macaulay at every pointx ∈ X.

(viii) Let f andF be as in (vi). Thef -Cohen-Macaulay locusof F is the subset

CM(f,F ) ⊂ X

consisting of allx ∈ X such thatf is Cohen-Macaulay atx. The subsetCM(f,OX) is
also called theCohen-Macaulay locus off and is denoted brieflyCM(f).

Lemma 5.6.36.Let f : X → Y be a locally finitely presented morphism of schemes, andF a
finitely presentedOX-module such thatSuppF = X. We have :

(i) CM(f,F ) is an open subset ofX,
(ii) The restrictionCM(f)→ Y of f is locally equidimensional.

(iii) Let g : X ′ → X be another morphism of schemes,x′ ∈ X ′ a point such thatg is étale
at x′. Theng(x′) ∈ CM(f,F ) if and only ifx′ ∈ CM(f ◦ g, g∗F ).

(iv) If x ∈ CM(f), thenδ′(x,OX) = δ′(f(x),OY ) + dimOf−1(fx),x (notation of (5.4.18)).

Proof. (i) and (ii) follow easily from [32, Ch.IV, Prop.15.4.3], and (iii) follows from corollary
5.4.35. Lastly, (iv) is an immediate consequence of corollary 5.4.39. �

Proposition 5.6.37.LetA be a regular local ring of dimensiond, andM a finitely generated
Cohen-MacaulayA-module. Then :

(i) ExtiA(M,A) = 0 for everyi 6= c := d− dimM .
(ii) TheA-moduleD(M) := ExtcA(M,A) is Cohen-Macaulay.

(iii) The natural mapM → Extc(D(M), A) is an isomorphism, andSuppD(M) =
SuppM .

(iv) For everyn ∈ N, the functor

D : A-CMn → A-CMo
n N 7→ Extd−nA (N,A)

is an equivalence of categories.
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Proof. (i): According to [30, Ch.0, Prop.17.3.4], the projective dimension ofM equalsc, so
we may find a minimal free resolution0 → Lc → · · · → L1 → L0 → M for M of length
c. Hence, we need only prove the sought vanishing for everyi < c. SetX := SpecA,
Z := SuppM ⊂ X. By virtue of proposition 5.4.24, it suffices to show thatdepthZOX ≥ c.
In light of (5.4.29), this comes down to showing thatOX,z is a local ring of depth≥ c, for
everyz ∈ Z. The latter holds, sinceOX,z is a regular local ring of dimension≥ c ([30, Ch.0,
Cor.16.5.12]).

(ii): From (i) we deduce thatL∨
• := (L∨

0 → · · · → L∨
n), together with its natural augmenta-

tionL∨
n → D(M), is a free resolution ofD(M); especially, the projective dimension ofD(M)

is≤ c, and therefore
depthAD(M) ≥ dimM

again by [30, Ch.0, Prop.17.3.4]. On the other hand, it follows easily from [75, Prop.3.3.10]
thatSuppD(M) ⊂ SuppM , soD(M) is Cohen-Macaulay.

(iii): From the proof of (ii) we see thatRHomA(D(M), A) is computed by the complex
L∨∨
• = L•, whence the first assertion. Invoking again [75, Prop.3.3.10], we deduce that

SuppM ⊂ SuppD(M); since the converse inclusion is already known, these two supports
coincide.

(iv) follows straightforwardly from (ii) and (iii). �

Corollary 5.6.38. LetX be a regular noetherian scheme, andj : Y → X a closed immersion.
We have :

(i) Y admits a dualizing complexω•
Y .

(ii) If Y is a Cohen-Macaulay scheme, then we may find a dualizing complexω•
Y that is

concentrated in degree0. Moreover,H0(ω•
Y ) is a Cohen-MacaulayOY -module.

Proof. Indeed, lemma 5.6.28(i) shows that the complexω•
Y := j∗RHomOX (j∗OY ,OX) will do.

According to proposition 5.6.37(i,ii), this complex fulfills the condition of (ii), up to a suitable
shift. �

5.6.39. Letf : X → S be a smooth quasi-compact morphism of schemes,F a finitely
presented quasi-coherentOX-module,x ∈ X any point, ands := f(x). Set

A := OS,s B := OX,x F := Fx B0 := B ⊗A κ(s) F0 := F ⊗A κ(s).
Theorem 5.6.40.In the situation of(5.6.39), suppose thatF is af ♮x-Cohen-Macaulay module.
Then we may find an open neighborhoodU ⊂ X of x in X such that the following holds:

(i) There exists a finite resolution of theOU -moduleF|U , of lengthn := dimB0−dimB F0

Σ• : 0→ Ln → Ln−1 → · · · → L0 → F|U → 0

consisting of freeOU -modules of finite rank. Moreover,Σ• is universallyOS-exact, i.e.
for every coherentOS-moduleG , the complexΣ• ⊗OX f

∗G is still exact.
(ii) The complexK• := RHom•

OU
(F|U ,OU) is concentrated in degreen.

(iii) The natural mapF|U → RHomOU (K
•,OU) is an isomorphism inD(OU -Mod).

(iv) TheB-moduleG := HnK•
x is f ♮x-Cohen-Macaulay, andSuppG = SuppF .

Proof. (i): According to proposition 4.1.37, theB-moduleF admits a minimal free resolution

Σx,• : · · · → L2
d2−−→ L1

d1−−→ L0
ε−→ F → 0

that is universallyA-exact; especially,di(Li) is a flatA-module, for everyi ∈ N. It also follows
thatΣx,• ⊗A κ(s) is a minimal free resolution of theB0-moduleF0. Since the latter is Cohen-
Macaulay, andB0 is a regular local ring ([33, Ch.IV, Th.17.5.1]), the projective dimension of
theB0-moduleF0 equalsn ([30, Ch.0, Prop.17.3.4]), thereforedn(Ln) ⊗A κ(s) is a freeB0-
module, sodn(Ln) is a flatB-module (lemma 4.3.35); then we deduce that it is actually a free
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B-module, as it is finitely presented. SinceΣx,• is minimal, we conclude thatLi = 0 for every
i > n. We may now extendΣx,• to a finite resolutionΣ• of F|U by freeOU -modules on some
open neighborhoodU of x, and after replacingU by a smaller neighborhood ofU , we may
assume thatF|U is f|U -flat ([32, Ch.IV, Th.11.3.1]), henceΣ• is universallyOS-exact, as stated.

(ii): Let L• := (Ln → · · · → L0) be the complex obtained after omittingF from the resolu-
tionΣx,• (whereL0 is placed in degree0). ThenK• is isomorphic toL∨

• := HomB(L•, B). On
the other hand, the universal exactness property ofΣx,• implies that

HomB0(L• ⊗A κ(s), B0) = L∨
• ⊗A κ(s)

computesRHom•
B0
(F0, B0). In view of proposition 5.6.37(i), we haveExtiB0

(F0, B0) = 0 for
every i 6= n. From this, a repeated application of [32, Ch.IV, Prop.11.3.7] shows thatL∨

• is
concentrated in degreen as well, and after shrinkingU , we may assume that (ii) holds (details
left to the reader).

(iii): Let L• := (Ln → · · · → L0) be the complex obtained by omittingF|U form the
resolutionΣ•; the proof of (iii) shows thatRHomOU (K

•,OU) is computed byL ∨∨
• = L•,

whence the contention.
(iv): By the same token, [32, Ch.IV, Prop.11.3.7] implies thatCoker d∨i is a flatA-module,

for every i = 1, . . . , n. Especially,G is a flatA-module, and the complexL∨
• [−n], with its

natural augmentationL∨
n → G, is a universallyA-exact and free resolution of theB-moduleG.

Especially, the projective dimension ofG is≤ n, therefore

(5.6.41) depthBG ≥ dimB F0

by [30, Ch.0, Prop.17.3.4]. From (iii) we also see that the induced map

Fp → ExtnBp
(Gp, Bp)

is an isomorphism, for every prime idealp ⊂ B; thereforeSuppF ⊂ SuppG. Symmetrically,
the same argument yieldsSuppG ⊂ SuppF . Hence the supports ofF andG agree. Lastly,
combining with (5.6.41) we see thatG is Cohen-Macaulay. �

5.6.42. Keep the notation of (5.6.39), and letϕ := f ♮x : A → B. From theorem 5.6.40(iii,iv)
we deduce that, for everyn ∈ N, the functor

Dϕ : ϕ-CMn → ϕ-CMo
n M 7→ ExtdimB0−n

B (M,B)

is an equivalence, and the natural mapM → Dϕ ◦ Dϕ(M) is an isomorphism, for everyϕ-
Cohen-Macaulay moduleM . We shall see later also a relative variant of corollary 5.6.38, in a
more special situation (see proposition 5.8.5).

5.7. Schemes over a valuation ring.Throughout this section,(K, | · |) denotes a valued field,
whose valuation ring (resp. maximal ideal, resp. residue field, resp. value group) shall be
denotedK+ (resp.mK , resp.κ, resp.Γ). Also, we let

S := SpecK+ and S/b := SpecK+/bK+ for everyb ∈ mK

(soS/0 = S) and we denote bys := Specκ (resp. byη := SpecK) the closed (resp. generic)
point ofS. More generally, for everyS-schemeX we let as well

X/b := X ×S S/b for everyb ∈ mK .

A basic fact, which can be deduced easily from [45, Part I, Th.3.4.6], is that every finitely
presentedS-scheme is coherent; we present here a direct proof, based onthe following

Proposition 5.7.1.LetA be an essentially finitely presentedK+-algebra,M a finitely gener-
atedK+-flatA-module. ThenM is a finitely presentedA-module.
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Proof. Let us writeA = S−1B for some finitely presentedK+-algebraB, and some multiplica-
tive subsetS ⊂ B; then we may find a finitely generatedB-moduleMB with an isomorphism
ϕ : S−1MB

∼→ M of A-modules. LetM ′
B be the image ofMB in MB ⊗K+ K; sinceM is

K+-flat,ϕ induces an isomorphismS−1M ′
B →M . It then suffices to show thatM ′

B is a finitely
presentedB-module; hence we may replaceA by B andM by M ′

B, and assume thatA is a
finitely presentedK+-algebra.

We are further easily reduced to the case whereA = K+[T1, . . . , Tn] is a free polynomial
K+-algebra. Pick a finite system of generatorsΣ for M ; define increasing filtrationsFil•A and
Fil•M onA andM , by lettingFilkA be theK+-submodule of all polynomialsP (T1, . . . , Tn) ∈
A of total degree≤ k, and settingFilkM := FilkA · Σ ⊂ M for everyk ∈ N. We consider the
Rees algebraR(A)• and the Rees moduleR(M)• associated to these filtrations as in definition
4.4.25(iii,iv). Say thatΣ is a subset of cardinalityN ; we obtain anA-linear surjectionϕ :
A⊕N → M , and we setM ′

k := (FilkA)
⊕N ∩ Kerϕ for everyk ∈ N. Notice that the resulting

gradedK+-moduleM ′
• :=

⊕
k∈NM

′
k is actually aR(A)•-module and we get a short exact

sequence of gradedR(A)•-modules

C• : 0→M ′
• → R(A)⊕N• → R(M)• → 0.

Notice also that theK+-modulesR(A)⊕Nk andR(M)k are torsion-free and finitely generated,
hence they are free of finite rank (see [36, Rem.6.1.12(ii)]); then the same holds forM ′

k, for
everyk ∈ N. It follows that the complexC•⊗K+ κ is still short exact. On the other hand,R(A)•
is aK+-algebra of finite type (see example 4.4.28), henceR := R(A)• ⊗K+ κ is a noetherian
ring; therefore,M ′

• ⊗K+ κ is a gradedR-module of finite type, say generated by the system of
homogenenous elements{x1, . . . , xt}. Lift these elements to a systemΣ′ := {x1, . . . , xt} of
homogeneous elements ofM ′

•, and denote byM ′′
• ⊂M ′

• theR(A)•-submodule generated byΣ′.
By construction,M ′′

k ⊗K+ κ = M ′
k ⊗K+ κ, henceM ′′

k = M ′
k for everyk ∈ N, by Nakayama’s

lemma. In other words,Σ′ is a system of generators forM ′
•; it follows easily that the image ofΣ′

in Kerϕ is also a system of generator for the latterA-module, and the proposition follows.�

Corollary 5.7.2. Every essentially finitely presentedK+-algebra is a coherent ring.

Proof. One reduces easily to the case of a free polynomialK+-algebraK+[T1, . . . , Tn], in
which case the assertion follows immediately from proposition 5.7.1 : the details shall be left
to the reader. �

Lemma 5.7.3. If A if a finitely presentedK+-algebra, the subsetMinA ⊂ SpecA of minimal
prime ideals is finite.

Proof. We begin with the following :

Claim5.7.4. The assertion holds whenA is a flatK+-algebra.

Proof of the claim.Indeed, in this case, by the going-down theorem ([61, Th.9.5]) the minimal
primes lie inSpecA⊗K+ K, which is a noetherian ring. ♦

In general,A is defined over aZ-subalgebraR ⊂ K+ of finite type. LetL ⊂ K be the field
of fractions ofR, and setL+ := L ∩K+; thenL+ is a valuation ring of finite rank, and there
exists a finitely presentedL+-algebraA′ such thatA ≃ A′ ⊗L+ K+. For every prime ideal
p ⊂ L+, letκ(p) be the residue field ofL+

p , and set :

A′(p) := A′ ⊗L+ κ(p) K+(p) := K+ ⊗L+ κ(p).

SinceSpecL+ is a finite set, it suffices to show that the subsetMinA⊗L+ κ(p) is finite for every
p ∈ SpecL+. However,A⊗L+ κ(p) ≃ A′(p)⊗κ(p) K+(p), so this ring is a flatK+(p)-algebra
of finite presentation. LetI be the nilradical ofK+(p); sinceK+(p)/I is a valuation ring, claim
5.7.4 applies withA replaced byA⊗K+ K+(p)/I, and concludes the proof. �
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Lemma 5.7.5.Let (A,mA) be a local ring,K+ → A a local and essentially finitely presented
ring homomorphism. Then there exists a local morphismϕ : V → A of essentially finitely
presentedK+-algebras, such that the following holds :

(i) V is a valuation ring, its maximal idealmV is generated by the image ofmK , and the
mapK+ → V induces an isomorphismΓ

∼→ ΓV of value groups.
(ii) ϕ induces a finite field extensionV/mV → A/mA.

Proof. SetX := SpecA and letx ∈ X be the closed point. Let us picka1, . . . , ad ∈ A
whose classes inκ(x) form a transcendence basis overκ(s). The system(ai | i ≤ d) defines

a factorization of the morphismSpecϕ : X → S as a compositionX
g−→ Y := Ad

S
h−→ S,

such thatξ := g(x) is the generic point ofh−1(s) ⊂ Y . The morphismg is essentially finitely
presented ([30, Ch.IV, Prop.1.4.3(v)]) and moreover :

Claim 5.7.6. The stalkOY,ξ is a valuation ring with value groupΓ.

Proof of the claim. Indeed, setB := K+[T1, . . . , Td]; one sees easily thatV := OX,ξ is the
valuation ring of the Gauss valuation| · |B : Frac(B)→ Γ ∪ {0} such that

∣∣∣∣∣
∑

α∈Nd

aαT
α

∣∣∣∣∣
B

= max{|aα| | α ∈ Nd}

(whereaα ∈ K+ andT α := T α1
1 · · ·T αrr for all α := (α1, . . . , αd) ∈ Nd, andaα = 0 except for

finitely manyα ∈ Nd). ♦

In view of claim 5.7.6, to conclude the proof it suffices to notice thatκ(x) is a finite extension
of κ(ξ). �

Proposition 5.7.7.Letϕ : K+ → A andψ : A → B be two essentially finitely presented ring
homomorphisms. Then :

(i) If ψ is integral,B is a finitely presentedA-module.
(ii) If A is local,ϕ is local and flat, andA/mKA is a field, thenA is a valuation ring and

ϕ induces an isomorphismΓ
∼→ ΓA of value groups.

Proof. (i): The assumption means that there exists a finitely presentedA-algebraC and a mul-
tiplicative systemT ⊂ C such thatB = T−1C. Let I :=

⋃
t∈T AnnC(t). ThenI is the kernel

of the localization mapC → B; the latter is integral by hypothesis, hence for everyt ∈ T
there is a monic polynomialP (X) ∈ C[X ], say of degreen, such thatP (t−1) = 0 in B, hence
t′tn · P (t−1) = 0 in C, for somet′ ∈ T , i.e. t′(1 − ct) = 0 holds inC for somec ∈ C, in
other words, the image oft is already a unit inC/I, so thatB = C/I. Then lemma 4.3.41 says
thatV (I) ⊂ SpecC is closed under generizations, henceV (I) is open, by corollary 4.3.44 and
lemma 5.7.3, and finallyI is finitely generated, by lemma 4.3.38(ii). SoB is a finitely presented
A-algebra. Then (i) follows from the well known :

Claim 5.7.8. Let R be any ring,S a finitely presented and integralR-algebra. ThenS is a
finitely presentedR-module.

Proof of the claim.Let us pick a presentation :S = R[x1, . . . , xn]/(f1, . . . , fm). By assump-
tion, for everyi ≤ n we can find a monic polynomialPi(T ) ∈ R[T ] such thatPi(xi) = 0 in S.
Let us setS ′ := R[x1, . . . , xn]/(P1(x1), . . . , Pn(xn)); thenS ′ is a freeR-module of finite rank,
and there is an obvious surjectionS ′ → S of R-algebras, the kernel of which is generated by
the images of the polynomialsf1, . . . , fm. The claim follows. ♦

(ii): By lemma 5.7.5, we may assume from start that the residue field ofA is a finite extension
of κ. We can writeA = Cp for aK+-algebraC of finite presentation, and a prime idealp ⊂ C
containingmK ; under the stated assumptions,A/mKA is a finite field extension ofκ, hencep is
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a maximal ideal ofC, and moreoverp is isolated in the fibreg−1(s) of the structure morphism
g : Z := SpecC → S. It then follows from [32, Ch.IV, Cor.13.1.4] that, up to shrinkingZ, we
may assume thatg is a quasi-finite morphism ([27, Ch.II,§6.2]). LetKh+ be the henselization
of K+, and setCh := C ⊗K+ Kh+. There exists precisely one prime idealq ⊂ Ch lying over
p, andCh

q is a flat, finite and finitely presentedKh+-algebra by [33, Ch.IV, Th.18.5.11], soCh
q

is henselian, by [33, Ch.IV, Prop.18.5.6(i)], and thenCh
q is the henselization ofA, since the

natural mapA→ Ch
q is ind-étale and induces an isomorphismCh

q ⊗K+ κ ≃ κ(x). Finally,Ch
q is

also a valuation ring with value groupΓ, by virtue of [36, Lemma 6.1.13 and Rem.6.1.12(vi)].
To conclude the proof of (ii), it now suffices to remark :

Claim 5.7.9. Let V be a valuation ring,ϕ : R → V a faithfully flat morphism. ThenR is a
valuation ring andϕ induces an injectionϕΓ : ΓR → ΓV of the respective value groups.

Proof of the claim. ClearlyR is a domain, since it is a subring ofV . To show thatR is a
valuation ring, it then suffices to prove that, for any two idealsI, J ⊂ R, we have eitherI ⊂ J
or J ⊂ I. However, sinceV is a valuation ring, we know already that eitherI · V ⊂ J · V or
J · V ⊂ I · V ; sinceϕ is faithfully flat, the assertion follows. By the same token,we deduce
that an idealI ⊂ R is equal toR if and only if I · V = V , which implies thatϕΓ is injective
(see [36,§6.1.11]). �

Proposition 5.7.10.Let f : X → S be a flat and finitely presented morphism,F a coherent
OX-module,x ∈ X any point,y := f(x), and suppose thatf−1(y) is a regular scheme (this
holdse.g. if f is a smooth morphism). Let alson := dimOf−1(y),x. Then:

(i) hom.dimOX,xFx ≤ n+ 1.
(ii) If F is f -flat at the pointx, thenhom.dimOX,xFx ≤ n.

(iii) If F is reflexive at the pointx, thenhom.dimOX,xFx ≤ n− 1.
(iv) If f has regular fibres, andF is reflexive and generically invertible (see(5.6.9)), then

F is invertible.

Proof. To start out, we may assume thatX is affine, and then it follows easily from lemma
5.6.6(ii.a) thatOX is coherent.

(ii): SinceOX is coherent, we can find a possibly infinite resolution

· · · → E2 → E1 → E0 → Fx → 0

by freeOX,x-modulesEi (i ∈ N) of finite rank; setE−1 := Fx andL := Im(En → En−1).
It suffices to show that theOX,x-moduleL is free. For everyOX,x-moduleM we shall let
M(y) := M ⊗OX,x Of−1(y),x. SinceL andFx are torsion-free, hence flatK+-modules, the
induced sequence ofOf−1(y),x-modules:

0→ L(y)→ En−1(y)→ · · ·E1(y)→ E0(y)→ Fx(y)→ 0

is exact; sincef−1(y) is a regular scheme,L(y) is a freeOf−1(y),x-module of finite rank. Since
L is also flat as aK+-module, [30, Prop.11.3.7] and Nakayama’s lemma show that any set of
elements ofL lifting a basis ofL(y), is a free basis ofL.

(i): Locally onX we can find an epimorphismO⊕n
X → F , whose kernelG is again a coherent

OX-module, sinceOX is coherent. Clearly it suffices to show thatG admits, locally onX, a
finite free resolution of length≤ n, which holds by (ii), sinceG is f -flat.

(iii): SupposeF is reflexive atx; by remark 5.6.4 we can find a left exact sequence

0→ Fx → O⊕m
X,x

α−→ O⊕n
X,x.

It follows thathom.dimOX,xFx = max(0, hom.dimOX,x(Cokerα)− 2) ≤ n− 1, by (i).
(iv): Suppose thatF is generically invertible, letj : U → X be the maximal open immersion

such thatj∗F is an invertibleOU -module, and setZ := X\U . Under the current assumptions,
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X is reduced; it follows easily thatU is the set whererkF = 1, and thatj is quasi-compact
(since the rank function is constructible : see (5.6.9)). Itfollows from (iii) that Z ∩ f−1(y)
has codimension≥ 2 in f−1(y), for everyy ∈ S. Hence the conditions of corollary 5.6.8 are
fulfilled, and furthermoreF [0] is a perfect complex by (ii), so the invertibleOX-moduledetF
is well defined (lemma 5.6.13). We deduce natural isomorphisms:

F
∼→ j∗j

∗F
∼→ j∗det(j

∗F [0])
∼→ j∗j

∗detF [0]
∼← detF [0]

whence (iv). �

Proposition 5.7.11.LetX be a quasi-compact and quasi-separated scheme,n ∈ N an integer,
and denote byπ : PnX → X the natural projection. Then the map

H0(X,Z)⊕ PicX → PicPnX (r,L ) 7→ OPnX
(r)⊗ π∗L

is an isomorphism of abelian groups.

Proof. To begin with, let us recall the following well known :

Claim 5.7.12. Let f : Y → T be a proper morphism of noetherian schemes,F a coherent
f -flat OY -module,t ∈ T a point,p ∈ N an integer, and denoteit : f−1(t) → Y the natural
immersion. Suppose thatHp+1(f−1(t), i∗tF ) = 0. Then the natural map

(Rpf∗F )t → Hp(f−1(t), i∗tF )

is surjective.

Proof of the claim.In light of [28, Ch.III, Prop.1.4.15], we easily reduce to the case whereT is
a local scheme, sayT = SpecA for some noetherian local ringA, andt is the closed point of
T . Setk := κ(t), and for everyq ∈ N, consider the functor

F−q : A-Mod→ A-Mod M 7→ H0(T,Rpf∗(f
∗M∼ ⊗OY F ))

(where, as usual,M∼ denotes the quasi-coherentOT -module arising from anA-moduleM).
SinceF is f -flat, the system(F−q | q ∈ N) defines a homological functor. The assertion is
thatF−p−1(k) = 0, in which case [29, Ch.III, Cor.7.5.3] (together with [28, Ch.III, Th.3.2.1
and Th.4.1.5]) says thatF−p−1(M) = 0 for everyA-moduleM . Hence,F−p−1 is trivially an
exact functor, and it follows that the natural mapF−p(A) → F−p(k) is surjective ([29, Ch.III,
Prop.7.5.4]), which is the claim. ♦

Now, the injectivity of the stated map is clear (details leftto the reader). For the surjectivity,
let G be an invertibleOPnX

-module, writeX as the limit of a filtered system(Xλ | λ ∈ Λ) of
noetherian schemes, and for everyλ ∈ Λ, let pλ : PnX → PnXλ be the induced morphism; for
someλ ∈ Λ, we may find an invertibleOPnXλ

-moduleFλ with an isomorphismG
∼→ p∗λGλ of

OPnX
-modules. Clearly, it then suffices to check the sought surjectivity for the schemeXλ; we

may therefore replaceX byXλ, and assume from start thatX is noetherian.
Next, letx ∈ X be any point, andix : Pnκ(x) → PnX the natural immersion; we havei∗xG ≃

OPn
κ(x)

(rx) for somerx ∈ Z. SetF := G (−rx), and notice thatH1(Pnκ(x), i
∗
xF ) = 0; moreover,

Hx := H0(Pnκ(x), i
∗
xF ) is a one-dimensionalκ(x)-vector space. From claim 5.7.12, it follows

that there exists an open neighborhoodU of x in X, and a sections ∈ H0(π−1U,F ) mapping
to a generator ofHx. The sections defines a map ofOPnU

-modulesϕ : OPnU
(rx) → G|π−1U .

Furthermore, sincei∗xF ≃ OPn
κ(x)

, it is easily seen thatϕ restricts to an isomorphism on some

open subset of the formπ−1U ′, whereU ′ ⊂ U is an open neighborhood ofx in X.
Summing up, sincex ∈ X is arbitrary, and sinceX is quasi-compact, we may find a finite

coveringX = U1 ∪ · · · ∪ Ud consisting of open subsets, and for everyi = 1, . . . , d an integer
ri and an isomorphismϕi : OPnUi

(ri)
∼→ G|π−1Ui of OPnUi

-modules. Then, for everyi, j ≤ d such
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thatUij := Ui ∩ Uj 6= ∅, the composition of the restriction ofϕi followed by the restriction of
ϕ−1
j , is an isomorphism

ϕij : OPnUij
(ri)

∼→ OPnUij
(rj)

of OPnUij
-modules. This already implies thatri = rj wheneverUij 6= ∅, hence the rule :

x 7→ ri if x ∈ Ui yields a well defined continuous mapr : X → Z. Lastly,ϕij is the scalar
multiplication by a section

uij ∈ H0(PnUij ,O
×
PnUij

) = H0(Uij,O
×
Uij

) for everyi, j = 1, . . . , d.

The system(uij | i, j = 1, . . . , d) is a1-cocycle whose class iňCech cohomologyH1(U•,O
×
X )

corresponds to an invertibleOX-moduleL , with a system of trivializationsOUi
∼→ L|Ui, for

i = 1, . . . , d; especially,ϕi can be regarded as an isomorphism(π−1L )|π−1Ui(ri)
∼→ G|π−1Ui for

everyi = 1, . . . , d. By inspecting the construction, it is easily seen that these latter maps patch
to a single isomorphism ofOPnX

-modulesπ∗L (r)
∼→ G , as required. �

Corollary 5.7.13. Let f : X → S be a smooth morphism of finite presentation, setGm,X :=
X ×S SpecK+[T, T−1], and denote byπ : Gm,X → X the natural morphism. Then the map

PicX → PicGm,X L 7→ π∗L

is an isomorphism.

Proof. To start out, the map is injective, sinceπ admits a section. Next, letj : Gm,X → P1
X be

the natural open immersion, and denote again byπ : P1
X → X the natural projection. According

to theorem 5.2.15 and proposition 5.7.10(i), every invertibleOGm,X -module extends to an invert-
ible OP1

X
-module (namely the determinant of a coherent extension). Sincej∗OP1

X
(n) ≃ OGm,X ,

the claim follows from proposition 5.7.11. �

Remark 5.7.14.The proof of proposition 5.7.11 is based on the argument given in [62, Lecture
13, Prop.3]. Of course, statements related to corollary 5.7.13 abound in the literature, and more
general results are available: seee.g.[6] and [73].

Proposition 5.7.15.Let f : X → S be a smooth morphism of finite type,j : U → X an open
immersion, and setZ := X\U . Then:

(i) Every invertibleOU -module extends to an invertibleOX-module.
(ii) Suppose furthermore, that:

(a) For every pointy ∈ S, the codimension ofZ ∩ f−1(y) in f−1(y) is≥ 1, and
(b) The codimension ofZ ∩ f−1(η) in f−1(η) is≥ 2.

Then the restriction functors:

(5.7.16) OX-Rflx→ OU -Rflx PicX → PicU

are equivalences.

Proof. (i): Notice first that the underling space|X| is noetherian, since it is the union|f−1(s)|∪
|f−1(η)| of two noetherian spaces. Especially, every open immersionis quasi-compact, andX
is quasi-separated. We may then reduce easily to the case whereU is dense inX, in which case
the assertion follows from propositions 5.6.7(i) and 5.7.10(iv).

(ii): We begin with the following:

Claim5.7.17. Under the assumptions of (ii), the functors (5.7.16) are faithful.

Proof of the claim.Sincef is smooth, all the stalks ofOX are reduced ([33, Ch.IV, Prop.17.5.7]).
Since every point ofZ is specialization of a point ofU , the claim follows easily from remark
5.6.4. ♦
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Under assumptions (a) and (b), the conditions of corollary 5.6.8 are fulfilled, and one de-
duces that (5.7.16) are full functors, hence fully faithful, in view of claim 5.7.17. The essential
surjectivity of the restriction functor for reflexiveOX-modules is already known, by proposition
5.6.7(i). �

Lemma 5.7.18.Let f : X → S be a flat, finitely presented morphism, and denote byU ⊂ X
the maximal open subset such that the restrictionf|U : U → S is smooth. Suppose that the
following two conditions hold:

(a) For every pointy ∈ S, the fibref−1(y) is geometrically reduced.
(b) The generic fibref−1(η) is geometrically normal.

Then the restriction functor induces an equivalence of categories (notation of(5.6.9)) :

(5.7.19) DivX
∼→ PicU.

Proof. Let F be any generically invertible reflexiveOX-module; it follows from proposition
5.7.10(iv) thatF|U is an invertibleOU -module, so the functor (5.7.19) is well defined. Let
y ∈ S be any point; condition (a) says in particular that the fibref−1(y) is generically smooth
overκ(y) ([61, Th.28.7]). Then it follows from [33, Ch.IV, Th.17.5.1] thatU∩f−1(y) is a dense
open subset off−1(y), and ifx ∈ f−1(y)\U , then the depth ofOf−1(y),x is≥ 1, since the latter is
a reduced local ring of dimension≥ 1. Similarly, condition (b) and Serre’s criterion [61, Ch.8,
Th.23.8] say that for everyx ∈ f−1(η)\U , the local ringOf−1(η),x has depth≥ 2. Furthermore,
[32, Ch.IV, Prop.9.9.4] implies that the open immersionj : U → X is quasi-compact; summing
up, we see that all the conditions of corollary 5.6.8 are fulfilled, so thatF = j∗j

∗F for every
reflexiveOX -moduleF . This already means that (5.7.19) is fully faithful. To conclude, it
suffices to invoke proposition 5.6.7(i). �

The rest of this section shall be concerned with some resultsthat hold in the special case
where the valuation ofK has rank one.

Theorem 5.7.20.Suppose thatK is a valued field of rank one. Letf : X → S be a finitely
presented morphism,F a coherentOX-module. Then :

(i) Every coherent proper submoduleG ⊂ F admits a primary decomposition.
(ii) AssF is a finite set.

Proof. By lemma 5.5.10, assertion (ii) follows from (i). Using corollary 5.5.9(ii) we reduce
easily to the case whereX is affine, sayX = SpecA for a finitely presentedK+-algebraA,
andF = M∼, G = N∼ for some finitely presentedA-modulesN ⊂ M 6= 0. By considering
the quotientM/N , we further reduce the proof to the case whereN = 0. Let us choose a closed
imbeddingi : X → SpecB, whereB := K+[T1, . . . , Tr] is a free polynomialK+-algebra; by
proposition 5.5.14, the submodule0 ⊂ F admits a primary decomposition if and only if the
submodule0 ⊂ i∗F does. Thus, we may replaceA byB, and assume thatA = K+[T1, . . . , Tr],
in which case we shall argue by induction onr. Let ξ denote the maximal point off−1(s); by
claim 5.7.6,V := OX,ξ is a valuation ring with value groupΓ. Then [36, Lemma 6.1.14] says
that

Mξ ≃ V ⊕m ⊕ (V/b1V )⊕ · · · ⊕ (V/bkV )

for somem ∈ N and elementsb1, . . . , bk ∈ mK \{0}. After clearing some denominators, we
may then find a mapϕ :M ′ := A⊕m⊕ (A/b1A)⊕ · · ·⊕ (A/bkA)→M whose localizationϕξ
is an isomorphism.

Claim 5.7.21. AssA/bA = {ξ} wheneverb ∈ mK\{0}.
Proof of the claim.ClearlyAssA/bA ⊂ f−1(s). Let x ∈ f−1(s) be a non-maximal point.
Thus, the prime idealp ⊂ A corresponding tox is not contained inmKA, i.e. there existsa ∈ p
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such that|a|A = 1. Suppose by way of contradiction, thatx ∈ AssA/bA; then we may find
c ∈ A such thatc /∈ bA butanc ∈ bA for somen ∈ N. The conditions translate respectively as
the inequalities :

|c|A > |b|A and |an|A · |c|A = |anc|A ≤ |b|A
which are incompatible, since|an|A = 1. ♦

Since(Kerϕ)ξ = 0, we deduce from claim 5.7.21 and proposition 5.5.4(ii) thatAssKerϕ =
∅; thereforeKerϕ = 0, by lemma 5.5.3(iii). Moreover, the submoduleN1 := A⊕m (resp.
N2 := (A/b1A)⊕ · · · ⊕ (A/bkA)) of M ′ is eitherξ-primary (resp.{0}-primary), or else equal
to M ′; in the first case,0 ⊂ M ′ admits the primary decomposition0 = N1 ∩ N2, and in the
second case, either0 is primary, or elseM ′ = 0 has the empty primary decomposition. Now,
if r = 0 thenM = M ′ and we are done. Suppose therefore thatr > 0 and that the theorem
is known for all integers< r. SetM ′′ := Cokerϕ; clearly ξ /∈ SuppM ′′, so by proposition
5.5.13 we are reduced to showing that the submodule0 ⊂ M ′′ admits a primary decomposition.
We may then replaceM by M ′′ and assume from start thatξ /∈ SuppF . Let F t ⊂ F be
theK+-torsion submodule; clearlyF/F t is a flatK+-module, hence it is a finitely presented
OX-module (proposition 5.7.1), soF t is a finitely generatedOX-module, by [17, Ch.10,§.1,
n.4, Prop.6]. Hence we may find a non-zeroa ∈ mK such thataF t = 0, i.e. the natural map
F t → F/aF is injective. Denote byi : Z := V (AnnF/aF )→ X the closed immersion.

Claim5.7.22. There exists a finite morphismg : Z → Ar−1
S .

Proof of the claim.Sinceξ /∈ SuppF , we haveI * mKA, i.e. we can findb ∈ I such that
|b|A = 1. SetW := V (a, b) ⊂ X; it suffices to exhibit a finite morphismW → Ar−1

S . By
[13, §5.2.4, Prop.2], we can find an automorphismσ : A/aA→ A/aA such thatσ(b) = u · b′,
whereu is a unit, andb′ ∈ (K+/aK+)[T1, . . . , Tr] is of the formb′ = T kr +

∑k−1
j=0 ajT

j
r , for

somea0, . . . , ak−1 ∈ (K+/aK+)[T1, . . . , Tr−1]. Hence the ringA/(aA+ bA) = A/(aA+ b′A)
is finite overK+[T1, . . . , Tr−1], and the claim follows. ♦

Claim5.7.23. TheOX -submodule0 ⊂ F/aF admits a primary decomposition.

Proof of the claim.Let G := (F/aF )|Z. By our inductive assumption the submodule0 ⊂ g∗G
onAr−1

S admits a primary decomposition; a first application of proposition 5.5.14 then shows
that the submodule0 ⊂ G on Z admits a primary decomposition, and a second application
proves the same for the submodule0 ⊂ i∗G = F/aF . ♦

Finally, let j : Y := V (a) ⊂ X be the closed immersion, and setU := X \Y . By con-
struction, the natural mapΓY F → j∗j

∗F is injective. Furthermore,U is an affine noetherian
scheme, so [61, Th.6.8] ensures that theOU -submodule0 ⊂ F|U admits a primary decomposi-
tion. The same holds forj∗F , in view of claim 5.7.23. To conclude the proof, it remains only
to invoke proposition 5.5.16. �

Corollary 5.7.24. LetK be a valued field of rank one,f : X → S a finitely presented mor-
phism,F a coherentOX-module, and suppose there is given a cofiltered familyI := (Iλ | λ ∈
Λ) such that :

(a) Iλ ⊂ OX is a coherent ideal for everyλ ∈ Λ.
(b) Iλ ·Iµ ∈ I wheneverIλ,Iµ ∈ I .

Then the following holds :

(i) Fλ := AnnF (Iλ) ⊂ F is a submodule of finite type for everyλ ∈ Λ.
(ii) There existsλ ∈ Λ such thatFµ ⊂ Fλ for everyµ ∈ Λ.

Proof. We easily reduce to the case whereX is affine, sayX = SpecAwithA finitely presented
overK+, and for eachλ ∈ Λ the idealIλ := Γ(X,Iλ) ⊂ A is finitely generated.
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(i): For givenλ ∈ Λ, let f1, . . . , fk be a finite system of generators ofIλ; thenFλ is the
kernel of the mapϕ : F → F⊕k defined by the rule :m 7→ (f1m, . . . , fkm), which is finitely
generated becauseA is coherent.

(ii): By theorem 5.7.20 we can find primary submodulesG1, . . . ,Gn ⊂ F such thatG1 ∩
· · · ∩ Gn = 0; for everyi ≤ n andλ ∈ Λ setHi := F/Gi andHi,λ := AnnHi

(Iλ). Since the
natural mapF → ⊕ni=1Hi is injective, we have :

Fλ = F ∩ (H1,λ ⊕ · · · ⊕Hn,λ) for everyλ ∈ Λ.

It suffices therefore to prove that, for everyi ≤ n, there existsλ ∈ Λ such thatHi,µ = Hi,λ for
everyµ ∈ Λ. Say thatHi is p-primary, for some prime idealp ⊂ A; suppose now that there
existsλ such thatIλ ⊂ p; sinceIλ is finitely generated, we deduce thatInλHi = 0 for n ∈ N
large enough; from (b) we see thatI n

λ ∈ I , so (ii) holds in this case. In caseIλ * p for every
λ ∈ Λ, we haveAnnHi

(Iλ) = 0 for everyλ ∈ Λ, so (ii) holds in this case as well. �

Corollary 5.7.25. SupposeA is a valuation ring with value groupΓA, andϕ : K+ → A is an
essentially finitely presented local homomorphism from a valuation ringK+ of rank one. Then:

(i) If the valuation ofK is not discrete,ϕ induces an isomorphismΓ
∼→ ΓA.

(ii) If Γ ≃ Z andϕ is flat,ϕ induces an inclusionΓ ⊂ ΓA, and(ΓA : Γ) is finite.

Proof. Suppose first thatΓ ≃ Z; thenA is noetherian, henceΓA is discrete of rank one as well,
and the assertion follows easily. In caseΓ is not discrete, we claim thatA has rank≤ 1. Indeed,
suppose by way of contradiction, that the rank ofA is higher than one, and letmA ⊂ A be
the maximal ideal; then we can finda, b ∈ mA\{0} such thata−ib ∈ A for everyi ∈ N. Let
us consider theA-moduleM := A/bA; we notice thatAnnM(ai) = a−ibA form a strictly
increasing sequence of ideals, contradicting corollary 5.7.24(ii). Next we claim thatϕ is flat.
Indeed, suppose this is not the case; thenA is aκ-algebra. Letp ⊂ A be the maximal ideal;
by lemma 5.7.5, we may assume thatA/p is a finite extension ofκ. Now, choose any finitely
presented quotientA of A supported atp; it follows easily thatA is integral overK+, hence
it is a finitely presentedK+-module by proposition 5.7.7(i), and its annihilator contains mK ,
which is absurd in view of [36, Lemma 6.1.14]. Next, sinceΓ is not discrete, one sees easily
thatmKA is a prime ideal, and in light of the foregoing, it must then bethe maximal ideal. Now
the assertion follows from proposition 5.7.7(ii). �

5.7.26. LetB be a finitely presentedK+-algebra,A := (A,Fil•A) be a pair consisting of a
B-algebra and aB-algebra filtration onA; let alsoM be a finitely generatedA-module, and
Fil•M a goodA-filtration onM (see definition 4.4.27). By definition, this means that the Rees
moduleR(M)• of the filteredA-moduleM := (M,Fil•M) is finitely generated over the graded
ReesB-algebraR(A)•. We have :

Proposition 5.7.27. In the situation of (5.7.26), suppose thatA is a finitely presentedB-
algebra,M is a finitely presentedA-module, andFil•A is a good filtration. Then :

(i) R(A)• is a finitely presentedB-algebra, andR(M)• is a finitely presentedR(A)•-
module.

(ii) If furthermore,Fil•A is a positive filtration (see definiion4.4.27(ii)), thenFiliM is a
finitely presentedB-module, for everyi ∈ Z.

Proof. By lemma 4.4.31, there exists a finite system of generatorsm := (m1, . . . , mn) of M ,
and a sequence of integersk := (k1, . . . , kn) such thatFil•M is of the form (4.4.30).

(i): Consider first the case whereA is a freeB-algebra of finite type, sayA = B[t1, . . . , tp],
such thatFil•A is the good filtration associated to the system of generatorst := (t1, . . . , tp)
and the sequence of integersr := (r1, . . . , rp), and moreoverM is a freeA-module with basis
m. ThenR(A)• is also a freeB-algebra of finite type (see example 4.4.28). Moreover, for
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everyj ≤ n, let Mj ⊂ M be theA-submodule generated bymj , and denote byFil•Mj the
goodA-filtration associated to the pair({mj}, {kj}); clearlyFil•M = Fil•M1⊕ · · ·⊕Fil•Mn,
thereforeR(M)• = R(M 1)• ⊕ · · · ⊕ R(Mn)•, whereM j := (Mj ,Fil•Mj) for everyj ≤ n.
Obviously eachR(A)•-moduleR(M j)• is free of rank one, so the proposition follows in this
case.

Next, suppose thatA is a freeB-algebra of finite type, andM is arbitrary. LetF be a
freeA-module of rankn, e := (e1, . . . , en) a basis ofF , and define anA-linear surjection
ϕ : F → M by the ruleej 7→ mj for every j ≤ n. Thenϕ is even a map of filteredA-
modules, provided we endowF with the goodA-filtration Fil•F associated to the pair(e,k).
More precisely, letN := Kerϕ; then the filtrationFil•M is induced byFil•F , meaning that
FiliM := (N + FiliF )/N for every i ∈ Z. Obviously the natural mapR(F )• → R(M)•
is surjective, and its kernel is the Rees moduleR(N)• corresponding to the filteredA-module
N := (N,Fil•N) with FiliN := N ∩ FiliF for every i ∈ Z. Let x := (x1, . . . , xs) be a
finite system of generators ofN , and choose a sequence of integersj := (j1, . . . , js) such that
xi ∈ FiljiN for everyi ≤ s; denote byL the filteredA-module associated as in (4.4.29), to the
A-moduleN and the pair(x, j). Thus,R(L)• is a finitely generated gradedR(A)•-submodule
of R(N)•. To ease notation, setN := R(N)•/R(L)• andF := R(F )•/R(L)•. Recall (definition
4.4.25(iii)) thatR(A)• is a gradedB-subalgebra ofA[U, U−1]; then we have :

Claim5.7.28. N =
⋃
n∈N AnnF (U

n).

Proof of the claim.It suffices to consider a homogeneous elementy := U iz ∈ R(F )i, for some
somez ∈ FiliF . Suppose thatUny ∈ R(L)i+n; especially,U i+nz ∈ R(N)i+n, so z ∈ N ,
hencey ∈ R(N)i. Conversely, suppose thaty ∈ R(N)i; write z = x1a1 + · · ·+ xsas for some
a1, . . . , as ∈ A. Say thatar ∈ FilbrA for everyr ≤ s, and setl := max(i, b1 + j1, . . . , bs + js).
ThenU l−iy = U lz ∈ R(L)l. ♦

By the foregoing,R(F )• is finitely presented overR(A)•. It follows thatN is finitely gener-
ated (corollary 5.7.24), henceR(N)• is a finitely generatedR(A)•-module, so finallyR(M)• is
finitely presented overR(A)•.

Lastly, consider the case of an arbitrary finitely presentedB-algebraA, endowed with the
goodB-algebra filtration associated to a system of generatorsx := (x1, . . . , xp) and the se-
quence of integersr. We map the freeB-algebraP := B[t1, . . . , tp] ontoA, by the rule:
tj 7→ xj for everyj ≤ p. This is even a map of filtered algebras, provided we endowP with the
good filtrationFil•P associated to the pair(t, r); more precisely,Fil•P induces the filtration
Fil•A on A, henceFil•A is a goodP -filtration. By the foregoing case, we then deduce that
R(A)• is a finitely presentedR(P )•-module (whereP := (P,Fil•P )), hence also a finitely pre-
sentedK+-algebra. Moreover,M is a finitely presentedP -module, and clearlyFil•M is good
when regarded as aP -filtration, henceR(M)• is a finitely presentedR(P )•-module, so also a
finitely presentedR(A)•-module.

(ii): The positivity condition implies thatR(A)0 = B; then, taking into account (i), the
assertion is just a special case of proposition 4.4.16(iii). �

Theorem 5.7.29(Artin-Rees lemma). LetA be an essentially finitely presentedK+-algebra,
I ⊂ A an ideal of finite type,M a finitely presentedA-module,N ⊂ M a finitely generated
submodule. Then there exists an integerc ∈ N such that :

InM ∩N = In−c(IcM ∩N) for everyn ≥ c.

Proof. We reduce easily to the case whereA is a finitely presentedK+-algebra; then, with all
the work done so far, we only have to repeat the argument familiar from the classical noetherian
case. Indeed, let us define a filteredK+-algebraA := (A,Fil•A) by the rule :FilnA := I−n

if n ≤ 0, andFilnA := A otherwise; also letM := (M,Fil•M) be the filteredA-module
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such thatFiliM := M · FiliA for every i ∈ Z. We endowQ := M/N with the filtration
Fil•Q induced fromFil•M , so that the natural projectionM → M/N yields a map of filtered
A-modulesM → Q := (Q,Fil•Q). By proposition 5.7.27, there follows a surjective map
of finitely presented gradedR(A)•-modules :π• : R(M)• → R(Q)•, whose kernel in degree
k ≤ 0 is theA-moduleI−kM ∩N . Hence we can find a finite (non-empty) systemf1, . . . , fr of
generators for theR(A)•-moduleKerπ•; clearly we may assume that eachfi is homogeneous,
say of degreedi; we may also suppose thatdi ≤ 0 for every i ≤ r, sinceKer π0 generates
Ker πn, for everyn ≥ 0. Let d := min (di | i = 1, . . . , r); by inspecting the definitions, one
verifies easily that

R(A)i ·Ker πj ⊂ R(A)i+j−d ·Kerπd wheneveri+ j ≤ d and0 ≥ j ≥ d.

ThereforeKer πd+k = R(A)k ·Ker πd for everyk ≤ 0, so the assertion holds withc := −d. �

5.7.30. In the situation of theorem 5.7.29, letM be any finitely presentedA-module; we
denote byM∧ theI-adic completion ofM , which is anA∧-module.

Corollary 5.7.31. With the notation of(5.7.30), the following holds :

(i) The functorM 7→ M∧ is exact on the category of finitely presentedA-modules.
(ii) For every finitely presentedA-moduleM , the natural mapM ⊗A A∧ → M∧ is an

isomorphism.
(iii) A∧ is flat overA. If additionally I ⊂ radA (the Jacobson radical ofA), thenA∧ is

faithfully flat overA.

Proof. (i): Let N ⊂ M be any injection of finitely presentedA-modules; by theorem 5.7.29,
theI-adic topology onM induces theI-adic topology onN . Then the assertion follows from
[61, Th.8.1].

(ii): Choose a presentationA⊕p → A⊕q → M → 0. By (i) we deduce a commutative
diagram with exact rows :

A⊕p ⊗A A∧ //

��

A⊕q ⊗A A∧ //

��

M ⊗A A∧ //

��

0

(A⊕p)∧ // (A⊕q)∧ // M∧ // 0

and clearly the two left-most vertical arrows are isomorphisms. The claim follows.
(iii): The first assertion means that the functorM 7→ M ⊗A A∧ is exact; this follows from (i)

and (ii), via a standard reduction to the case whereM is finitely presented. Suppose next that
I ⊂ radA; to conclude, it suffices to show that the image of the naturalmapSpecA∧ → SpecA
contains the maximal spectrumMaxA ([61, Th.7.3]). This is clear, sinceA∧/IA∧ ≃ A/IA,
and the natural mapMaxA/IA→ MaxA is a bijection. �

Theorem 5.7.32.LetB → A be a map of finitely presentedK+-algebras. Then :

(i) If M is anω-coherentA-module,M is ω-coherent as aB-module.
(ii) If J is a coh-injectiveB-module, andI ⊂ B is a finitely generated ideal, we have :

(a) HomB(A, J) is a coh-injectiveA-module.
(b)
⋃
n∈N AnnJ(I

n) is a coh-injectiveB-module.
(iii) If (Jn, ϕn | n ∈ N) is a direct system consisting of coh-injectiveB/In-modulesJn and

B-linear mapsϕn : Jn → Jn+1 (for everyn ∈ N), thencolim
n∈N

Jn is a coh-injective

B-module.

Proof. (See (4.3.25) for the generalities on coh-injective andω-coherent modules.)
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(i): We reduce easily to the case whereM is finitely presented overA. Let x1, . . . , xp be a
system of generators for theB-algebraA, andm1, . . . , mn a system of generators for theA-
moduleM . We letA := (A,Fil•A), whereFil•A is the goodB-algebra filtration associated
to the pairx := (x1, . . . , xp) andr := (1, . . . , 1); likewise, letM be the filteredA-module
defined by the goodA-filtration onM associated tom := (m1, . . . , mn) andk := (0, . . . , 0)
(see definition 4.4.27). Then claim follows easily after applying proposition 5.7.27(ii) to the
filteredB-algebraA and the filteredA-moduleM .

(ii.a): LetN ⊂ M be two coherentA-modules, andϕ : N → HomB(A, J) anA-linear map.
According to claim 5.1.26,ϕ corresponds by adjunction to a uniqueB-linear mapϕ : N → J ;
on the other hand by (i),M , andM/N areω-coherentB-modules, henceϕ extends to aB-
linear mapψ : M → J (lemma 4.3.27). Under the adjunction,ψ corresponds to anA-linear
extensionψ :M → HomB(A, J) of ϕ.

(iii): Let M ⊂ N be two finitely presentedB-modules,f : M → J := colim
n∈N

Jn aB-linear

map. SinceM is finitely generated,f factors through a mapfn : M → Jn and the natural
mapJn → J , providedn is large enough ([36, Prop.2.3.16(ii)]). By theorem 5.7.29there exists
c ∈ N such thatIn+cN ∩M ⊂ InM . Hence

fn+c := ϕn+c−1 ◦ · · · ◦ ϕn ◦ fn :M → Jn+c

factors through a uniqueB/In+c-linear mapfn+c :M :=M/(In+cN∩M)→ Jn+c; sinceIn+c

is finitely generated,M is a coherent submodule of the coherentB-moduleN := N/In+cN ,
thereforefn+c extends to a mapg : N → Jn+c. The composition ofg : N → Jn+c with the
projectionN → N and the natural mapJn+c → J , is the sought extension off .

(ii.b): LettingA := B/In in (ii.a), we deduce thatJn := AnnJ(I
n) is a coh-injectiveB/In-

module, for everyn ∈ N. Then the assertion follows from (iii). �

5.8. Local duality. Throughout this section we let(K, | · |) be a valued field of rank one. We
shall continue to use the general notation of (5.7).

5.8.1. LetA be finitely presentedK+-algebra,I ⊂ A an ideal generated by a finite system
f := (fi | i = 1, . . . , r), and denote byi : Z := V (I) → X := SpecA the natural closed
immersion. Let alsoI ⊂ OX be the ideal arising fromI. For everyn ≥ 0 there is a natural
epimorphism

i∗i
−1OX → OX/I

n

whence natural morphisms inD(A-Mod) :

(5.8.2) RHom•
OX

(OX/I
n,F •)→ RHom•

OX
(i∗i

−1OX ,F
•)

∼→ RΓZF •

for any bounded below complexF • of OX -modules.

Theorem 5.8.3.In the situation of(5.8.1), letM• be any object ofD+(A-Mod), andM•∼ the
complex ofOX-modules determined byM . Then(5.8.2)induces natural isomorphisms :

colim
n∈N

ExtiA(A/I
n,M•)

∼→ RiΓZM
•∼ for everyi ∈ N.

Proof. For F • := M•∼, trivial duality (theorem 5.1.27) identifies the source of (5.8.2) with
RHom•

A(A/I
n,M•); then one takes cohomology in degreei and forms the colimit overn to

define the sought map. Next, by usual spectral sequence arguments, we may reduce to the
case whereM• is a singleA-moduleM sitting in degree zero (seee.g.the proof of proposition
5.2.11(i)). By inspecting the definitions, one verifies easily that the morphism thus defined is the
composition of the isomorphism of proposition 5.4.31(ii.b) and the map (4.1.27) (see the proof
of proposition 5.4.31(ii.b)); then it suffices to show that the inverse system(HiK•(f

n) | n ∈ N)
is essentially zero wheni > 0 (lemma 4.1.28). By lemma 4.1.30, this will in turn follow,
provided the following holds. For every finitely presented quotientB of A, and everyb ∈ B,
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there existsp ∈ N such thatAnnB(bq) = AnnB(b
p) for everyq ≥ p. This latter assertion is a

special case of corollary 5.7.24. �

Corollary 5.8.4. In the situation of theorem5.8.3, we have natural isomorphisms :

colim
n∈N

ExtiA(I
n,M•)

∼→ H i(X\Z,M•∼) for everyi ∈ N.

Proof. SetU := X \Z. We may assume thatM• is a complex of injectiveA-modules, in
which case the sought map is obtained by taking colimits overthe direct system of composed
morphisms :

HomA(I
n,M•)

βn−→ Γ(U,M•)→ RΓ(U,M•∼)

whereβn is induced by the identification(In)∼|U = OU and the natural isomorphism :

HomOU (OU ,M
•∼) ≃ Γ(U,M•∼).

The complexRΓ(U,M•∼) is computed by a Cartan-Eilenberg injective resolutionM•∼ ∼→M •

of OX-modules, and then the usual arguments allow to reduce to thecase whereM• consists of
a single injectiveA-moduleM placed in degree zero. Finally, from the short exact sequence
0→ In → A→ A/In → 0 we deduce a commutative ladder with exact rows :

0 // HomA(A/I
n,M) //

αn

��

M // HomA(I
n,M) //

βn
��

0

��

0 // ΓZM
∼ // M // Γ(U,M∼) // R1ΓZM

∼ // 0

whereαn is induced from (5.8.2). From theorem 5.8.3 it follows thatcolim
n∈N

αn is an isomor-

phism, andRiΓZM
∼ vanishes for alli > 0; hencecolim

n∈N
βn is an isomorphism, and the con-

tention follows. �

Proposition 5.8.5.LetX
f−→ Y

g−→ S be two finitely presented morphisms of schemes.

(i) If g is smooth,OY [0] is a dualizing complex onY .
(ii) If g is smooth andf is a closed immersion, thenX admits a dualizing complexω•

X .
(iii) If X andY are affine andω•

Y is a dualizing complex onY , thenf !ω•
Y is dualizing on

X (notation of (5.3.15)).
(iv) Every finitely presented quasi-separatedS-scheme admits a dualizing complex.

Proof. (i) is an immediate consequence of proposition 5.7.10(i).
(ii): As in the proof of corollary 5.6.38, this follows directly from (i) and lemma 5.6.28(i).
(iii): Let us choose a factorizationf = pY ◦ i wherei : X → An

Y is a finitely presented closed
immersion, andpY : An

Y → Y the smooth projection ontoY . In view of lemma 5.6.28(i) and
(5.3.15), it suffices to prove the assertion for the morphismpY . To this aim, we pick a closed
finitely presented immersionh : Y → Am

S and consider the fibre diagram :

An
Y

h′ //

pY

��

An+m
S

pS

��

Y
h // Am

S .

By (i) we know that the schemeAm
S admits a dualizing complexω•, and then lemma 5.6.28(i)

says thath!ω• is dualizing as well. By proposition 5.6.24 we deduce thatω•
Y ≃ L [σ]⊗OY h

!ω•

for some invertibleOY -moduleL and some continuous functionσ : |Y | → Z. SincepY is
smooth, we can compute:p!Y ω

•
Y ≃ (p!Y ◦ h!ω•)⊗OAn

Y
p∗Y L [σ], hencep!Y ω

•
Y is dualizing if and

only if the same holds forp!Y ◦ h!ω•. By proposition 5.3.7(iv), the latter complex is isomorphic
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to h
′♭ ◦ p!Sω• and again using lemma 5.6.28(i) we reduce to checking thatp!Sω

• is dualizing,
which is clear from (i).

(iv): Let f : X → S be a finitely presented morphism, withX quasi-separated. IfX is
affine, (iii) says thatf !OS[0] is dualizing onX. In the general case, let(Ui | i = 1, . . . , n) be
a finite covering ofX consisting of affine open subsets; for eachi, j, k = 1, . . . , n, denote by
fi : Ui → S the restriction off , setUij := Ui ∩ Uj, Uijk := Uij ∩ Uk, and letgij : Uij → Ui be
the inclusion map. We know thatf !

iOS[0] is dualizing onUi, for everyi = 1, . . . , n; moreover,
for everyi, j = 1, . . . , n there exists a natural isomorphism

ψij : g
∗
ijf

!
iOS[0]

∼→ g∗jif
!
jOS[0]

fulfilling the cocycle condition

ψjk|Uijk ◦ ψij|Uijk = ψik|Uijk for everyi, j, k = 1, . . . , n

(lemma 5.3.16). In other words,((Ui, f !
iOS[0]);ψij | i, j = 1, . . . , n) is a descent datum for the

fibration (5.6.30). Then the assertion follows from proposition 5.6.31. �

Example 5.8.6.(i) For givenb ∈ mK , let ib : S/b → S be the closed immersion. Ifb 6= 0, a
simple computation yields a natural isomorphism inD(OS/b-Mod) :

i!bOS
∼→ OS/b [−1].

By proposition 5.8.5(i,iii), we deduce thatOS/b[0] is a dualizing complex onS/b, for everyb ∈
mK .

(ii) Next, let f : X → S/b be an affine finitely presented Cohen-Macaulay morphism, of
constant fibre dimensionn. Thenω•

X := f !OS/b[0] is a dualizing complex onX, by (i) and
proposition 5.8.5(iii). Moreover,ω•

X is concentrated in degree−n, andH−nω•
X is a finitely pre-

sentedf -Cohen-MacaulayOX-module. Indeed, leti : X → Y := Am
S/b

be a closed immersion
of S/b-schemes, and denote byg : Y → S/b the projection. Fix anyx ∈ X, let y := i(x) and set

dx := dimOf−1(fx),x dy := dimOg−1(gy),y.

We have a natural isomorphism inD(OX-Mod)

ω•
X

∼→ i!OY [m]
∼→ i∗RHom•

OY
(i∗OX ,OY [m])

(lemma 5.3.16(i)), and by assumptioni∗OX is a g-Cohen-MacaulayOY -module; by theorem
5.6.40(ii), it follows thatω•

X,x is concentrated in degreedy−dx−m, and its cohomology in that
degree isf -Cohen-Macaulay, as asserted. Lastly, since the fibres off andg are equidimensional
([31, Ch.IV, Prop.5.2.1] and lemma 5.6.36(ii)), it is easily seen thatdy − dx = m − n (details
left to the reader), whence the claim.

5.8.7. For any finitely presented morphismf : X → S we consider the map :

d : |X| → Z x 7→ tr. deg(κ(x)/κ(f(x))) + dim {f(x)}.
Lemma 5.8.8.With the notation of(5.8.7), letx, y ∈ X, and suppose thatx is a specialization
of y. We have :

(i) x is an immediate specialization ofy if and only ifd(y) = d(x) + 1.
(ii) If X is irreducible,d(x)− d(y) = dimX(y)− dimX(x).

(iii) X is catenarian and of finite Krull dimension.
(iv) If X is irreducible andf is flat, thenOf−1(fx),x is equidimensional.
(v) If f is flat, thendimOX,x = dimOf−1(fx),x + dimOS,f(x).
(vi) If f is Cohen-Macaulay at the pointx, thenOX,x is equidimensional.
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Proof. (i): In casef(x) = f(y), the assertion follows from [31, Ch.IV, Prop.5.2.1]. Hence,
suppose thatf(x) = s, f(y) = η; let Z be the topological closure of{y} in X, and endowZ
with its reduced subscheme structure; notice thatZ is anS-scheme of finite type. By assump-
tion,X is quasi-compact and quasi-separated, hence{y} is a pro-constructible subset ofX, and
thereforeZ is the set of all specializations ofy in X ([30, Ch.IV, Th.1.10.1]). Especially,y is
the unique maximal point ofZη := Z ∩ f−1(η); also, ifx is an immediate specialization ofy,
thenx is a maximal point ofZs := Z ∩ f−1(s), and by [32, Ch.IV, Lemme 14.3.10], the latter
implies thatd(y) = d(x) + 1.

Conversely, suppose thatd(y) = d(x) + 1; from [32, Ch.IV, Lemme 14.3.10] and [31, Ch.IV,
Prop.5.2.1] we deduce thatx is a maximal point ofZs; thenx is an immediate specialization of
y inX, since otherwisex would be a specialization inX of a proper specializationy′ of y in Zη,
and in this case [32, Ch.IV, Lemme 14.3.10] would say thatd(y′) = d(x)+ 1, i.e. d(y) = d(y′),
contradicting [31, Ch.IV, Prop.5.2.1].

(iii) It is easily seen thatX has finite Krull dimension. Now, consider any sequencey0, . . . , yn
of points ofX, with y0 := y, yn := x, and such thatyi+1 is an immediate specialization ofyi,
for i = 0, . . . , n − 1; from (i) we deduce thatn = d(y)− d(x), especiallyn is independent of
the chosen chain of specializations, soX is catenarian.

(ii): We reduce easily to the case wherey is the maximal point ofX, in which case we may
argue as in the proof of (iii) (details left to the reader).

(iv): This is trivial, if f(x) = η; hence let us assume thatf(x) = s, and lety1, y2 be two
maximal generizations ofx in f−1(s). We may find an affine open subsetU ⊂ X such that
y1 ∈ U andy2 /∈ U ; arguing as in the proof of (i), we see that the maximal pointz of U (which
is also the maximal point ofX) is an immediate generization ofy1 in U , henced(z) = d(y1)+1.
Likewise,d(z) = d(y2) + 1, henced(y1) = d(y2). In view of (i), the assertion follows easily.

(v): If f(x) = η, the identity is [31, Ch.IV, Cor.6.1.2]. Hence, suppose that f(x) = s. In this
case, the proof of (iv) shows that the identity holds, whenX is irreducible. In the general case,
notice that – by the flatness assumption – every irreducible component ofX intersectf−1(η),
and it is therefore itself a flatS-scheme (with its reduced subscheme structure). Sincef−1(η) is
a noetherian scheme, it also follows that the set of irreducible components ofX is finite; thus,
let X1, . . . , Xn be the reduced irreducible components ofX containingx, andfi : Xi → S
(i = 1, . . . , n) the corresponding restrictions off . Then

dimOX,x = max
1≤i≤n

dimOXi,x and dimOf−1(s),x = max
1≤i≤n

dimOf−1
i (s),x

whence the contention.
(vi): By assumption,Of−1(fx),x is a Cohen-Macaulay noetherian local ring, especially it is

equidimensional ([61, Th.17.3(i)]). Thus, the assertion already follows, in casef(x) = η.
If f(x) = s, let y be any maximal generization ofx in f−1(s); arguing as in the proof of
(i), we see that every immediate generization ofy in X is a maximal point ofX, whence the
contention. �

Lemma 5.8.9.(i) TheK+-moduleK/K+ is coh-injective.

(ii) LetA be a finitely presentedK+-algebra,I ⊂ A a finitely generated ideal,J a coh-
injectiveK+-module. Then theA-module

JA := colim
n∈N

HomK+(A/In, J)

is coh-injective.

Proof. (i): It suffices to show thatExt1K+(M,K/K+) = 0 wheneverM is a finitely presented
K+-module. This is clear whenM = K+, and then [36, Ch.6, Lemma 6.1.14] reduces to the
case whereM = K+/aK+ for somea ∈ mK \{0}; in that case we can compute using the free
resolutionK+ a−→ K+ →M , and the claim follows easily.
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(ii): According to theorem 5.7.32(ii.a), theA-moduleJ ′
A := HomK+(A, J) is coh-injective.

However,JA =
⋃
n∈N AnnJ ′

A
(In), so the assertion follows from theorem 5.7.32(ii.b). �

Theorem 5.8.10.Let f : X → S be a finitely presented affine morphism. Then for every point
x ∈ X, theOX,x-module

J(x) := R1−d(x)Γ{x}(f
!OS[0])|X(x)

is coh-injective, and we have a natural isomorphism inD(OX,x-Mod) :

RΓ{x}(f
!OS[0])|X(x) ≃ J(x)[d(x)− 1].

Proof. Fix x ∈ X and setd := d(x); in casef(x) = η, the assertion follows from [46, Ch.V,
Cor.8.4 and following remark]. Hence, suppose thatf(x) = s, the closed point ofS, and say
thatX = SpecA.

Claim5.8.11. We may assume thatx is closed inX, hence thatκ(x) is finite overκ(s).

Proof of the claim.Arguing as in the proof of lemma 5.7.5, we can find a factorization of the

morphismf as a compositionX
g−→ Y := Ad

S
h−→ S, such thatξ := g(x) is the generic point

of h−1(s) ⊂ Y , the morphismg is finitely presented, and the stalkOY,ξ is a valuation ring.
Moreover, letgy := g×Y 1Y (y) : X(y) := X×Y Y (y)→ Y (y); we have a natural isomorphism

(f !OS[0])|X(y) ≃ g!yOY (y)[d].

Then we may replacef by gy, andK+ by OY,ξ, whence the claim. ♦

Hence, suppose now thatx is closed inX, let p ⊂ A be the maximal ideal corresponding to
x, andp the image ofp in A := A ⊗K+ κ; we choose a finite system of elementsb1, . . . , br ∈
OX(X) whose images inA generatep. Pick any non-zeroa ∈ mK , and letI ⊂ A be the ideal
generated by the system(a, b1, . . . , br), andI ⊂ OX the corresponding coherent ideal; clearly
V (I) = {x}, hence theorem 5.8.3 yields a natural isomorphism :

(5.8.12) colim
n∈N

RiHom•
OX

(OX/I
n, f !OS[0])

∼→ RiΓ{x}f
!OS[0] for everyi ∈ Z

where the transition maps in the colimit are induced by the natural mapsOX/I n → OX/I m,
for everyn ≥ m. However, from lemmata 5.3.6(ii), 5.3.16(i) and corollary5.1.33 we deduce
as well natural isomorphisms :

RHom•
OX

(OX/I
n, f !OS[0])

∼→ RHom•
OS
(f∗OX/I

n,OS)
∼→ RHom•

K+(A/In, K+).

We wish to compute theseExt groups by means of lemma 4.3.27(iii); to this aim, let us remark
first thatA/In is an integralK+-algebra for everyn ∈ N, hence it is a finitely presented torsion
K+-module, according to proposition 5.7.7(i). We may then usethe coh-injective resolution
K+[0]→ (0→ K → K/K+ → 0) (lemmata 5.8.9(i), 4.3.27(iii)) to compute :

ExtiK+(A/In, K+) =

{
Jn := HomK+(A/In, K/K+) if i = 1
0 otherwise.

Now the theorem follows from lemma 5.8.9(i) and theorem 5.7.32(ii.a),(iii).
We could also appeal directly to lemma 5.8.9(ii), provided we already knew that the foregoing

natural identifications transform the direct system whose colimit appears in (5.8.12), into the
direct system(Jn | n ∈ N) whose transition maps are induced by the natural mapsA/In →
A/Im, for everyn ≥ m. For the sake of completeness, we check this latter assertion.
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For everyn ≥ m, let jn : Xn := SpecA/In → X andjmn : Xm → Xn be the natural closed
immersions. We have a diagram of functors :

jm∗ ◦ j!mn ◦ (f ◦ jn)!
ζ1 //

ε1

++WWWWWWWWWWWWWWWWWWWWW
jn∗ ◦ (jmn∗ ◦ j!mn) ◦ j!n ◦ f !

ε2

++VVVVVVVVVVVVVVVVVVV
jm∗ ◦ j!m ◦ f !

ξ2oo

αmn
��

jm∗ ◦ (f ◦ jm)!
ξ1

OO

βmn // jn∗ ◦ (f ◦ jn)!
ζ2 // jn∗ ◦ j!n ◦ f !

where :

• ζ1 andζ2 are induced by the natural isomorphismψf,jn : (f ◦ jn)! ∼→ j!n ◦ f ! of lemma
5.3.16(i).
• ξ1 (resp.ξ2) is induced by the isomorphismψf◦jn,jmn (resp.ψjn,jmn).
• ε1 andε2 are induced by the counit of adjunctionjmn∗ ◦ j!mn → 1D+(OXn -Mod).
• βmn (resp.αmn) is induced by the natural map(f ◦ jn)∗OXn → (f ◦ jm)∗OXm (resp.

by the mapjn∗OXn → jm∗OXm).

It follows from lemma 5.3.22 that the two triangular subdiagrams commute, and it is also clear
that the same holds for the inner quadrangular subdiagram. Moreover, lemma 5.3.16(ii) yields
a commutative diagram

(5.8.13)

(f ◦ jm)!

ψf◦jn,jmn
��

ψf,jm // j!m ◦ f !

ψjn,jmn◦f
!

��

j!mn ◦ (f ◦ jn)!
j!mn(ψf,jn ) // j!mn ◦ j!n ◦ f !

such thatjm∗(5.8.13) is the diagram :

jm∗ ◦ (f ◦ jm)!

ξ1
��

jm∗(ψf,jm )
// jm∗ ◦ j!m ◦ f !

ξ2
��

jm∗ ◦ j!mn ◦ (f ◦ jn)!
ζ1 // jm∗ ◦ j!mn ◦ j!n ◦ f !.

We then arrive at the following commutative diagram :

RHom•
OS
(OX/I

m,OS)
RΓ(ψf,jm )

//

RΓ(βmn)

��

RHom•
OX

(OX/Im, f !OS[0])

RΓ(αmn)
��

RHom•
OS
(OX/I n,OS)

RΓ(ψf,jn ) // RHom•
OX

(OX/I n, f !OS[0]).

Now, the mapsRΓ(αmn) are the transition morphisms of the inductive system whose colimit
appears in (5.8.12), hence we may replace the latter by the inductive system formed by the maps
RΓ(βmn). Combining with corollary 5.1.33, we finally deduce naturalA-linear isomorphisms

colim
n∈N

ExtiK+(A/In, K+)
∼→ RiΓ{x}f

!OS[0]

where the transition maps in the colimit are induced by the natural mapsA/In → A/Im, for
everyn ≥ m. Our assertion is an immediate consequence. �

5.8.14. LetA be a local ring, essentially of finite presentation overK+. SetX := SpecA
and letx ∈ X be the closed point. Notice thatX admits a dualizing complex. Indeed, one can
find a finitely presented affineS-schemeY and a pointy ∈ Y such thatX ≃ SpecOY,y; by
proposition 5.8.5(iv),Y admits a dualizing complexω•

Y , and since every coherentOX-module
extends to a coherentOY -module, one verifies easily that the restriction ofω•

Y is dualizing for
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X. Hence, letω• be a dualizing complex forX. It follows easily from theorem 5.8.10 and
propositions 5.8.5(iii) and 5.6.24, that there exists a uniquec ∈ Z such that

J(x) := RcΓ{x}ω
• 6= 0.

Moreover,J(x) is a coh-injectiveA-module, hence by lemma 4.3.27(iii), we obtain a well
defined functor

(5.8.15) Db(A-Modcoh)→ Db(A-Mod)o : C• 7→ Hom•
A(C

•, J(x)).

Furthermore, letDb{x}(A-Modcoh) be the full subcategory ofDb(A-Modcoh) consisting of all
complexesC• such thatSuppH•C• ⊂ {x}. We have the following :

Corollary 5.8.16. (Local duality) In the situation of(5.8.14), the following holds :

(i) The functor(5.8.15)restricts to an equivalence of categories :

D : Db{x}(A-Modcoh)→ Db{x}(A-Modcoh)
o

and the natural transformationC• → D ◦D(C•) is an isomorphism of functors.
(ii) For everyi ∈ Z there exists a natural isomorphism of functors :

RiΓ{x} ◦D
∼→ D ◦Rc−iΓ : Db(OX-Mod)coh → A-Modo

whereD is the duality functor corresponding toω•.
(iii) Let c andD be as in(ii) , I ⊂ A a finitely generated ideal such thatV (I) = {x}, and

denote byA∧ theI-adic completion ofA. Then for everyi ∈ Z there exists a natural
isomorphism of functors :

D ◦RiΓ{x} ◦D
∼→ A∧ ⊗A Rc−iΓ : Db(OX-Mod)coh → A∧-Modocoh.

Proof. LetC• be any object ofDb{x}(A-Modcoh); we denote byi : {x} → X the natural closed
immersion, andC∼

• the complex ofOX-modules determined byC•. ObviouslyC∼
• = i∗i

−1C∼
• ,

therefore :

Hom•
A(C

•, J(x))
∼→ RHom•

A(C
•, J(x)) by lemma 4.3.27(iii)

∼→ RHom•
OX

(C∼
• , RΓ{x}ω

•[c]) by theorem 5.1.27
∼→ RHom•

OX
(i∗i

−1C∼
• , ω

•[c]) by 5.4.12(i.b)
∼→ RHom•

OX
(C∼

• , ω
•[c])

which easily implies (i). Next, we compute, for any objectF • of Db(OX-Mod)coh :

RiΓ{x}D(F •)
∼→ RiHom•

OX
(F •, RΓ{x}ω

•) by lemma 5.4.12(iii)
∼→ RiHom•

OX
(F •, J(x)[−c])

∼→ RiHom•
A(RΓF •, J(x)[−c]) by theorem 5.1.27

∼→ HomA(R
c−iΓF •, J(x)) by lemma 4.3.27(iii)

whence (ii). Finally, letF • be any object ofDb(OX-Mod)coh; we compute :

A∧ ⊗A Rc−iΓF • ∼→ lim
n∈N

(A/In)⊗A Rc−iΓF • by corollary 5.7.31(ii)

∼→ lim
n∈N

D ◦D((A/In)⊗A Rc−iΓF •) by (i)

∼→ lim
n∈N

D(HomA(A/I
n, RiΓ{x}D(F •))) by (ii)

∼→ D(colim
n∈N

HomA(A/I
n, RiΓ{x}D(F •)))

∼→ D(RiΓ{x}D(F •))
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so (iii) holds as well. �

Corollary 5.8.17. In the situation of(5.8.14), setU := X \{x} and letF be a coherentOU -
module, such thatΓ{y}F = 0 for every closed pointy ∈ U . ThenΓ(U,F ) is a finitely presented
A-module.

Proof. By lemma 5.2.16(ii) we may find a coherentOX-moduleG such thatG|U ≃ F . Using
corollary 5.7.24 we see thatΓ{x}G is a finitely generated submodule ofG (X), henceF :=

G /Γ{x}G is a coherentOX-module that extendsF , and clearlyΓ{x}F = 0. There follows a
short exact sequence :

0→ F (X)→ Γ(U,F )→ R1Γ{x}F → 0.

We are thus reduced to showing thatR1Γ{x}F is a finitely presentedA-module. However,
corollary 5.8.16(ii) yields a natural isomorphism :

R1Γ{x}F
∼→ HomA(Ext

c−1
OX

(F , ω•), J(x))

whereω• is a dualizing complex forX andc andJ(x) are defined as in (5.8.14). In view of
corollary 5.8.16(i), it then suffices to show that the finitely presentedA-moduleExtc−1

OX
(F , ω•)

is supported on{x}; equivalently, it suffices to verify that the stalksRc−1HomOX (F , ω•)y
vanish whenevery is a closed point ofU . However, by [28, Ch.0, Prop.12.3.5], the latter are
naturally isomorphic toExtc−1

OX(y)
(F|X(y), ω

•
|X(y)), andω•

|X(y) is a dualizing complex forX(y).

According to (5.8.14), there is a unique integerc(y) such thatJ(y) := Rc(y)ω•
|X(y) 6= 0 and in

view of theorem 5.8.10 and lemma 5.8.8 we obtain :

(5.8.18) c(y) = c− 1.

Finally, (5.8.18) and corollary 5.8.16(iii) yield the isomorphism :

A∧ ⊗A Extc−1
OX(y)

(F|X(y), ω
•
|X(y))

∼→ HomOX,y(Γ{y}F , J(y)) = 0.

To conclude, it suffices to appeal to corollary 5.7.31(iii). �

Proposition 5.8.19.In the situation of(5.8.14), suppose additionally that the structure mor-
phismf : X → S is flat, thatf(x) = s and thatf−1(s) is a regular scheme. Letj : U :=
X \{x} → X be the open immersion,F a flat quasi-coherentOU -module. Then the following
two conditions are equivalent :

(a) Γ(U,F ) is a flatA-module.
(b) δ(x, j∗F ) ≥ dim f−1(s) + 1.

Proof. If d := dim f−1(s) = 0, thenA is a valuation ring (proposition 5.7.7(ii)), andU is the
spectrum of the field of fractions ofA, in which case both (a) and (b) hold trivially. Hence we
may assume thatd ≥ 1. Suppose now that (a) holds, and setF := Γ(U,F ). In view of (5.4.3),
we need to show thatH i(U,F ) = 0 whenever1 ≤ i ≤ d − 1. If F∼ denotes theOX-module
determined byF , thenF∼

|U = F . Moreover, by [57, Ch.I, Th.1.2],F is the colimit of a filtered
family (Li | i ∈ I) of freeA-modules of finite rank, henceH i(U,F ) = colim

i∈I
H i(U, L∼

i ) by

lemma 5.1.10(ii), so we are reduced to the case whereF = OU , and thereforej∗F = OX
(corollary 5.6.8). Sincef−1(s) is regular, we haveδ(x,Of−1(s)) = d; then, since the topological
space underlyingX is noetherian, lemma 5.4.19(ii) and corollary 5.4.39 implythatδ(x,OX) ≥
d+ 1, which is (b).

Conversely, suppose that (b) holds; we shall derive (a) by induction ond; the cased = 0
having already been dealt with. LetmA (resp.mA) be the maximal ideal ofA (resp. ofA :=
A/mKA). Suppose then thatd ≥ 1 and that the assertion is known wheneverdim f−1(s) < d.
Pick t ∈ mA \m2

A, and lett ∈ mA be any lifting oft. Sincef−1(s) is regular,t is a regular
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element ofA, so thatt is regular inA and the induced morphismg : X ′ := SpecA/tA→ S is
flat ([32, Ch.IV, Th.11.3.8]). Letj′ : U ′ := U ∩X ′ → X ′ be the restriction ofj; our choice oft
ensures thatg−1(s) is a regular scheme, so the pair(X ′,F/tF|U ′) fulfills the conditions of the
proposition, anddim g−1(s) = d− 1. Furthermore, sinceF is a flatOU -module, the sequence

0→ F
t−→ F → F/tF → 0 is short exact. Assumption (b) means that

(5.8.20) H i(U,F ) = 0 whenever1 ≤ i ≤ d− 1.

Therefore, from the long exact cohomology sequence we deduce thatH i(U,F/tF ) = 0 for
1 ≤ i ≤ d− 2, i.e.

(5.8.21) δ(x, j′∗F/tF ) ≥ d.

The same sequence also yields a left exact sequence :

(5.8.22) 0→ H0(U,F )⊗A A/tA α−→ H0(U,F/tF )→ H1(U,F ).

Claim5.8.23. H0(U,F )⊗A A/tA is a flatA/tA-module.

Proof of the claim.By (5.8.21) and our inductive assumption,H0(U,F/tF ) is a flatA/tA-
module. In cased = 1, proposition 5.7.7(ii) shows thatA/tA is a valuation ring, and then the
claim follows from (5.8.22), and [14, Ch.VI,§3, n.6, Lemma 1]. Ifd > 1, (5.8.20) implies that
α is an isomorphism, so the claim holds also in such case. ♦

Set V := SpecA[t−1] = X \ V (t) ⊂ U ; sinceF|V is a flat OV -module, theA[t−1]-
moduleH0(U,F ) ⊗A A[t−1] ≃ H0(V,F|V ) is flat. Moreover, sincet is regular on bothA
andH0(U,F ), an easy calculation shows thatTorAi (A/tA,H

0(U,F )) = 0 for i > 0. Then the
contention follows from claim 5.8.23 and [36, Lemma 5.2.1]. �

Remark 5.8.24.Proposition 5.8.19 still holds – with analogous proof – if wereplaceX by the
spectrum of a regular local ringA (and thendim f−1(s) + 1 is replaced bydimA in condition
(b)). The special case whereF is a locally freeOU -module of finite rank has been studied in
detail in [50].

We conclude this section with a result which shall be used in our discussion of almost purity.

5.8.25. For givenb ∈ mK , let f : X → S/b be a morphism of finite presentation,x ∈ X a
point lying in the Cohen-Macaulay locus off (see definition (5.6.35)(v)),F a finitely presented
OX(x)-module. Let alsoa ∈ OX,x, and setµa := a ·1F : F → F ; suppose that, for every point
y ∈ U := X(x)\{x} there is a coherentOX,y-moduleE, such that :

• E is f ♮y-Cohen-Macaulay andSuppE = X(y).
• µa,y factors through aOX,y-linear mapFy → E.

Lemma 5.8.26.In the situation of(5.8.25), the following holds :

(i) TheOX,x-modulea ·RiΓ{x}F is finitely presented for everyi < dimOX,x.
(ii) If dimOX,x > 1, theOX,x-modulea · Γ(U,F ) is finitely presented.

Proof. (i): To ease notation, setA := OX,x andd := dimA. Fix a finitely generated ideal
I ⊂ A whose radical is the maximal ideal. We may assume thatX is an affine scheme andf is
Cohen-Macaulay of constant fibre dimensionn (lemma 5.6.36(i,ii)). In this case,X(x) admits
the dualizing complex

ωX(x) := (f !OS/b[−n])|X(x)

which is a coherentOX(x)-module placed in degree zero ((5.8.14) and example 5.8.6(ii)). We
may then definec ∈ N andJ(x) as in (5.8.14), and by inspection we find thatc = n− d(x) + 1
if b = 0, and otherwisec = n−d(x). To compute this quantity, pick any irreducible component
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Z of the fibref−1(fx) containingx, and endow it with its reduced subscheme structure; then
dimZ = n (lemma 5.6.36(ii)), and sinceZ is a scheme of finite type overκ(fx), we have

d(x) = n+ 1− dimOf−1(fx),x − dimOS,f(x)

([31, Ch.IV, Prop.5.2.1]). Now, ifb = 0, lemma 5.8.8(v) applies and we obtainc = d. If b 6= 0,
thenf(x) = s, anddimOf−1(s),x = d, hence againc = d. Let alsoD be the functor (5.8.15).

Claim 5.8.27. For every finitely presentedA-moduleM supported at the pointx, and every
t ∈ A, we have a natural isomorphism :D(tM) ≃ tD(M).

Proof of the claim.It is a simple application of the exactness of the functorD. Indeed, from the
left exact sequence0→ AnnM(t)→M

t−→M we deduce a right exact sequence :

D(M)
t−→ D(M)→ D(AnnM(t))→ 0

i.e.D(AnnM(t)) ≃ D(M)/tD(M). Then the short exact sequence :

0→ AnnM(t)→ M
τ−→ tM → 0

yields the exact sequence0→ D(tM)→ D(M)
D(τ)−−→ D(M)/tD(M)→ 0, and by inspecting

the definition one sees easily thatD(τ) is the natural projection, whence the claim. ♦

We apply claim 5.8.27 and corollary 5.8.16(ii) to derive a natural isomorphism :

a ·RiΓ{x}F ≃ D(a ·Hd−i(X(x),D(F ))) ≃ D(a · ExtiOX(x)
(F , ωX(x))) for everyi ∈ Z.

However – in view of lemma 5.6.36(i) and our assumptions – foranyy ∈ U we may find an
affine open neighborhoodV ⊂ X of y, a coherentf|V -Cohen-MacaulayOV -moduleE with
Supp E = V , and a factorizationFy → Ey → Fy of µa,y; sinceωX(x) is a coherentOX(x)-
module, there results a factorization ([28, Ch.0, Prop.12.3.3, 12.3.5])

ExtiOX(x)
(F , ωX(x))y → ExtiOV,y(Ey, ωX(x),y)→ ExtiOX(x)

(F , ωX(x))y.

Claim 5.8.28. ExtiOV,y (Ey, ωX(x),y) = 0 for everyi > 0.

Proof of the claim.Let j : V → X be the open immersion, and setg := f ◦ j : V → S/b; by
[28, Ch.0, Prop.12.3.3, 12.3.5], we are then reduced to showing thatExtiOV ′

(E , g!OS/b[−n]) = 0
for everyi > 0. To this aim, pick a finitely presentedS-immersionh : V → Y := Am

S/b
, and let

p : Y → S/b be the projection; we deduce a natural isomorphismg!OS/b[−n]
∼→ h!OY [m − n],

and by adjunction

(5.8.29) ExtiOV (E , g
!OS/b[−n]) = ExtiOY (h∗E ,OY [m− n]).

Now, fix v ∈ V and setu := h(v); by theorem 5.6.40(ii), the complexRHom•
OY

(h∗E ,OY )u
is concentrated in degreedimOp−1(pu),u − dimOf−1(fv),v , and since the fibres off andp are
equidimensional ([31, Ch.IV, Prop.5.2.1] and lemma 5.6.36(ii)) it is easily seen that this quantity
equalsm − n. After composing with the functorRiΓ, we deduce that the right-hand side of
(5.8.29) vanishes fori > 0, as required. ♦

From claim 5.8.28, it follows thata · ExtiOX(x)
(F , ωX(x)) is a coherentA-module ([28, Ch.0,

Prop.12.3.3]) supported atx for i > 0. Assertion (i) now follows from corollary 5.8.16(i).
(ii): To start out, notice thatΓ{x}F is anOX-module of finite type, by corollary 5.7.24; we

may then replaceF by F/Γ{x}F and assume, without loss of generality, that :

(5.8.30) Γ{x}F = 0.
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Let y1, . . . , yr ∈ U be the finitely many associated points ofF that are closed inU (theorem
5.7.20(ii)), and setZ := {y1, . . . , yr}; notice thatZ is a closed subset ofU , so that theOU -
moduleΓZF|U is of finite type, by corollary 5.7.24. HenceF := F|U/ΓZF|U is a coherent
OU -module, and we obtain a short exact sequence :

0→ ΓZF|U → Γ(U,F )→ Γ(U,F )→ 0.

The OU -moduleF fulfills the assumptions of corollary 5.8.17, so thatΓ(U,F ) is a finitely
presentedOX,x-module. On the other hand, setF := Γ(X(x),F ); by corollary 5.8.4 we have
a natural isomorphism :

colim
n∈N

HomA(I
n, F )

∼→ Γ(U,F )

and using (5.8.30) one sees easily that the transition maps in this colimit are injective. Hence,
Γ(U, F ) is an increasing union of finitely presentedA-modules ([26, Ch.0,§5.3.5]). LetM ⊂
Γ(U,F ) be any finitely generated submodule that maps surjectively onto Γ(U,F ); it then
follows thatM is finitely presented, and clearlyΓ(U,F ) =M + ΓZF|U , hencea · Γ(U,F ) =
aM + a · ΓZF|U . Finally, sinceaM is finitely presented, it remains only to show :

Claim5.8.31. a · ΓZF|U = 0.

Proof of the claim. Fix any y ∈ U , and letV ⊂ X be any open neighborhood ofy with a
coherentOV -moduleE as in the foregoing. After shrinkingV , we may assume thatµa|V ∩X(x)

factors throughE . It follows thata ·ΓZ∩V F|V is a subquotient ofΓZ∩V E . We are then reduced
to showing thatΓZ∩V E = 0. However, under the current assumptionsdimU > 0, hence

(5.8.32) dimOU,yi > 0 for i = 1, . . . , r

(lemma 5.8.8(iii)). On the other hand, sinceE is f|V -Cohen-Macaulay with supportV , its
associated points are the maximal points ofV ∩ f−1(η). Taking into account (5.8.32), we
conclude thatZ does not contain any associated point ofE , as required. �

5.9. Hochster’s theorem and Stanley’s theorem.The two main results of this section are
theorems 5.9.34 and 5.9.41, which were proved originally respectively by Hochster in [49], and
by Stanley in [72]. Our proofs follow in the main the posterior methods presented by Bruns and
Herzog in [22] (which in turns, partially rely on some ideas of Danilov). These results shall be
used in section 6.5, in order to show that regular log schemesare Cohen-Macaulay. We begin
with some preliminaries from algebraic topology, which we develop only to the extent that is
required for our special purposes: a much more general theory exists, and is well known to
experts (seee.g.[59, Ch.IX]).

For any topological spaceX, and any subsetT ⊂ X, we denote byT the topological closure
of T in X, endowed with the topology induced fromX. We letH•(X) (resp.H•(X, T )) be the
singular homology groups ofX (resp. of the pair(X, T )). Also, for everyn ∈ N fix a Banach
norm‖ · ‖ onRn, and for every real numberρ > 0, letBn(ρ) := {v ∈ Rn | ‖v‖ < ρ}, and set
Sn−1 := Bn(1) \ Bn(1) (soS−1 = ∅).

Definition 5.9.1. (i) A finite regular cell complex(or briefly : acell complex) is the datum of a
topological spaceX, together with a finite filtration

X−1 := ∅ ⊂ X0 ⊂ X1 ⊂ X2 ⊂ · · · ⊂ Xk := X

consisting of closed subspaces, such thatX0 is a discrete topological space, and for every
i = 0, . . . , k we have a decomposition

X i \X i−1 =
⋃

λ∈Λi

eiλ

where :
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(a) Λi is a finite set, and for everyλ ∈ Λi there exists a homeomorphism

fλ : B
i(1)

∼→ eiλ such thatf−1
λ (eiλ) = Bi(1).

(b) eiλ ∩ eiµ = ∅ for any two distinct indicesλ, µ ∈ Λi.
(c) eiλ \ eiλ ⊂ X i−1 for everyλ ∈ Λi.

(ii) The smallestk ∈ N such thatXk = X is called thedimensionof X•, and is denoted
dimX•. For everyi = 0, . . . , k, the subsetseiλ are called thei-dimensional cells ofX•.

(iii) A subcomplexof the cell complexX• is a closed subsetY ⊂ X which is a union of
cells ofX. Then the filtration such thatY i := Y ∩X i for everyi ≥ −1 defines a cell complex
structureY • onY .

Lemma 5.9.2.With the notation of definition5.9.1, we have :

(i) For everyi = 0, . . . , dimX and q ∈ Z, we have natural isomorphisms of abelian
groups :

Hq(X
i, X i−1)

∼→
{

ZΛi if q = i
0 otherwise.

(ii) More precisely, let(bλ | λ ∈ Λi) be the canonical basis of the freeZ-moduleZΛi ; for
everyλ ∈ Λi, the isomorphism of(i) maps the image of the induced map

Hifλ : Hi(B
i(1), Si−1)→ Hi(X

i, X i−1)

isomorphically onto the direct summand generated bybλ.

Proof. (i): This is obvious fori = 0. For i = 1, . . . , k := dimX• and everyλ ∈ Λi, set

Y i
λ := fλ(B

i(1/2)) Y i :=
⋃

λ∈Λi

Y i
λ Ai :=

⋃

λ∈Λi

{fλ(0)}

and for anyq ∈ Z, consider the natural group homomorphisms

(5.9.3)

Hq(Bi(1/2), Bi \{0}) α′
//

γ

��

Hq(Bi(1),Bi(1) \{0})

��

Hq(Bi(1), Si−1)
β′

oo

��

Hq(Y
i, Y i \ Ai) α // Hq(X

i, X i \ Ai) Hq(X
i, X i−1).

βoo

The mapα is an isomorphism, by excision; the same holds forβ, sinceX i−1 is a deformation
retract ofX i \ Ai. However, for everyλ ∈ Λi we have natural isomorphisms

Hq(Y
i
λ, Y

i
λ \ A)

∼→
{

Z if q = i
0 otherwise.

whence the contention.
(ii): Take q := i in (5.9.3); then clearlyγ is a monomorphism whose image is the direct

summandHi(Y
i
λ, Y

i
λ \ A); on the other hand, arguing as in the foregoing, we see that both α′

andβ ′ are isomorphisms. The assertion follows easily. �

Remark 5.9.4. (i) In the situation of lemma 5.9.2, notice that there is a natural bijection from
Λi to the set of connected componentsπ0(X

i \X i−1) ofX i \X i−1, for everyi = 0, . . . , dimX.
(ii) The direct sum decomposition ofHi(X

i, X i−1) provided by lemma 5.9.2(i) depends only
on the filtrationX• (and not on the choice of homeomorphismsfλ). Indeed, this is clear, since
the mapHifλ factors as a composition :

Hi(B
i(1), Si−1)

∼→ Hi(e
i
λ, e

i
λ \ eiλ)

lλ−−→ Hi(X
i, X i−1)

wherelλ is the homomorphism induced by the obvious map of pairs(eiλ, e
i
λ\eiλ)→ (X i, X i−1).
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(iii) In view of (ii), the mapslλ admit natural left inverse homomorphisms

pλ : Hi(X
i, X i−1)→ Hi(e

i
λ, e

i
λ \ eiλ)

such that

(5.9.5) pµ ◦ lλ = 0 for everyλ, µ ∈ Λi with λ 6= µ.

These maps can be described as follows. For anyλ ∈ Λi, the natural map of pairs(X i, X i−1)→
(X i, X i \ eiλ) induces a homomorphism

mλ : Hi(X
i, X i−1)→ Hi(X

i, X i \ eiλ).
Arguing by excision as in the proof of lemma 5.9.2(ii), it is easily seen thatqλ := mλ ◦ lλ is an
isomorphism (details left to the reader), and we setpλ := q−1

λ ◦mλ. Obviouslypλ is left inverse
to lλ, and in oder to check (5.9.5) it suffices to show thatmµ ◦ lλ = 0 for everyµ 6= λ. However,
mµ ◦ lλ is the homomorphism arising from the map of pairs(eiλ, e

i
λ \ eiλ) → (X i, X i \ eiµ), so

the assertion follows, after remarking thateiλ ⊂ X i \ eiµ.

5.9.6. We attach to any cell complexX• a complex of abelian groupsC•(X
•), as follows.

• For i < 0 and fori > k := dimX•, we setCi(X
•) := 0, and fori = 1, . . . , k we let

Ci(X
•) := Hi(X

i, X i−1).

Sometimes we write justCi(X), unless it is useful to stress which filtrationX• onX we are
considering. For everyi > 0, the differentialdi : Ci(X

•)→ Ci−1(X
•) is the composition

Hi(X
i, X i−1)

∂i−−→ Hi−1(X
i−1)

ji−1−−−→ Hi−1(X
i−1, X i−2)

where∂i is the boundary operator of the long exact homology sequenceassociated to the pair
(X i, X i−1), andji−1 is the homomorphism induced by the obvious map of pairs(X i−1,∅) →
(X i−1, X i−2). In order to check thatdi ◦ di+1 = 0 for everyi ∈ Z, recall that every element of
Hi+1(X

i+1, X i) is the classc of a singular(i+ 1)-chainc of X i+1, whose boundary∂i+1c is a
singulari-chain ofX i; thendi+1(c) is the class of∂i+1c in Hi(X

i, X i−1), anddi ◦ di+1(c) is the
class of∂i ◦ ∂i+1c in Hi−1(X

i−1, X i−2), so it vanishes.
• It is also useful to consider an augmented version of the above complex; namely, let us set

C −1(X
•) := Z and C i(X

•) := Ci(X
•) for everyi 6= −1

with differentiald0 given by the rule :d0(b0λ) = 1 for everyλ ∈ Λ0.

Proposition 5.9.7. With the notation of(5.9.6), there exist natural isomorphisms of abelian
groups

HqC•(X
•)

∼→ Hq(X) for everyq ∈ N.

Proof. For every topological spaceT , let C•(T ) denote the complex of singular chains ofT .
The filtrationX• induces a finite filtration of complexes

C•(X
0) ⊂ C•(X

1) ⊂ C•(X
2) ⊂ · · · ⊂ C•(X)

whence a convergent spectral sequence

E1
pq := Hp+q(X

p, Xp−1)⇒ Hp+q(X)

(see [75, Th.5.5.1]). By direct inspection, it is easily seen that the differentiald1p,0 : E1
p,0 →

E1
p−1,0 agrees with the differentialdp of C•(X

•), for everyp ∈ N. On the other hand, lemma
5.9.2 shows that this spectral sequence degenerates, whence the contention. �
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5.9.8. Keep the notation of definition 5.9.1, and setΛ0 := X0. For everyi = 0, . . . , dimX
and everyλ ∈ Λi, the abelian groupHi,λ := Hi(e

i
λ, e

i
λ \ eiλ) is free of rank one; ifi > 0, we fix

one of the two generators of this group, and we denote bybiλ its image inCi(X
•) (see remark

5.9.4(ii)). Fori = 0, eache0λ is a point, henceH0,λ admits a canonical identification withZ,
and we letb0λ be the image of1, under the resulting mapZ

∼→ H0,λ → C0(X
•). The system of

classes(biλ | 0 ≤ i ≤ dimX, λ ∈ Λi) is called anorientationfor X•. We may write

di(b
i
λ) =

∑

µ∈Λi−1

[biλ : bi−1
µ ]bi−1

µ for everyi ≤ dimX• and everyλ ∈ Λi

for a system of uniquely determined integers[biλ : bi−1
µ ], called theincidence numbersof the

cellseiλ andei−1
µ (relative to the chosen orientation ofX•). With this notation, we may state :

Lemma 5.9.9.The incidence numbers of a cell complexX• fulfill the following conditions :

(i)
∑

µ∈Λi−1
[biλ : bi−1

µ ] · [bi−1
µ : bi−2

ν ] = 0 for everyi ≥ 2, everyλ ∈ Λi and everyν ∈ Λi−2.
(ii) Letλ ∈ Λ1 be any index, and say thate1λ \ e1λ = e0µ ∪ e0ρ. Then[b1λ : b0µ] + [b1λ : b

0
ρ] = 0.

Proof. Condition (i) translates the identitydi−1 ◦ di = 0 for the differentiald• of the complex
C•(X

•). The identity of (ii) follows by a simple inspection of the definition of d1 : details left
to the reader. �

5.9.10. The generalities of the previous paragraphs shall be applied to the following situation.
Let (V, σ) be a strictly convex polyhedral cone such that〈σ〉 = V , and setd := dimR V . We
attach toσ a cell complexC•

σ as follows. Fixu0 ∈ σ∨ such thatσ ∩ Keru0 = {0} (corollary
3.3.14), letσ◦ be the topological interior ofσ (in V ) and set

Cσ := σ ∩ u−1
0 (1) C◦

σ := σ◦ ∩ u−1
0 (1).

Let v1, . . . , vk be a minimal system of generators forσ; we may assume thatu0(vi) = 1 for
i = 1, . . . , k, in which case

(5.9.11) Cσ =

{
k∑

i=1

λivi | λ1, . . . , λk ≥ 0 and
k∑

i=1

λi = 1

}

which shows thatCσ is a compact topological space (with the topology inheritedfrom V ).

Lemma 5.9.12.There exists a homeomorphismBd−1(1)
∼→ Cσ that mapsBd−1(1) ontoC◦

σ.

Proof. Setv0 := k−1 · (v1 + · · · + vk) andW := Keru0. It suffices to show that there exists
a homeomorphismBd−1(1)

∼→ Dσ := Cσ − v0 ⊂ W that mapsBd−1(1) ontoD◦
σ := C◦

σ − v0.
However, pick a minimal systemu1, . . . , ut of generators ofσ∨ (corollary 3.3.12(i)); sinceσ
spansV , for everyi = 1, . . . , t there existsj ≤ k such thatui(vj) > 0. Hence – after replacing
theui by suitable scalar multiples – we may assume thatui(v0) = 1 for everyi = 1, . . . , t, and
then lemma 3.3.2 implies that

Dσ = {v ∈ W | ui(v) ≥ −1 for everyi = 1, . . . , t}.
Also, proposition 3.3.11(i) implies that

D◦
σ = {v ∈ W | ui(v) > −1 for everyi = 1, . . . , t}.

For everyv ∈ W , setµ(v) := min(ui(v) |i = 1, . . . , t). It is easily seen thatµ(v) < 0 for every
v ∈ W \ {0}; indeed, ifµ(w) ≥ 0, then the subset{λw | λ ∈ R+} lies inDσ, and since the
latter is compact, it follows thatw = 0. Moreover we have

(5.9.13) (R+w) ∩Dσ = {λw | λ ∈ [0,−1/µ(w)]} for everyw ∈ W \ {0}.
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Fix a Banach norm‖ · ‖V onV , and consider the mapping

ϕ : Dσ → W such that ϕ(0) := 0 and ϕ(v) := −µ(v)‖v‖ · v for v 6= 0.

It is easily seen thatϕ is injective; sinceµ is a continuous mapping, the same follows forϕ, and
sinceDσ is compact, we conclude thatϕ induces a homeomorphismDσ

∼→ ϕ(Dσ). However,
from (5.9.13) it follows that

ϕ(Dσ) = {v ∈ W | ‖v‖ ≤ 1} and ϕ(D◦
σ) = {v ∈ W | ‖v‖ < 1}

whence the claim. �

5.9.14. Keep the notation of (5.9.10); we consider the finitefiltration C•
σ of Cσ, defined as

follows. For everyi = −1, . . . , d − 1, we letC i
σ ⊂ Cσ be the union of the subsetsτ ∩ u−1

0 (1),
whereτ ranges over the (finite) set of all faces ofσ of dimensioni + 1. ClearlyC−1

σ = ∅,
Cd−1
σ = Cσ, andC i

σ is a closed subset ofCσ, for everyi = 0, . . . , d − 1. Moreover, it follows
easily from lemma 5.9.12 and proposition 3.3.11(i) that thedatum ofCσ and its filtrationC•

σ

is a cell complex. With the notation of definition 5.9.1, the indexing setΛi can be taken to
be the set of all(i + 1)-dimensional faces ofσ, for everyi = 0, . . . , d − 1 : indeed, ifτ is
such a face, denote byτ ◦ the relative interior ofτ (see example 3.3.16(iii)); then it is clear that
eiτ := τ ◦ ∩ Cσ 6= ∅ andeiτ = τ ∩ Cσ.
Remark 5.9.15. (i) Notice that the cell complexC•

σ is independent – up to homeomorphism –
of the choice ofu0. Indeed, say thatu′0 ∈ σ∨ is any other linear form such thatσ∩Ker u′0 = {0},
and letC ′

σ := σ ∩ u′−1
0 (1). We define a homeomorphismψ : C ′

σ
∼→ Cσ, by the rule :

v 7→ u0(v)
−1 · v for everyv ∈ C ′

σ.

It is easily seen thatψ restricts to homeomorphismsC ′i
σ

∼→ C i
σ for everyi = 0, . . . , d− 1.

(ii) For any integeri = 0, . . . , d − 3, and any cellseiτ , e
i+2
λ of C•

σ such thateiτ ⊂ ei+2
λ ,

there exist exactly two(i + 1)-dimensional cellsei+1
µ , ei+1

ρ such thateiτ ⊂ ei+2
µ ∩ ei+1

ρ and
ei+1
µ ∪ ei+1

ρ ⊂ ei+2
λ : indeed, this assertion is a direct translation of claim 3.3.9(ii).

Proposition 5.9.16.With the notation of(5.9.8)and (5.9.14), the following holds for every
i = 0, . . . , d− 2 :

(i) If τ ∈ Λi+1 andµ ∈ Λi is not a facet ofτ , we have[bi+1
τ : biµ] = 0.

(ii) If τ ∈ Λi+1 andµ ∈ Λi is a facet ofτ , then[bi+1
τ : biµ] ∈ {1,−1}.

(iii) In the situation of remark5.9.15(ii), we have :

[bi+2
λ : bi+1

µ ] · [bi+1
µ : biτ ] + [bi+2

λ : bi+1
ρ ] · [bi+1

ρ : biτ ] = 0.

Proof. (i): Consider the commutative diagram

(5.9.17)

Hi+1(e
i+1
τ , ei+1

τ \ ei+1
τ )

∂ //

lτ
��

Hi(e
i+1
τ \ ei+1

τ )
jτ //

g

��

Hi(C
i
σ, C

i
σ \ eiµ)

Hi+1(C
i+1
σ , C i

σ)
∂′ // Hi(C

i
σ)

ji // Hi(C
i
σ, C

i−1
σ )

mµ

OO

wherelτ andmµ are defined as in remark 5.9.4(ii,iii) andg is induced by the inclusion map
ei+1
τ \ ei+1

τ → C i
σ, the maps∂ and∂′ are the boundary operators of the long exact sequences

attached to the pairs(ei+1
τ , ei+1

τ \ ei+1
τ ) and(C i+1

σ , C i
σ), andji (resp. jτ ) is deduced from the

obvious map of pairs(ei+1
τ \ ei+1

τ ,∅) → (C i
σ, C

i
σ \ eiµ) (resp.(C i

σ,∅) → (C i
σ, C

i−1
σ )). In light

of remark 5.9.4(iii), we need to check thatmµ ◦ ji−1 ◦ ∂′ ◦ lτ = 0, and to this aim, it suffices to
show thatjτ = 0. However, the assumption implies thatµ ∩ τ is a (proper) face of bothµ and
τ ; this translates as the identity(ei+1

τ \ ei+1
τ ) ∩ eiµ = ∅, whence the claim.
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(ii): Clearly C•
τ is a cell subcomplex ofC•

σ, andei+1
τ andeiµ are cells of this subcomplex.

Moreover, any orientation forC•
σ restricts to an orientation forC•

τ , and the resulting incidence
number ofei+1

τ andeiµ is the same for either cell complex. Thus, we may replaceσ by τ , in
which case the mapg of (5.9.17) is the identity.

Claim 5.9.18. If σ = τ andi > 0, both∂ andkµ := mµ ◦ ji in (5.9.17) are isomorphisms.

Proof of the claim.For∂, we use the long exact homology sequence of the pair(ei+1
τ , ei+1

τ \ei+1
τ ):

sincei ≥ 0, lemma 5.9.12 implies thatHi+1(e
i+1
τ ) = 0, so∂ is injective; sincei > 0, the same

argument shows that∂ is surjective. Next,kµ is the homomorphism deduced from the long
exact homology sequence of the pair(C i

τ , C
i
τ \ eiµ), and we remark thatC i

τ \ eiµ is contractible :
indeed,eiµ is homeomorphic toBi(1) (lemma 5.9.12), henceC i

τ \ eiµ is a retraction ofC i
τ \ {x},

for anyx ∈ eiµ, and the latter is homeomorphic toRi (again by lemma 5.9.12). Ifi > 1, we
deduce already thatkµ is an isomorphism. Fori = 1, the same argument shows thatkµ is
injective, so its cokernel is a cyclic torsion group that injects intoH0(C

1
τ \ e1µ) ≃ Z, hence it

must vanish as well. ♦

Since (5.9.17) commutes, claim 5.9.18 yields the assertion, in casei > 0. If i = 0, C1
τ is

isomorphic toB1(1), ande0µ is one of the two points ofB1(1) \ B1(1), so the assertion can be
checked easily, by inspecting the definitions.

(iii) follows from (i), lemma 5.9.9(i) and remark 5.9.15(ii). �

The following result says that the properties of proposition 5.9.16 completely characterize
the incidence numbers ofC•

σ.

Proposition 5.9.19.Keep the notation of(5.9.14), and consider a system of integers

(βiλµ | i = 1, . . . , d− 1, λ ∈ Λi, µ ∈ Λi−1)

such that :

(a) If λ ∈ Λi andµ ∈ Λi−1 is not a facet ofλ, thenβiλµ = 0.
(b) If λ ∈ Λi andµ ∈ Λi−1 is a facet ofλ, thenβiλµ ∈ {1,−1}.
(c) If µ andτ are the two1-dimensional facets of the2-dimensional faceλ of σ, then

β1
λµ + β1

λτ = 0.

(d) Let λ ∈ Λi+1 andµ ∈ Λi−1 be two faces, such thatµ is a face ofλ, and denote byτ
andρ the two facets ofλ that containµ. Then

βi+1
λτ β

i
τµ + βi+1

λρ β
i
ρµ = 0.

Then there exists a unique orientation ofC•
σ

(biλ | i = 0, . . . , d− 1, λ ∈ Λi)

such that for everyi = 1, . . . , d− 1 we have :

(5.9.20) [biλ : b
i−1
µ ] = βiλµ for everyλ ∈ Λi, µ ∈ Λi−1.

Proof. We construct the orientation classesbiλ fulfilling condition (5.9.20), by induction oni.
For i = 0, the condition is empty, and the classesb0λ are prescribed by (5.9.8). Fori = 1, and a
givenλ ∈ Λ1, denote byτ andρ the two faces ofλ; clearly the condition[b1λ : b0τ ] = β1

λτ (and
assumption (b)) determinesb1λ univocally, and in view of (c) and lemma 5.9.9(ii), for this choice
of orientation ofe1λ we have as well[b1λ : b

0
ρ] = β1

λρ. Moreover, ifµ ∈ Λ0 \ {τ, ρ}, then (5.9.20)
is verified as well, by virtue of (a) and proposition 5.9.16(i).

Now, suppose thati > 1 and that we have already constructed orientation classesbjµ as
sought, for everyj < i and everyµ ∈ Λj. Letλ ∈ Λi be any face, and fix a facetτ of λ; again,
the identity

(5.9.21) [biλ : b
i
τ ] = βiλτ
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determinesbiλ, and it remains to check that – with this choice ofbiλ – condition (5.9.20) holds for
everyµ ∈ Λi−1 \ {τ}, and by virtue of (a) and proposition 5.9.16(i), it suffices to consider the
facetsµ of λ. However, notice that the system of orientation classes(bjµ | j = 0, . . . , i− 1, µ ⊂
λ) amounts to an orientation ofC i−1

λ (regarded as a cell subcomplex ofC•
σ), and the incidence

numbers for the complex(C i−1
λ )• relative to these classes agree with the incidence numbers of

C•
σ, relative to the same classes. Especially, the sums

c :=
∑

µ∈Λi−1

βiλµb
i−1
µ c′ :=

∑

µ∈Λi−1

[biλ : bi−1
µ ]bi−1

µ

are well defined elements ofCi−1(C
i−1
λ ), and in fact :

di−1(c) =
∑

µ∈Λi−1

βiλµ · di−1(b
i−1
µ )

=
∑

µ∈Λi−1

βiλµ ·
∑

ρ∈Λi−2

[bi−1
µ : bi−2

ρ ]bi−2
ρ

=
∑

µ∈Λi−1

∑

ρ∈Λi−2

βiλµβ
i−1
µρ b

i−2
ρ (by inductive assumption)

= 0 (by (d))

and a similar calculation yieldsdi−1(c
′) = 0 as well. However,C i−1

λ is homeomorphic toSi−1

(lemma 5.9.12), hence

Ker(di−1 : Ci−1(C
i−1
λ )→ Ci−2(C

i−1
λ )) ≃ Z

which, in view of (b), implies thatc = ±c′. Taking into account (5.9.21), we see that actually
c = c′, whence the claim. The uniqueness of the orientation fulfilling condition (5.9.20) can be
checked easily by induction oni : the details shall be left to the reader. �

5.9.22. Let nowL be a free abelian group of finite rankd, and(LR, σ) a strictly convexL-
rational polyhedral cone (see (3.3.20)), such that〈σ〉 = LR; set

P := L ∩ σ Fλ := L ∩ λ Pλ := F−1
λ P for every faceλ of σ

soP and its localizationPλ are fine and saturated monoids (proposition 3.3.22(i)), andFλ is a
face ofP , for every suchλ. LetR be any ring, and ifλ, µ ⊂ σ are any two faces withλ ⊂ µ,
denote by

jλµ : R[Pλ]→ R[Pµ]

the natural localization map; notice that, if0 ⊂ σ is the unique0-dimensional face, thenP0 = P ,
and j0µ is the localization mapR[P ] → R[Pµ]. We attach toP the complexC •

P of R[P ]-
modules such that :

C 0
P := R[P ] and C i

P :=
⊕

λ∈Λi−1

R[Pλ] for everyi = 1, . . . , dimP

with differentials given by the rule :

di(xλ) :=
∑

µ∈Λi
λ⊂µ

[biµ : bi−1
λ ] · jλµ(xλ) for everyi ≥ 1, λ ∈ Λi−1 andxλ ∈ R[Pλ]

and
d0(x) :=

∑

µ∈Λ0

j0µ(x) for everyx ∈ R[P ]
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where(bjτ | j = 0, . . .dim σ − 1, τ ∈ Λj) is a chosen orientation forC•
σ. Taking into account

lemma 5.9.9(ii) and proposition 5.9.16(iii), it is easily seen thatdi+1 ◦ di = 0 for everyi ≥ 0
(essentially, the differentialdi is the transpose of the differentialdi−1 of C •(C

•
σ)).

Set as wellX := SpecR[P ], and notice thatZ := SpecR〈P/mP 〉 ≃ SpecR is a closed
subset ofX. For anyR[P ]-moduleM , we denote as usual byM∼ the quasi-coherentOX-
module arising fromM .

Theorem 5.9.23.With the notation of(5.9.22), for everyR[P ]-moduleM we have a natural
isomorphism

RΓZM
∼ ∼→M ⊗R[P ] C

•
P in D+(R[P ]-Mod).

Proof. For every faceλ of σ, setUλ := SpecR[Pλ], and denote bygλ : Uλ → X the open
immersion. We consider the chain complexR• of ZX -modules such that :

R0 := ZX Ri :=
⊕

λ∈Λi−1

gλ!ZUλ for everyi = 1, . . . , dim P .

The differentiald1 : R1 → R0 is just the sum of the natural morphismsgλ!ZUλ → ZX , for λ
ranging over the one-dimensional faces ofσ. For i > 1, the differentialdi is the sum of the
maps

dλ :=
∑

µ∈Λi
µ⊂λ

[biλ : b
i−1
µ ] · dλµ! : gλ!ZUλ → Rn−1 for everyλ ∈ Λi−1

wheredλµ : gλ!ZUλ → gµ!ZUµ ⊂ Rn−1 is induced by the inclusionUλ ⊂ Uµ. With this notation,
a simple inspection of the definitions yields a natural identification

(5.9.24) M ⊗R[P ] C
•
P

∼→ Hom•
Z(R•,M

∼[0]) in C(R[P ]-Mod).

On the other hand, letλ1, . . . , λn be the one-dimensional faces ofσ; thenλi is L-rational (see
(3.3.20)), andFλi is a fine, sharp and saturated monoid of dimension one (propositions 3.3.22(i)
and 3.4.7(ii)), soFλi ≃ N for i = 1, . . . , n (theorem 3.4.16(ii)). For eachi = 1, . . . , n, let yi be
the unique generator ofFλi , and denote byI ⊂ P the ideal generated byy1, . . . , yn; we remark

Claim 5.9.25. The radical ofI ismP .

Proof of the claim.For anyx ∈ mP , pick a subsetS ⊂ {1, . . . , n} such thatx =
∑

i∈S aiyi,
with ai > 0 for everyi ∈ S. LetN ∈ N be large enough such thatNai ≥ 1 for everyi ∈ S,
and pickbi ∈ N such thatNai ≥ bi ≥ 1 for everyi ∈ S. It follows thatNx −

∑
i∈S biyi ∈ P ,

and the claim follows. ♦

Now, let i : Z → X be the closed immersion; we have :

Claim 5.9.26. The natural mapZX → i∗ZZ induces an isomorphism

(5.9.27) R•
∼→ i∗ZZ [0] in D+(ZX-Mod).

Proof of the claim.The assertion can be checked on the stalks at the points ofX, hence let
x ∈ X be any such point; ifx ∈ Z, claim 5.9.25 easily implies that(R•)x is concentrated
in degree zero, and then (5.9.27)x is clearly an isomorphism of complexes ofZ-modules. If
x /∈ Z, let p ⊂ R[P ] be the prime ideal corresponding tox, andλ ⊂ σ the unique face such
thatP \ Fλ = p ∩ P ; a simple inspection of the construction shows that

(R•)x
∼→ C •(C

•
λ)

(notation of (5.9.6)). But proposition 5.9.7 and lemma 5.9.12 imply thatC •(C
•
λ) is acyclic,

whence the claim. ♦

In view of (5.9.24) and claim 5.9.26, we are reduced to showing that the natural map

Hom•
Z(R•,M

∼[0])→ RHom•
Z(R•,M

∼[0])
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is an isomorphism inD+(R[P ]-Mod). This can be done by a spectral sequence argument,
along the lines of remark 5.4.17 (which indeed includes a special case of the situation we are
considering here, namely the case whereP is a free monoid : the details shall be left to the
reader). �

5.9.28. Notice thatC •
P is a complex ofL-gradedR-modules, hence its cohomology isL-

graded as well, and we wish next to compute the graded termsgr•H
•(C •

P ). To this aim, we
make the following :

Definition 5.9.29.Let V be a finite dimensionalR-vector space,X ⊂ V any subset, andz ∈ V
any point. Then :

(a) We say that a pointx ∈ X is visibile fromz, if {tz+(1− t)x | 0 ≤ t ≤ 1}∩X = {x}.
(b) We say that a subsetS ⊂ X is visibile fromz, if every point ofS is visible fromz.

Lemma 5.9.30.In the situation of(5.9.14), let z ∈ V \ Cσ be any point, and denote byS the
set of points ofCσ that are visible fromz. Then :

(i) S is a subcomplex ofC•
σ.

(ii) S (with the topology induced fromV ) is homeomorphic toBe(1), for e ∈ {d−2, d−1}.

Proof. Pick a system of generatorsρ1, . . . , ρn for σ∨, and chooseρ0 ∈ σ∨ so thatCσ = σ ∩
ρ−1
0 (1); we may assume that, for some integerk ≤ n we have

ρi(z) < 0 if and only if 1 ≤ i ≤ k.

Say thaty ∈ Cσ, so thatρi(y) ≥ 0 for everyi = 1, . . . , n, and setyt := tz + (1 − t)y for
everyt ∈ [0, 1]; then clearlyρi(yt) ≥ 0 for everyi = k + 1, . . . , n. Now, if ρ0(z) 6= 1, we get
ρ0(yt) 6= 1 for everyt 6= 0, therefore the whole ofCσ is visible fromz, in which case (i) is trivial,
and (ii) follows from 5.9.12. Hence we may assume thatρ0(z) = 1, soρ0(yt) = 1 for every
t ∈ [0, 1]. Suppose now thatρi(y) > 0 for somei ≤ k; then there exists a uniqueti ∈]0, 1[ such
thatρi(yti) = 0. Hence, ifs := min(ρi(y) | i = 1, . . . , k) > 0, let t := min(ti | i = 1, . . . , k); it
follows thatρi(yt) ≥ 0 for everyi = 1, . . . , n, soyt ∈ Cσ, which says thaty is not visible from
z. Conversely, ifs = 0, then it follows easily thaty is visible fromz. We conclude that

S = Cσ ∩
k⋃

i=1

Ker ρi

which shows (i). Next, setW := Ker ρ0, and denote byτz : ρ
−1
0 (1)

∼→ W the translation map
given by the rule :x 7→ x − z for everyx ∈ ρ−1

0 (1). To conclude, it suffices to check that
S ′ := τz(S) is homeomorphic toBd−2(1). To this aim, denote byλ the convex cone inW
generated byτz(Cσ). Explicitly, if v1, . . . , vk ∈ σ have been chosen so that (5.9.11) holds, then
λ is the cone generated byv1− z, . . . , vk − z; especially,λ is a polyhedral cone, and it is easily
seen that〈λ〉 = W . Moreover,λ is strictly convex; indeed, otherwise there exist real numbers
a1, . . . , ak ≥ 0, with ai > 0 for at least an indexi ≤ k, such that

∑k
i=1 ai · (vi − z) = 0, i.e.∑k

i=1 aivi = (
∑k

i=1 ai) · z, which is absurd, sincez /∈ σ. Picku ∈ λ∨ such thatλ ∩Ker u = 0,
and setCλ := λ∩u−1(1); by lemma 5.9.12, the subsetCλ is homeomorphic toBd−2(1). Lastly,
let π : W \ Ker u → u−1(1) be the radial projection (soπ(w) is the intersection point ofRw
with u−1(1), for everyw ∈ W \ Ker u). It is easily seen thatπ mapsS ′ bijectively ontoCλ, so
the restriction ofπ is a homeomorphismS ′ ∼→ Cλ, as required. �

Lemma 5.9.31.In the situation of(5.9.22), letλ ⊂ σ be any face. For everyl ∈ LR we have:

(i) The set of points ofσ that are visible froml is a union of faces ofσ.
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(ii) Supposel ∈ L, and endowR[Pλ] with its naturalL-grading. Then

grlR[Pλ] =

{
Rl if λ ⊂ σ is not visible froml
0 otherwise.

Proof. Let ρ1, . . . , ρn be a system of generators ofσ∨; we may assume that, for some integer
k ≤ n we have

ρi(l) < 0 if and only if 1 ≤ i ≤ k.

Arguing as in the proof of lemma 5.9.30, we check easily that the set of points ofσ visible from
l equalsS := σ ∩⋃k

i=1Ker ρi, which already shows (i).
(ii): Suppose first thatλ ⊂ σ is not visible froml; then there existsx ∈ λ \ S, and sinceFλ

generatesλ (see (3.3.20)), we may assume thatx ∈ Fλ (details left to the reader). A simple
inspection then shows that there exists a sufficiently largeN ∈ N such thatl+Nx ∈ σ, whence
l ∈ R[Pλ], and sogrlR[Pλ] = Rl. Conversely, if the latter identity holds, then there exists
x ∈ Fλ such thatl + x ∈ P , whenceρi(x) > 0 for i = 1, . . . , k, sox is not visible froml. �

5.9.32. In the situation of (5.9.22), let us fix a linear formu0 ∈ σ∨ such thatσ ∩Ker u0 = 0,
and defineσ◦ andCσ as in (5.9.10). For anyl ∈ LR, denote bySl the set of points ofσ that are
visible froml, soSl is a union of faces ofσ, by lemma 5.9.31(i), and thereforeCl := Sl ∩Cσ is
a subcomplex ofC•

σ.

Proposition 5.9.33.With the notation of(5.9.32), supposel ∈ L. Then the following holds :

(i) If −l ∈ σ◦, the complex ofR-modulesgrlC
•
P is isomorphic toR[−d].

(ii) If −l /∈ σ◦, there is a natural isomorphism of complexes ofR-modules :

grlC
•
P

∼→ Hom•
Z(C •(C

•
σ)/C •(C

•
l ), R[−1]).

Moreover, in this case, bothC •(C
•
σ) andC •(C

•
l ) are acyclic complexes.

Proof. (i): If −l ∈ σ◦, thenl ∈ Pλ if and only if λ = σ, so the assertion is clear.
(ii): The sought identification of complexes follows from lemma 5.9.31(ii), by a direct in-

spection of the constructions (and indeed, this holds even if −l ∈ σ◦ : details left to the reader).
Moreover, it is already known from proposition 5.9.7 and lemma 5.9.12 thatC •(C

•
σ) is acyclic.

• Next, if l ∈ P , then clearlySl = ∅, so the assertion forC •(C
•
l ) is trivial in this case.

• Thus, suppose thatl /∈ P ; if furthermore−l /∈ P , then the convex coneτ generated byP
andl is still strictly convex, so we may findu1 ∈ τ∨ such thatu1(l) = 1 andσ∩Ker u1 = 0. Set
C ′
σ := σ ∩ u−1

1 (1) andC ′
l := Sl ∩C ′

σ. In remark 5.9.15(i) we have exhibited a homeomorphism
C ′•
σ

∼→ C•
σ that preserves the respective cell complex structures, anda simple inspection shows

that this homeomorphism mapsC ′
l ontoCl. On the other hand, it is easily seen thatC ′

l is also
the set of points ofC ′

σ that are visible froml (indeed, the segment that joins any point ofC ′
σ

to l lies in u−1
1 (1), so its intersection withσ equals its intersection withC ′

σ : details left to the
reader). By virtue of lemma 5.9.30(ii) (and proposition 5.9.7), it follows thatC •(C

′•
l ) is acyclic,

so the same holds forC •(C
•
l ).

• Lastly, suppose−l ∈ P \ σ◦; we letρ1, . . . , ρn be a system of generators ofσ∨, andk ≤ n
an integer such thatρi(l) < 0 if and only if 1 ≤ i ≤ k. Denote byτ∨ (resp.µ∨) the convex cone
in L∨

R generated by(ρk+1, . . . , ρn) (resp. by(−ρ1, . . . ,−ρk)), and letτ (resp.µ) be the dual of
τ∨ (resp. ofµ∨) in LR; with this notation, we havel ∈ τ ∩µ◦. Especially,τ ∩µ◦ 6= ∅, and since
τ ◦ is dense inτ (by proposition 3.3.11(i)), we deduce thatτ ◦∩µ◦ 6= ∅ as well. Pickz ∈ τ ◦∩µ◦;
by inspecting the proof of lemma 5.9.31(i), it is easily seenthatSl = Sz. But by construction,
−z /∈ σ, therefore – arguing as in the previous case – we conclude that C •(C

•
z ) = C •(C

•
l ) is

acyclic. �

Theorem 5.9.34(Hochster). LetR be a Cohen-Macaulay noetherian ring,P a fine, sharp and
saturated monoid. ThenR[P ] is a Cohen-Macaulay ring.
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Proof. In view of [61, p.181, Cor.] we may assume thatR is a field. We argue by induction
on d := dimP . If d = 0, we haveP = 0, and there is nothing to show. Suppose thatd > 0
and that the assertion is already known for every Cohen-Macaulay ringR and every monoid as
above, of dimension< d. SetL := P gp, and letσ ⊂ LR be the unique convex polyhedral cone
such thatP = L ∩ σ. The idealn := R[mP ] is maximal inR[P ], and proposition 5.9.33 and
theorem 5.9.23 show that

(5.9.35) depthR[P ]n = dim P.

On the other hand, we have the more general :

Claim 5.9.36. Let F be a field,P a fine monoid,A an integral domain which is anF -algebra
of finite type, andF ′ the field of fractions ofA. Then we have :

(i) For every maximal idealm ⊂ A, the Krull dimension ofAm equals the transcendence
degree ofF ′ overF .

(ii) For every maximal idealm ⊂ F [P ], the Krull dimension ofF [P ]m equalsrkZ P gp.

Proof of the claim.(i): This is a straightforward consequence of [61, Th.5.6].
(ii): Choose an isomorphism :P gp ∼→ L⊕ T , whereT is the torsion subgroup ofP gp, andL

is a free abelian group of finite rank; there follows an induced isomorphism (2.3.52) :

F [P gp]
∼→ F [L]⊗F F [T ].

LetB be the maximal reduced quotient ofF [P gp] (so the kernel of the projectionF [P gp]→ B
is the nilpotent radical); we deduce thatB is a direct product of the type

∏n
i=1 F

′
i [L], where

eachF ′
i is a finite field extension ofF . By (i), the Krull dimension ofF ′

i [L]m equalsr :=
rkZP

gp for every maximal idealm ⊂ F ′
i [L], hence every irreducible component ofSpecB has

dimensionr. Let alsoC be the maximal reduced quotient ofF [P ]; the natural mapC → B
is an injective localization, obtained by inverting a finitesystem of generators ofP , hence the
induced morphismSpecB → SpecC is an open immersion with dense image. LetZ be any
(reduced) irreducible component ofSpecC; again by (i) it follows that every non-empty open
subset ofZ has dimension equal todimZ, so necessarily the latter equalsr. ♦

From (5.9.35), corollary 3.4.10(i) and claim 5.9.36(ii) wesee already thatR[P ]n is a Cohen-
Macaulay ring. Next, letλ1, . . . , λk be the one-dimensional faces ofσ, and definePλi as in
(5.9.22), for everyi = 1, . . . , k. In light of claim 5.9.25, we have

SpecR[P ] \ {n} =
k⋃

i=1

SpecR[Pλi ]

so it remains to check thatR[Pλi ] is Cohen-Macaulay for everyi = 1, . . . , k. However, we may
find a decompositionPλi

∼→ Qi × Gi, whereGi is a free abelian group of finite type, andQi

is a fine, sharp and saturated monoid of dimensiond − 1 (lemma 3.2.10). SetSi := R[Gi];
thenR[Pλi ] = Si[Qi], andSi is a Cohen-Macaulay ring ([61, Th.17.7]), so the claim follows by
inductive assumption. �

5.9.37. In the situation of (5.9.22), we endowR[P ] with its naturalL-grading, and denote
by A := (R[P ], gr•R[P ]) the resultingL-gradedR-algebra. Let(M, gr•M) be anL-graded
A-module (see definition 4.4.9(ii)); we set

M † :=
⊕

l∈L

HomR(grlM,R)

which is naturally anR-submodule ofM∗ := HomR(M,R) : indeed, anyR-linear map
grlM → R yields a linear formM → R, after composition with the projectionM → grlM .
Notice thatM∗ is naturally anR[P ]-module; namely for any linear formf : M → R and any
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x ∈ P , one definesx · f :M → R by the rule :x · f(m) := f(xm) for everym ∈M . Then, it
is easily seen thatM † is anR[P ]-submodule ofM∗; more precisely, we have

(5.9.38) x · HomR(grlM,R) ⊂ HomR(grl−xM,R) for everyx ∈ P.
In light of (5.9.38), it is convenient to define anL-grading onM † by the rule :

grlM
† := HomR(gr−lM,R) for everyl ∈ L

and then(M †, gr•M
†) is naturally anL-gradedA-module. Clearly, the ruleM 7→ M † yields a

functor from the categoryA-Mod of L-gradedA-modules toA-Modo.

Example 5.9.39.If S ⊂ L is anyP -submodule, notice thatL \ (−S) is also aP -submodule of
L, and set

S† := L/(L \ (−S))
where the quotient is a pointedP -module, as in remark 2.3.17(iii). Explicitly,S† is the set
(−S) ∪ {0S†} (where the zero element0S† should not be confused with the neutral element0
of the abelian groupL); theP -module structure onS† is determined by the rule :

x · s :=
{
x+ s if x+ s ∈ −S
0S† otherwise

for everys ∈ −S.

Then it is easily seen that there exists a natural isomorphism ofL-gradedA-modules :

R[S]†
∼→ R〈S†〉

(notation of (3.1.31)). On the other hand, the natural mapR[S]→ (R[S]∗)∗ induces an isomor-
phismR[S]

∼→ (R[S]†)† whence an isomorphism ofL-gradedA-modules

(5.9.40) R[S]
∼→ R〈S†〉†.

Theorem 5.9.41(Stanley, Danilov). In the situation of(5.9.22), takeR to be any field, and set
P ◦ := L ∩ σ◦. We have :

(i) There exists a natural isomorphism :

RHom•
R[P ](R,R[P

◦])
∼→ R[−d] in D(R[P ]-Mod)

(hereR is regarded as anR[P ]-module, via the augmentation mapR[P ]→ R).
(ii) The complex of coherentOX-modulesR[P ◦]∼[0] is dualizing onX.

Proof. (i): From proposition 5.9.33 we deduce a map of complexes ofL-gradedA-modules

ϕ• : C •
P → R〈(P ◦)†〉[−d]

(notation of example 5.9.39) withgrlϕ
• a quasi-isomorphism of complexes ofR-modules, for

everyl ∈ L. SincegrlC
•
P is a finite dimensionalR-vector space for everyl ∈ L, there follows

– in view of (5.9.40) – a quasi-isomorphism of complexes ofL-gradedA-modules

(5.9.42) R[P ◦][0]
∼→ (C •

P )
†[−d].

Claim 5.9.43. With the foregoing notation, we have :

(i) ExtiR[P ](R, (C
j
P )

†) = 0 for everyi ∈ N and everyj = 1, . . . , d.

(ii) (C 0
P )

† is the injective hull of theR[P ]-moduleR.

Proof of the claim.(i): Let λ ⊂ σ be any face withdimλ > 0; it suffices to check thatEi :=
ExtiR(P ](R,R[Pλ]

†) = 0 for everyi ∈ N. To this aim, pick anyx ∈ Fλ \ {0}; sinceR[Pλ]† =

R〈P †
λ〉 (example 5.9.39), we see that scalar multiplication byx is an automorphism onR[Pλ]†,

hence also onEi. On the other hand, scalar multiplication byx is the zero endomorphism on
R, hence also onEi, and the claim follows.

(ii) is a special case of example 4.3.33 : details left to the reader. ♦
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From (5.9.42) we get a convergent spectral sequence

Epq
1 := ExtpR[P ](R, (C

d−q
P )†)⇒ Extp+qR[P ](R,R[P

◦])

and claim 5.9.43 implies thatEpq
1 = 0 unlessp = 0 andq = d; moreover, claim 4.3.24 says that

E0,d
1 ≃ R, whence the contention.
(ii): To ease notation, setS := SpecR andωP := R[P ◦]∼; in view of [46, Ch.V, Cor.2.3], it

suffices to check that the complex of coherentOX(x)-modulesωP (x)[0] is dualizing onX(x), for
everyx ∈ X (notation of definition 2.4.17(iii)). Hence, fix any such pointx, letp ⊂ R[P ] be the
prime ideal corresponding tox, and denote byλ ⊂ σ the unique face such thatP \Fλ = p∩P ,
so thatx ∈ Uλ := SpecR[Pλ]. We may find a decompositionP

∼→ F gp
λ ×Q, whereQ is also a

fine, sharp and saturated monoid (lemma 3.2.10), whence an isomorphism ofS-schemes

Uλ
∼→ SpecR[F gp

λ ]×S Y whereY := SpecR[Q]

and by construction, the induced projectionp : Uλ → Y mapsx to the maximal ideal ofR[Q]
generated by the maximal idealmQ of Q. Let τ ⊂ Qgp

R be the unique polyhedral cone such that
Q = τ ∩Qgp, setQ◦ := Q∩ τ ◦, and define the coherentOY -moduleωQ := R[Q◦]∼. It is easily
seen that there is a natural identification

ωP |Uλ

∼→ p∗ωQ.

In view of [46, Ch.V, Th.8.3], it then suffices to check thatωQ(p(x)) is dualizing onY (p(x)).
Thus, we may replaceP byQ, and assume from start thatp is the augmentation ideal ofR[P ].
In this case, the assertion follows from (i) and proposition5.6.26 (details left to the reader).�

6. LOGARITHMIC GEOMETRY

6.1. Log topoi. Henceforth,all topoi under consideration will be locally ringed and with
enough points, and all morphisms of topoi will be morphisms of locally ringed topoi(see
(2.4.13)). The purpose of this restriction is to insure thatwe obtain the right notions, when
we specialize to the case of schemes.

6.1.1. LetT := (T,OT ) be a locally ringed topos. Recall ([52,§1.1]) that apre-log structure
onT is the datum of a pair(M,α), whereM is aT -monoid, andα : M → OT is a morphism
of T -monoids, called thestructure mapofM , and where the monoid structure onOT is induced
by the multiplication law (hence, by the multiplication in the ringOT (U), for every objectU of
T ). The generalities of [36, (6.4.1)-(6.4.8)] actually carry oververbatimto any locally ringed
toposT , hence we shall recall briefly the main definitions and constructions that we need, and
refer toloc.cit. for further details.

6.1.2. A morphism(M,α) → (N, β) of pre-log structures onT , is a mapγ : M → N of
T -monoids, such thatβ ◦ γ = α. We denote bypre-logT the category of pre-log structures on
T . A morphism of locally ringed topoif : T → S induces a pair of adjoint functors :

(6.1.3) f ∗ : pre-logS → pre-logT f∗ : pre-logT → pre-logS.

A pre-log structure(M,α) onT is said to be alog structureif α restricts to an isomorphism:

α−1O×
T

∼→M× ∼→ O×
T .

The datum of a locally ringed topos(T,OT ) and a log structure onT is also called, for short, a
log topos. We denote bylogT the full subcategory ofpre-logT consisting of all log structures
onT . When there is no danger of ambiguity, we shall often omit mentioning explicitly the map
α, and therefore only writeM to denote a pre-log or a log structure. The categorylogT admits
an initial object, namely the log structure(O×

T , j), wherej is the natural inclusion; this is called
thetrivial log structure. logT admits a final object as well : this is(OT , 1OT ).
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Lemma 6.1.4. Let T be a topos with enough points,ϕ : M → N a morphism of integral
T -monoids inducing isomorphismsM× ∼→ N × andM ♯ ∼→ N ♯. Thenϕ is an isomorphism.

Proof. This can be checked on the stalks, hence we are reduced to the corresponding assertions
for a morphismM → N of monoids. Moreover,M ♯ is just the set-theoretic quotient ofM by
the translation action ofM× (lemma 2.3.31(iii)), so the assertion is straightforward,and shall
be left as an exercise for the reader. �

Definition 6.1.5. Let γ : (M,α) → (N, β) be a morphism of pre-log structures on the locally
ringed toposT , andξ aT -point.

(i) We say that(M,α) is integral (resp.saturated) if M is an integral (resp. integral and
saturated)T -monoid.

(ii) We say thatγ is flat (resp.saturated) at the pointξ, if γξ :M ξ → N ξ is a flat morphism
of monoids (resp. a saturated morphism of integral monoids)(see remark 2.3.23(vi)).

(iii) We say thatγ is flat (resp.saturated), if γ is a flat morphism ofT -monoids (resp. a sat-
urated morphism of integralT -monoids) (see definition 3.2.28). In view of proposition
2.3.26 (resp. corollary 3.2.29), this is the same as saying thatγ is flat (resp. saturated)
at everyT -point.

6.1.6. The forgetful functor :

logT → pre-logT : M 7→Mpre-log

admits a left adjoint :

pre-logT → logT : (M,α) 7→ (M,α)log

such that the resulting diagram :

(6.1.7)

α−1(O×
T ) //

��

M

��

O×
T

// M log

is cocartesian in the category of pre-log structures. One calls M log the log structure associated
toM . Composing with the adjunction (6.1.3), we deduce a pair of adjoint functors :

f ∗ : logS → logT f∗ : logT → logS

for any map of locally ringed topoif : T → S. Explicitly, if N is any log structure onS, then
f ∗N is the push-out in the cocartesian diagram ofT -monoids :

f ∗O×
S

//

��

f ∗(Npre-log)

��
O×
T

// f ∗N.

It follows easily that the induced map ofT -monoids :

(6.1.8) f ∗(N ♯)→ (f ∗N)♯

is an isomorphism. As a consequence, for every pointξ of T , the natural mapN f(ξ) → (f ∗N)ξ
is a local morphism of monoids.
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6.1.9. Let(M,α) be a pre-log structure onT . The morphismα extends to a unique morphism
of pointedT -monoidsα◦ :M ◦ → OT , whence a new pre-log structure

(M,α)◦ := (M◦, α◦).

Clearly,(M,α) is a log structure if and only if the same holds for(M,α)◦. More precisely, for
any pre-log structureM there is a natural isomorphism of log structures :

(M ◦)
log ∼→ (M log)◦.

Furthermore, for any morphismf : T → S of topoi, we have natural isomorphisms of pre-log
(resp. log) structures

f ∗(N ◦)
∼→ (f ∗N)◦ f∗(M ◦)

∼→ (f∗M)◦

for every pre-log (resp. log) structureN onS andM onT (details left to the reader).

Example 6.1.10.(i) Let T → S be a morphism of topoi. Since the initial object of a category
is the empty coproduct, it follows formally that the inverseimagef ∗(O×

S , j) of the trivial log
structure onS, is the trivial log structure onT .

(ii) Let T be a topos, andjU : T/U → T an open subtopos (see example 2.2.6(ii)). Consider
the subsheaf of monoidsM ⊂ OT such that :

M(V ) := {s ∈ OT (V ) | s|U×V ∈ O×
T (U × V )} for every objectV of T .

Then it is easily seen that the natural mapM → OT is a log structure onT . This log structure
is (naturally isomorphic to) the extensionjU∗O

×
U of the trivial log structure onT/U .

(iii) Let U be any object of the toposT , andM a log structure onT . SinceOT/U = OT |U , it
is easily seen that the natural morphism of pre-log structures

(Mpre-log)|U → (M |U)
pre-log

is an isomorphism.
(iv) Let β :M → OT be a pre-log structure on a toposT . Thenβ−1(0) ⊂M is an ideal, and

β factors uniquely through the natural mapM →M/β−1(0), and a pre-log structure

(M,β)red := (M/β−1(0), β)

called thereduced pre-log structureassociated toM . As usual, we shall often write justM red

instead of(M,β)red. We say thatβ is reducedif the induced morphism of pre-log structures
M →M red is an isomorphism.

Suppose now thatM is a log structure; then it is easily seen that the same holds for M red.
More precisely, since the tensor product is right exact (see(2.3.19)), for any pre-log structure
M the natural morphism of log structures

(M red)
log → (M log)red

is an isomorphism.

Lemma 6.1.11.Letγ : (M,α)→ (N, β) be a morphism of pre-log structures onT . We have :

(i) If M is integral (resp. saturated), then the same holds forM log.
(ii) The unit of adjunctionM → M log is a flat morphism.

(iii) If γ is flat (resp. saturated) at aT -point ξ, the same holds for the induced morphism
γlog :M log → N log of log structures.

(iv) Especially, ifγ is flat (resp. saturated), the same holds forγlog.

Proof. In view of lemma 2.3.46(ii) and proposition 2.3.26, both (i)and (ii) can be checked on
stalks. Taking into account lemma 2.3.46(i), we are reducedto showing the following. Let
P be a monoid,A a ring, β : P → (A, ·) a morphism of monoids; then the natural map
P → P ′ := P ⊗β−1A× A× is flat, and ifP is integral (resp. saturated), the same holds forP ′.
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The first assertion follows easily from example 3.1.23(vi),and the second follows from remark
3.2.5(i) (resp. from corollary 3.2.25(ix) and proposition3.2.26).

(iii): The mapγlog can be factored as the composition of

γ′ := γ ⊗β−1O×
T

O×
T : N log → P :=M ⊗β−1O×

T
O×
T

and the natural unit of adjunctionγ′′ : P → P log =M log. If γξ is flat, the same clearly holds for
γ′ξ, and (ii) says thatγ′′ is flat, henceγlogξ is flat in this case. Lastly, suppose thatγξ is saturated,

and we wish to show thatγlogξ is saturated. SetP := α−1
ξ O×

T,ξ andQ := β−1
ξ O×

T,ξ. Then the
induced map(P−1M ξ)

♯ → (Q−1N ξ)
♯ is saturated (lemma 3.2.12(ii,iii)). But the latter is the

same as the morphism(γlogξ )♯, and then alsoγξ is saturated, again by lemma 3.2.12(iii). �

Lemma 6.1.12.Letf : T ′ → T be a morphism of topoi,ξ aT ′-point, andγ : (M,α)→ (N, β)
a morphism of integral log structures onT . The following conditions are equivalent :

(a) γ is flat (resp. saturated) at theT -pointf(ξ).
(b) f ∗γ is flat (resp. saturated) at theT ′-point ξ.
(c) γ♯ξ is a flat (resp. saturated) morphism of monoids.

Proof. The equivalence of (a) and (c) follows from corollary 3.1.49(resp. lemma 3.2.12(ii)).
By the same token, (b) holds if and only if(f ∗γ)♯ξ is flat (resp. saturated); in light of the
isomorphism (6.1.8), the latter condition is equivalent to(c). �

6.1.13. For any locally ringed toposT , let us write the objects ofMnd/Γ(T,OT ) in the form
(M,ϕ), whereM is any monoid, andϕ : M → Γ(T,OT ) a morphism of monoids. There is an
obvious global sections functor :

Γ(T,−) : pre-logT →Mnd/Γ(T,OT ) : (N,α) 7→ (Γ(T,N),Γ(T, α))

which admits a left adjoint :

Mnd/Γ(T,OT )→ pre-logT : (M,ϕ) 7→ (M,ϕ)T := (MT , ϕT ).

Indeed,MT is the constant sheaf on(T, CT )with valueM , andϕT is the composition of the map
of constant sheavesMT → Γ(T,OT )T induced byϕ, with the natural mapΓ(T,OT )T → OT .
Again, we shall often just writeMT to denote this pre-log structure.

After taking associated log structures, we deduce a left adjoint :

(6.1.14) Mnd/Γ(T,OT )→ logT : (M,ϕ) 7→M log
T := (M,ϕ)logT

to the global sections functor.M log
T is called theconstant log structureassociated to(M,ϕ).

Definition 6.1.15. Let T be a locally ringed topos,(M,α) a log structure onT .

(i) A chart for M is an object(P, β) of Mnd/Γ(T,OT ), together with a map of pre-
log structuresωP : (P, β)T → M , inducing an isomorphism on the associated log
structures. (Notation of (6.1.13).)

(ii) We say that a chart(P, β) is finite (resp. integral, resp.fine, resp.saturated) if P is a
finitely generated (resp. integral, resp. fine, resp. integral and saturated) monoid.

(iii) Let ϕ : M → N be a morphism of log structures onT . A chart forϕ is the datum of
charts :

ωP : (P, β)T →M and ωQ : (Q, γ)T → N
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for M , respectivelyN , and a morphism of monoidsϑ : Q→ P , fitting into a commu-
tative diagram :

QT

ϑlogT //

ωQ

��

P log
T

ωP

��
N

ϕ // M.

We say that such a chart isfinite (resp. integral, resp. fine, resp. saturated) if the
monoidsP andQ are finitely generated (resp. integral, resp. fine, resp. integral and
saturated). We say that the chart isflat (resp. saturated), if ϑ is a flat morphism of
monoids (resp. a saturated morphism of integral monoids).

(iv) We say thatM is quasi-coherent(resp. coherent) if there exists a covering family
(Uλ → 1T | λ ∈ Λ) of the final object1T in (T, CT ), and for everyλ ∈ Λ, a chart (resp.
a finite chart)(Pλ, βλ) for M |Uλ.

(v) We say that(M,α) is quasi-fine(resp. fine) if it is integral and quasi-coherent (resp.
and coherent).

(vi) Let ξ be anyT -point. We say that a chart(P, β) is local (resp.sharp) at the pointξ, if
the morphismβξ : P → OT,ξ is local (resp. ifP is sharp andβξ is local).

Lemma 6.1.16.Let f : T → S be a morphism of locally ringed topoi,Q a log structure onS,
andξ any point ofS. The following holds :

(i) If Q is quasi-coherent (resp. coherent, resp. integral, resp. saturated, resp. quasi-fine,
resp. fine), then the same holds forf ∗Q.

(ii) Suppose thatQ is an integral log structure. ThenQ♯ is an integralS-monoid, andQ is
saturated if and only ifQ♯ is a saturatedS-monoid.

(iii) Suppose thatQ is quasi-coherent. ThenQ is integral (resp. integral and saturated,
resp. fine, resp. fine and saturated) if and only if there exists a covering family(Uλ →
1S | λ ∈ Λ) of the final object ofS, and for everyλ ∈ Λ, an integral (resp. integral and
saturated, resp. fine, resp. fine and saturated) chart(Pλ)Uλ → Q|Uλ.

(iv) If P is any coherent log structure onS, andω : P ξ → Qξ is a map of monoids, then :

(a) There exists a neighborhoodU of ξ and a morphismϑ : P |U
∼→ Q|U of log

structures, such thatϑξ = ω.
(b) Moreover, for any two morphismsϑ, ϑ′ : P |U

∼→ Q|U with the property of(a), we
may find a smaller neighborhoodV → U of ξ such thatϑ|V = ϑ′|V .

(c) Especially, ifQ is also coherent, andω is an isomorphism, we may findϑ and a
small enoughU as in(a), such thatϑ is an isomorphism.

(v) If M is a finitely generated monoid, andω : M → OS,ξ a morphism of monoids, then
we may find a neighborhoodU of ξ and a morphismϑ : MU → OU of S/U-monoids,
such thatϑξ = ω.

Proof. (i): If Q is the constant log structure associated to a map of monoidsα : Q→ Γ(S,OS),
thenf ∗Q is the constant log structure associated toΓ(S, f ♮) ◦ α (wheref ♮ : OS → f∗OT is
the natural map). The assertions concerning quasi-coherent or coherent log structures are a
straightforward consequence. Next, suppose thatQ is integral (resp. saturated); we wish to
show thatf ∗Q is integral (resp. saturated). To this aim, letM := f ∗(Qpre-log); by lemma
2.3.45(i),M is an integral (resp. saturated)T -monoid; then the assertion follows from lemma
6.1.11(i).

(ii): By lemma 2.3.46(ii) the assertion can be checked on stalks. Hence, suppose thatQ is
integral; thenQξ is integral byloc.cit., consequently, the same holds forQξ/Q

×
ξ (lemma 2.3.38).

The second assertion follows from lemma 3.2.9(ii).
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(iii): Suppose first thatQ is quasi-coherent and integral. Hence, there is a covering family
(Uλ → 1S | λ ∈ Λ), and for everyλ ∈ Λ a monoidMλ, a pre-log structureαλ : (Mλ)Uλ → OUλ,
and an isomorphism((Mλ)Uλ, αλ)

log ∼→ Q
|Uλ

; whence a cocartesian diagram ofS-monoids, as
in (6.1.7) :

(6.1.17)

N := α−1
λ (O×

Uλ
) //

��

(Mλ)Uλ

��

O×
Uλ

// Q
|Uλ
.

The induced diagram (6.1.17)int of integralS-monoids is still cocartesian. Moreover, since
Q

|Uλ
is integral,αλ factors through a unique mapβλ : ((Mλ)Uλ)

int → Q
|Uλ
→ OUλ, and the

morphism inS underlying the induced morphism ofS-monoidsN int → N ′ := β−1
λ (O×

Uλ
) is an

epimorphism (this can be checked easily on the stalks). Furthermore,((Mλ)Uλ)
int ≃ (M int

λ )Uλ
(see (2.3.49)). It follows that the natural map

Q
|Uλ
→ O×

Uλ
∐N ′ (M int

λ )Uλ ≃ (M int
λ )logUλ

is an isomorphism, so the claim holds withPλ := M int
λ . If Q is fine, we can findMλ as above

which is also finitely generated, in which case the resultingPλ shall be fine.
Suppose additionally, thatQ is saturated. By the previous case, we may then find a covering

family (Uλ → eS | λ ∈ Λ), and for everyλ ∈ Λ an integral monoidMλ, a pre-log structureαλ :
(Mλ)Uλ → OUλ, and an isomorphism((Mλ)Uλ , αλ)

log ∼→ Q
|Uλ

; whence a cocartesian diagram

(6.1.17) consisting of integralS-monoids. The induced diagram (6.1.17)sat is still cocartesian;
one may then argue as in the foregoing, to obtain a natural isomorphism :Q|Uλ

∼→ (M sat
λ )logUλ .

Furthermore, ifMλ is finitely generated, the same holds forM sat
λ (corollary 3.4.1(ii)), hence the

chart thus obtained shall be fine and saturated, in this case.
Conversely, if a family(Pλ | λ ∈ Λ) of integral (resp. saturated) monoids can be found

fulfilling the condition of (iii), then(Pλ)Uλ is an integral (resp. saturated) pre-log structure on
T/Uλ (example 2.3.47(ii)), hence the same holds for its associated log structureQ|Uλ (lemma
6.1.11(i)), and therefore also forQ (lemmata 2.3.46(ii), 2.2.16 and example 6.1.10(iii)). More-
over, if eachPλ is fine, thenQ is fine as well.

(iv.a): We may assume thatP admits a finite chartα : MS → P , for some finitely generated
monoidM , denote byβ : Q → OS the structure map ofQ, and setω′ := ω ◦ αξ : M → Qξ.
According to lemma 3.1.7(ii), the morphismω′ factors through a mapω′′ : M → Γ(U ′, Q),
for some neighborhoodU ′ of ξ. By adjunction,ω′′ determines a morphism ofS/U ′-monoids
ψ :MU ′ → Q|U ′ whence a morphism of pre-log structures

(6.1.18) (MU ′ , β|U ′ ◦ ψ)→ (Q|U ′, β|U ′).

Let us make the following general observation :

Claim 6.1.19. Let N be a finite monoid,F anyS-monoid,f, g : NS → F two morphisms of
S-monoids, such thatfξ = gξ. Then there exists a neighborhoodU of ξ in S such thatf|U = g|U .

Proof of the claim. By adjunction, the morphismsf and g correspond to unique maps of
monoidsΓ(f),Γ(g) : N → Γ(S, F ); sinceN is finite andfξ = gξ, we may find a neigh-
borhoodU of ξ such that the mapsN → F (U) induced byΓ(f) andΓ(g) coincide. Again by
adjunction, we deduce a unique morphism ofS/U-monoidsNU → F|U , which by construction
is just the restriction of bothf andg. ♦

Let γ : P → OS be the structure map ofP ; we apply claim 6.1.19 withS replaced byS/U ′,
to deduce that there exists a small enough neighborhoodU → U ′ of ξ such that the restriction
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(γ ◦α)|U :M|U → OS|U agrees withβ|U ◦ψ|U . Then it is clear that the morphism of log structure
associated to (6.1.18)|U yields the sought extensionϑ of ω.

(iv.b): By assumption we have the identity :ϑξ = ϑ′ξ; however, any morphism of log struc-
turesP |U → Q

|U
is already determined by its restriction to the image of any finite local chart

MU → P |U . Hence the assertion follows from claim 6.1.19.
(iv.c): We apply (iv.a) toω−1 to deduce the existence of a morphismσ : Q|U → P |U such

thatσξ = ω−1 on some neighborhoodU of ξ. Hence,(ϑ ◦ σ)ξ = 1Qξ and(σ ◦ ϑ)ξ = 1P ξ . By
(iv.b), these identities persist on some smaller neighborhood.

(v): The proof is similar to that of (iv.a), though simpler : we leave it as an exercise for the
reader. �

Definition 6.1.20. (i) A morphism(T,M) → (S,N) of topoi with pre-log(resp. log) struc-
tures, is a pairf := (f, log f) consisting of a morphism of locally ringed topoif : T → S, and
a morphism

log f : f ∗N → M

of pre-log structures (resp. log structures) onT . We say thatf is log flat (resp. saturated) if
log f is a flat (resp. saturated) morphism of pre-log structures.

(ii) Let (f, log f) as in (i) be a morphism of log topoi,ξ aT -point; we say thatf is strict at
the pointξ, if log fξ is an isomorphism. We say thatf is strict, if it is strict at everyT -point.

(iii) A chart for ϕ is the datum of charts

ωP : (P, β)T →M and ωQ : (Q, γ)S → N

for M , respectivelyN , and a morphism of monoidsϑ : Q → P , such that(f ∗ωQ, ωP , ϑ) is a
chart for the morphismlog f . We say that such a chart(ωQ, ωP , ϑ) is finite (resp.fine, resp.flat,
resp.saturated) if the same holds for the corresponding chart(f ∗ωQ, ωP , ϑ) of log f .

Remark 6.1.21. (i) Let f : (T,M) → (S,N) be a morphism of log topoi,g : T ′ → T
a morphism of topoi, andf ′ : (T ′, g∗M) → (S,N) the composition off and the natural
morphism of log topoi(T ′, g∗M) → (T,M); let alsoξ be aT ′-point. Thenf ′ is strict at the
pointξ if and only if f is strict at the pointg(ξ). Indeed,f ′ is strict atξ if and only if (log f ′)♯ξ is

an isomorphism (lemma 6.1.4), if and only if(log f)♯g(ξ) is an isomorphism (by (6.1.8)), if and
only if log fg(ξ) is an isomorphism (again by lemma 6.1.4).

(ii) For any log topos(T,M), let us set(T,M)◦ := (T,M◦). Then(T,M)◦ is a log topos
(see (6.1.9)), and clearly, every morphismf : (T,M) → (S,N) of log topoi extends naturally
to a morphismf◦ : (T,M)◦ → (S,N)◦ of log topoi.

6.1.22. The category of log topoi admits arbitrary2-limits. Indeed, ifT := ((Tλ,Mλ) | λ ∈
Λ) is any pseudo-functor (from a small categoryΛ, to the category of log topoi), the2-limit of
T is the pair(T,M), whereT is the2-limit of the system of ringed topoi(Tλ | λ ∈ Λ), andM
is the log structure onT obtained as follows. For everyλ ∈ Λ, let pλ : T → Tλ be the natural
projection; take the colimitM ′ of the induced system of pre-log structures(p∗λMλ | λ ∈ Λ), and
then letM be the log structure associated toM ′.

6.1.23. Consider a2-cartesian diagram of log topoi :

(T ′,M ′)
g //

f ′

��

(T,M)

f

��
(S ′, N ′)

h // (S,N).

The following result yields a relative variant of the isomorphism (6.1.8) :
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Lemma 6.1.24.In the situation of(6.1.23), the morphism

g∗Coker(log f)→ Coker(log f ′)

induced bylog g is an isomorphism ofT ′-monoids.

Proof. Indeed, denote byβ : M → OT andγ : N ′ → OS′ the log structures ofT andS ′. Fix
anyT ′-point ξ, let ξ := g(ξ′), and set

P :=M ξ ⊗Nf(ξ)
N ′

f ′(ξ′) and ρ := βξ ⊗ γf ′(ξ′) : P → OT ′.

ThenM ′
ξ′ = P ⊗ρ−1OT ′,ξ′

O×
T ′,ξ′, and it is easily seen thatρ−1OT ′,ξ′ = O×

T,ξ ⊗O×
S,f(ξ)

O×
S′,f ′(ξ′).

Therefore(M ′
ξ′)

♯ = P/ρ−1OT ′,ξ′ =M ♯
ξ ⊗N ♯

f(ξ)
N ′♯

f ′(ξ′), and

Coker(log f ′
ξ′) = Coker(N ′♯

f ′(ξ′) →M ♯
ξ ⊗N♯

f(ξ)
N ′♯

f ′(ξ′)) = Coker(N ♯
f(ξ) → M ♯

ξ)

whence the contention. �

6.1.25. We consider now a special situation, which will be encountered in proposition 6.1.28.
Namely, letQ be a monoid, andH ⊂ Q× a subgroup. Let alsoG be an abelian group,ρ : G→
Qgp a group homomorphism, and set :

Hρ := G×Qgp H Qρ := G×Qgp Q.

The natural inclusionH → Q and the projectionQρ → Q determine a unique morphism :

(6.1.26) Qρ ⊗Hρ H → Q.

Lemma 6.1.27.In the situation of(6.1.25), suppose furthermore that the composition :

G
ρ−→ Qgp → (Q/H)gp

is surjective. Then(6.1.26)is an isomorphism.

Proof. SetG′ := G ⊕ H, and letρ′ : G′ → Qgp be the unique group homomorphism that
extendsρ and the natural mapH → Q → Qgp. Under the standing assumptions,ρ′ is clearly
surjective. DefineQρ′ andHρ′ as in (6.1.25); there is a natural isomorphism of monoids :
Qρ′

∼→ Qρ ⊕ H, inducing an isomorphismHρ′
∼→ Hρ ⊕ H, and defined as follows. To every

g ∈ G, h ∈ H, q ∈ Q such that[(g, h), q] ∈ Qρ′ , we assign the element[(g, h−1q), a] ∈ Qρ⊕H
(details left to the reader). Under this isomorphism, the projectionHρ′ → H is identified with
the mapHρ ⊕H → H given by the rule :(h1, h2) 7→ πH(h1) · h2, whereπH : Hρ → H is the
projection. It then follows that the natural map :

Qρ ⊗Hρ H → Qρ′ ⊗Hρ′ H

is an isomorphism. Thus, we may replaceG andρ byG′ andρ′, which allows to assume from
start thatρ is surjective. However, we have natural isomorphisms :

Ker(Qρ
πQ−−→ Q) ≃ Ker ρ ≃ Ker(Hρ

πH−−→ H).

Moreover, the set underlyingQ (resp.H) is the set-theoretic quotient of the setQρ (resp.Hρ) by
the translation action ofKer ρ; hence the natural mapsQρ/Ker πQ → Q andHρ/KerπH → H
are isomorphisms (lemma 2.3.31(ii)). We can then compute :

Qρ ⊗Hρ H ≃ (Qρ/Ker πQ)⊗Hρ/Ker πH H ≃ Q⊗H H ≃ Q

as stated. �
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Proposition 6.1.28.Let T be a locally ringed topos,ξ anyT -point, andM a coherent (resp.
fine) log structure onT . Suppose thatG is a finitely generated abelian group with a group
homomorphismG→M gp

ξ such that the induced mapG→ (M ♯)gpξ is surjective. Set

P := G×Mgp
ξ
M ξ.

Then the induced morphismP → M ξ extends to a finite (resp. fine) chartPU → M |U on some
neighborhoodU of ξ.

Proof. We begin with the following :

Claim 6.1.29. Let Y be any locally ringed topos,ξ aY -point, andα : QY → OY the constant
pre-log structure associated to a map of monoidsϑ : Q → Γ(Y,OY ), whereQ is finitely
generated. SetS := α−1

ξ O×
Y,ξ ⊂ QY,ξ = Q. Then :

(i) S andS−1Q are finitely generated monoids.
(ii) There exists a neighborhoodU of ξ such thatα|U factors as the composition of the

natural map of sheaves of monoidsjU : QU → (S−1Q)U , and a (necessarily unique)
pre-log structureαS : (S−1Q)U → OU .

(iii) The induced map of log structuresjlogU : Qlog
U → (S−1Q)logU is an isomorphism.

(iv) α−1
S,ξ(O

×
U,ξ) = (S−1Q)× is a finitely generated group.

Proof of the claim.(i) follows from lemma 3.1.20(iv).
(ii): SinceO×

Y,ξ is the filtered colimit of the groupsΓ(U,O×
U ), whereU ranges over the neigh-

borhoods ofξ, lemma 3.1.7(ii) and (i) imply that the induced mapS → O×
Y,ξ factors through

Γ(U,O×
Y ) for some neighborhoodU of ξ. Then the composition ofϑ and the natural map

Γ(Y,OY )→ Γ(U,OU) extends to a unique mapS−1Q→ Γ(U,OU), whence the sought pre-log
structureαS onU .

(iii): Let N be any log structure onU ; it is clear that every morphism of pre-log structures
QU → N factors uniquely through(S−1Q)U , whence the contention.

(iv): Indeed, by construction we have :α−1
S,ξ(O

×
U,ξ) = Sgp. ♦

Let Y be a neighborhood ofξ such thatM |Y admits a finite local chartα : QY → OY ; we
lift ξ to someY -point, ξY , and choose a neighborhoodU ∈ Ob(T/Y ) of ξY , as provided by
claim 6.1.29. We may then replaceT by U , ξ by ξY andα by the chartαS of claim 6.1.29(ii),
which allows to assume from start thatS := α−1

ξ (O×
T,ξ) is a finitely generated group. Moreover,

let H := Ker(S → O×
T,ξ); clearlyαξ : Q → OT,ξ factors through the quotientQ′ := Q/H,

hence we may find a neighborhoodU of ξ such thatα|U factors through a (necessarily unique)
map of pre-log structuresαH : Q′

U → OU . Furthermore, ifN is any log structure onU , every
map of pre-log structuresQU → N factors throughQ′

U , so thatαH is a chart forM |U . We may
therefore replaceT byU andα by αH , which allows to assume additionally, thatαξ is injective
on the subgroupS. Now, for any finitely generated subgroupH ⊂ O×

T,ξ with S ⊂ H, we set
M ξ,H := H ∐S Q; clearly, the monoidsM ξ,H are finitely generated, and moreover :

M ξ = colim
S⊂H⊂O×

T,ξ

M ξ,H.

Furthermore, we deduce a natural sequence of maps of monoids:

(6.1.30) {1} →M ξ,H
ϕH−−→M ξ

ψH−−→ O×
T,ξ/H → {1}.

Claim 6.1.31. For every subgroupH as above, the sequence (6.1.30) is exact,i.e. M ξ,H is the
kernel ofψH , andO×

T,ξ/H is the cokernel ofϕH .

Proof of the claim.By lemma 2.3.29(iii), the assertion concerningKerψH can be verified on
the underlying map of sets; however, lemma 2.3.31(ii) says that the setM ξ is the set-theoretic
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quotient(Q × O×
T,ξ)/S, for the natural translation action ofS, and a similar description holds

for M ξ,H , thereforeKerϕH is the set-theoretic quotient(H ×Q)/S, as required.
The assertion concerningCokerϕH holds by general categorical nonsense. ♦

Let ε : M ξ → M gp
ξ be the natural map; claim 6.1.31 implies that the sequence ofabelian

groups (6.1.30)gp is right exact, and then a little diagram chase shows that :

(6.1.32) ε−1(Imϕgp
H ) =M ξ,H wheneverS ⊂ H ⊂ O×

T,ξ.

SinceG is finitely generated, we may findH as above, large enough, so thatM gp
ξ,H contains the

image ofG. In view of (6.1.32), we deduce that the natural map

G×Mgp
ξ,H

M ξ,H → P

is an isomorphism, soP is finitely generated, by corollary 3.4.2; moreoverP is integral when-
everM ξ is. Then, lemma 6.1.16(iv.a) implies that the natural mapP → M ξ extends to a
morphism of log structuresϑ : P log

U → M |U on some neighborhoodU of ξ. It remains to show
thatϑ restricts to a chart forM |V , on some smaller neighborhoodV of ξ. To this aim, it suffices
to show that the map of stalksϑξ is an isomorphism (lemma 6.1.16(iv.c)). The latter assertion
follows from lemma 6.1.27. �

Proposition 6.1.28 is the basis of several frequently used tricks that allow to construct “good”
charts for a given coherent log structure (and for a morphismof such structures), or to “improve”
given charts. We conclude this section with a selection of these tricks.

Corollary 6.1.33. LetT be a topos,ξ a T -point,M a fine log structure onT . Then there exists
a neighborhoodU of ξ in T , and a chartPU →M |U such that :

(a) P gp is a free abelian group of finite rank.
(b) The induced morphism of monoidsP → OT,ξ is local.

Proof. Choose a group homomorphismG := Z⊕n → M gp
ξ (for some integern ≥ 0), such

that the induced mapG → (M ♯)gpξ is surjective, and setP := G ×Mgp
ξ
M ξ. By proposition

6.1.28, the induced mapP → M ξ extends to a chartPU → M |V , for some neighborhoodU
of ξ. According to example 2.3.36(v),P gp is a subgroup ofG, whence (a). Next, claim 6.1.29
implies that, after replacingP by some localization (which does not alterP gp), andU by a
smaller neighborhood ofξ, we may achieve (b) as well. �

Corollary 6.1.34. LetT be a topos,ξ a T -point,M a coherent log structure onT , and suppose
thatM ξ is integral and saturated. Then we have :

(i) There exists a neighborhoodU of ξ in T , and a fine and saturated chartPU → M |U

which is sharp at the pointξ.
(ii) Especially, there exists a neighborhoodU of ξ in T , such thatM |U is a fine and satu-

rated log structure.

Proof. (i): By lemma 3.2.10, we may find a decompositionM ξ = P ×M×
ξ , for a sharp sub-

monoidP ⊂ M ξ. SetG := P gp; we deduce an isomorphismG
∼→ M gp

ξ /M
×
ξ , and clearly

P = G ×Mgp
ξ
M ξ. By proposition 6.1.28, it follows that the induced mapP → M ξ extends to

a chartβ : PU → M |U on a neighborhoodU of ξ. By construction,β is sharp at theT -point ξ;
moreover, sinceM ξ is saturated, it is easily seen that the same holds forP . Finally,P is finitely
generated, by corollary 3.4.2.

(ii): This follows immediately from (i) and lemma 6.1.16(iii). �

Theorem 6.1.35.Let T be a locally ringed topos,ξ a T -point, f : M → N a morphism of
coherent (resp. fine) log structures onT . Then :

(i) There exists a neighborhoodU of ξ, such thatf|U admits a finite (resp. fine) chart.
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(ii) More precisely, given a finite (resp. fine) chartωP : PT → M , we may find a neigh-
borhoodU of ξ, a finite (resp. fine) monoidQ, and a chart off|U of the form

(ωP |U , ωQ : QU → N |U , ϑ : P → Q).

(iii) Moreover, iff is a flat (resp. saturated) morphism of fine log structures and(ωP , ωQ, ϑ)
is a fine chart forf , then we may find a neighborhoodU of ξ, a localization mapj :
Q→ Q′, and a flat (resp. saturated) and fine chart forf|U of the form(ωP |U , ωQ′, j◦ϑ),
such that
(a) ωQ|U = ωQ′ ◦ jU .
(b) The chartωQ′ is local at the pointξ.

Proof. Up to replacingT by T/U ′
i for a covering(U ′

i → 1T | i ∈ I) of the final object, we may
assume that we have finite (resp. fine) chartsωP : PT → M andQ′

T → N (lemma 6.1.16(iii)),
whence a morphism of pre-log structures :

ω : PT
ωP−−→M

f−→ N.

Let ξ be anyT -point; there follow maps of monoidsϕ : P → M ξ → N ξ andψ : Q′ → N ξ.
SetG := (P ⊕ Q′)gp, and apply proposition 6.1.28 to the group homomorphismG → N gp

ξ

induced byϕ andψ; for Q := G×Ngp
ξ
N ξ, we obtain a finite (resp. fine) local chartQU → N |U

on some neighborhoodU of ξ. Then,ϕ and the natural mapP → G determine a unique map
P → Q, whence a morphismω′ : PU → QU → N |U of pre-log structures; by construction,
ω′
ξ : P = PU,ξ → N ξ is none else thanϕ. By lemma 6.1.16(iv.b), we may then find a smaller

neighborhoodV → U of ξ such thatω′
|V = ω|V . This proves (i) and (ii).

Next, we suppose thatf is flat (resp. saturated) and bothM ,N are fine, and we wish to show
(iii). In view of claim 6.1.29, we may find – after replacingT by a neighborhood ofξ – a fine
chart forf of the form(ωP ′, ωQ′, ϑ′), such that :

• P ′ andQ′ are localizations ofP andQ, andϑ′ is induced byϑ;
• ωP = ωP ′ ◦ (jP )T andωQ = ωQ′ ◦ (jQ)T , wherejP : P → P ′ andjQ : Q→ Q′ are the

localization maps;
• the induced mapsQ′♯ →M ♯

ξ andP ′♯ → N ♯
ξ are isomorphisms.

Now, by proposition 2.3.26 (resp. corollary 3.2.29), the mapfξ is flat (resp. saturated), hence the
same holds for the induced mapM ♯

ξ → N ♯
ξ, by corollary 3.1.49(i) (resp. by lemma 3.2.12(iii)).

Then the mapP ′♯ → Q′♯ induced byϑ′ is flat (resp. saturated) as well, so the same holds for
ϑ′, by corollary 3.1.49(ii) (resp. again by lemma 3.2.12(iii)). Finally, jP ◦ ϑ′ : P → Q′ is flat
(resp. saturated), by example 3.1.23(iii) (resp. by lemma 3.2.12(i)), and(ωP , ωQ′, jP ◦ ϑ′) is a
chart forf with the sought properties. �

Corollary 6.1.36. LetT be a topos,ξ a T -point, andϕ :M → N a saturated morphism of fine
and saturated log structures onT . We have :

(i) There exists a neighborhoodU of ξ, and a fine and saturate chart(ωP , ωQ, ϑ : P → Q)
ofϕ|U , such thatωP andωQ are sharp at the pointξ.

(ii) More precisely, suppose that(ωP , ωQ, ϑ : P → Q) is a fine and saturated chart forϕ,
such thatM is sharp at the pointξ, andωQ is local at ξ. Then there exists a section
σ : Q♯ → Q of the projectionQ→ Q♯, such that(ωP , ωQ ◦ σT , ϑ♯) is a chart forϕ.

Proof. After replacingT by some neighborhood ofξ, we may assume thatM admits a chart
ωP : PT → M which is fine, saturated, and sharp at the pointξ (corollary 6.1.34(i)). Then,
by theorem 6.1.35(iii), we may find a neighborhoodU of ξ, and a fine and saturated chart
(ωP |U , ωQ, ϑ : P → Q) for ϕ|U , such thatωQ is local atξ, so thatϑ is also a local morphism.
Hence, it suffices to show assertion (ii).

(ii): We notice the following :
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Claim 6.1.37. Let ϑ : P → Q a local and saturated morphism of fine and saturated monoids,
and suppose thatP is sharp. Then there exists a sectionσ : Q♯ → Q of the projectionQ→ Q♯,
such thatϑ(P ) lies in the image ofσ.

Proof of the claim.Pick an isomorphismβ : Q
∼→ Q♯ ×Q× as in lemma 3.2.10, and denote by

ψ : P → Q× the composition ofϑ with the induced projectionQ → Q×. The morphismϑ♯ is
still local and saturated (lemma 3.2.12(iii)), hence corollary 3.2.32(ii) implies thatϑ♯gp extends
to an isomorphismP gp ⊕ L ∼→ Q♯gp, whereL is a free abelian group of finite rank. Thus, we
may extendψgp to a group homomorphismψ′ : Q♯gp → Q×. Define an automorphismα of
Q♯ ×Q×, by the rule :(x, g) 7→ (x, g · ψ′(x)−1). The restrictionσ : Q♯ → Q of (α ◦ β)−1 will
do. ♦

With the notation of claim 6.1.37 it is easily seen thatωQ ◦ σT is still a chart forN , hence
(ωP , ωQ ◦ σT , ϑ♯) is a chart forϕ as required. �

Corollary 6.1.38. Let f : (T,M)→ (S,N) a morphism of log topoi with coherent (resp. fine)
log structures, and suppose thatN admits a finite (resp. fine) chartωQ : QS → N . Let alsoξ
be anyT -point; we have :

(i) There exists a neighborhoodU of ξ, and a finite (resp. fine) chart(ωQ|U , ωP , ϑ : Q→
P ) for the morphismf|U .

(ii) Moreover, ifM andN are fine andf is log flat (resp. saturated) then, on some neigh-
borhoodU of ξ, we may also find a chart(ωQ|U , ωP , ϑ) which is flat (resp. saturated)
and fine.

Proof. This is an immediate consequence of theorem 6.1.35. �

6.2. Log schemes.We specialize now to the case of a schemeX. Whereas in [36,§6.4] we
considered only pre-log structures on the Zariski site of a scheme, hereafter we shall treat uni-
formly the categories of log structures on the topoiX∼

ét andX∼
Zar (notation of (2.4.13)).

6.2.1. Henceforth, we chooseτ ∈ {ét,Zar} (see (2.4.18)), and whenever we mention a topol-
ogy on a schemeX, it will be implicitly meant that this is the topologyXτ (unless explicitly
stated otherwise). LetX be a scheme; apre-log structure(resp. a log structure) on X is a
pre-log structure (resp. a log structure) on the toposX∼

τ . The datum of a schemeX and a log
structure onX is called briefly alog scheme. It is known that a morphism of schemesX → Y is
the same as a morphism of locally ringed topoiX∼

τ → Y ∼
τ , hence we may define a morphism of

log schemes(X,M)→ (Y,N) as a morphism of log topoi(X∼
τ ,M)→ (Y ∼

τ , N) (and likewise
for morphisms of schemes with pre-log structures). We denote bypre-logτ (resp. logτ ) the
category of schemes with pre-log structures (resp. of log schemes) on the chosen topologyτ .
We denote by :

int.logτ sat.logτ qcoh.logτ coh.logτ
the full subcategory of the categorylogτ , consisting of all log schemes with integral (resp.
integral and saturated, resp. quasi-coherent, resp. coherent) log structures.

A scheme with a quasi-fine (resp. fine, resp. quasi-fine and saturated, resp. fine and saturated)
log structure is called, briefly, aquasi-fine log scheme(resp. afine log scheme, resp. aqfs log
scheme, resp. afs log scheme), and we denote by

qf .logτ f .logτ qfs.logτ fs.logτ

the full subcategory oflogτ consisting of all quasi-fine (resp. fine, resp. qfs, resp. fs)log
schemes on the topologyτ . In case it is clear (or indifferent) which topology we are dealing
with, we will usually omit the subscriptτ . There is an obvious (forgetful) functor :

F : log → Sch
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to the category of schemes, and it is easily seen that this functor is a fibration. For every scheme
X, we denote bylogX the fibre categoryF−1(X) i.e. the category of all log structures onX
(or logXτ , if we need to specify the topologyτ ). The same notation shall be used also for the
various subcategories : so for instance we shall writeint.logX for the full subcategory of all
integral log structures onX. Moreover, we shall say that the log scheme(X,M) is locally
noetherianif the underlying schemeX is locally noetherian.

6.2.2. Most of the forthcoming assertions hold in both the étale and Zariski topoi, with the
same proof. However, it may occasionally happen that the proof of some assertion concerning
X∼
τ (for τ ∈ {ét,Zar}), is easier for one choice or the other of these two topologies; in such

cases, it is convenient to be able to change the underlying topology, to suit the problem at hand.
This is sometimes possible, thanks to the following generalconsiderations.

The morphism of locally ringed topoĩu of (2.4.15) induces a pair of adjoint functors :

ũ∗ : logZar → logét ũ∗ : logét → logZar

as well as analogous adjoint pairs for the corresponding categories of sheaves of monoids (resp.
of pre-log structures) on the two sites. It follows formallythat ũ∗ sends constant log struc-
tures to constant log structures,i.e. for every schemeX, and every objectM := (M,ϕ) of
Mnd/Γ(X,OX) we have a natural isomorphism :

ũ∗(XZar,M
log
XZar

) ≃ (Xét,M
log
Xét

).

More generally, lemma 6.1.16(i) shows thatũ∗ preserves the subcategories of quasi-coherent
(resp. coherent, resp. integral, resp. fine, resp. fine and saturated) log structures.

Proposition 6.2.3. (i) The functor̃u∗ on log structures is faithful and conservative.

(ii) The functor̃u∗ restricts to a fully faithful functor :

ũ∗ : int.logZar → int.logét.

(iii) Let (Xét,M) be any log scheme. Then the counit of adjunctionũ∗ũ∗(Xét,M) →
(Xét,M) is an isomorphism if and only if the same holds for the counit of adjunction
ũ∗ũ∗(M

♯)→M ♯.

Proof. (i): Let (XZar,M) be any log structure; set(Xét,M ét) := ũ∗(X,M), and denote by
ũ♮X : ũ∗OXZar

→ OXét
the natural map of structure rings. Sinceũ is a morphism of locally

ringed topoi, we have :
(ũ♮X)

−1O×
Xét

= ũ∗(O×
XZar

).

It follows easily thatM ét is the push-out in the cocartesian diagram :

ũ∗M× α //

��

O×
Xét

��
ũ∗M

β // M ét.

However, for every geometric pointξ of X, the natural mapOX,|ξ| → OX,ξ is faithfully flat,
henceαξ is injective, and therefore alsoβξ, in light of lemma 2.3.31(ii). The faithfulness of̃u∗

is an easy consequence. Next, letf : M → N be a morphism of log structures onXZar, set
(Xét, N ét) := ũ∗(X,N), and suppose that̃u∗f : M ét → N ét is an isomorphism; we wish to
show thatf is an isomorphism. However,β induces an isomorphism of monoids :

(6.2.4) ũ∗(M ♯)
∼→ M ♯

ét

and likewise forN ; it follows already thatf induces an isomorphismM ♯ ∼→ N ♯. To conclude,
it suffices to invoke lemma 6.1.4.
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(ii): Let us suppose thatM is integral. According to [10, Prop.3.4.1], it suffices to show that
the unit of adjunction(X,M)→ ũ∗(Xét,M ét) is an isomorphism. Now, from the isomorphism
(6.2.4) we deduce a commutative diagram :

M ♯ //

��

(ũ∗M ét)
♯

��

ũ∗ũ
∗(M ♯) // ũ∗(M

♯
ét)

whose bottom arrow is an isomorphism, and whose left vertical arrow is an isomorphism as
well, by lemma 2.4.26(iii) (and again [10, Prop.3.4.1]). Weclaim that also the right vertical
arrow is an isomorphism. Indeed, sinceũ∗ is left exact, the latter arrow is a monomorphism,
hence it suffices to show it is an epimorphism; however, sinceM ét is an integral log structure
(lemma 6.1.16(i)), it is easily seen that the projectionM ét →M ♯

ét is aO×
Xét

-torsor (in the topos

X∼
ét/M

♯
ét). Then the contention follows from the exact sequence of pointed sheaves (2.4.12),

and the vanishing result of lemma 2.4.26(iv).
Summing up, we conclude that the top horizontal arrow in the above diagram is an isomor-

phism, so the assertion follows from lemma 6.1.4.
(iii): Set (Xét, (ũ∗M)ét) := ũ∗ũ∗(Xét,M). To begin with, lemma 2.4.26(iv) easily implies

that the natural morphism(ũ∗M)♯ → ũ∗(M
♯) is an isomorphism; together with the general

isomorphism (6.1.8), this yields a short exact sequence ofXét-monoids :

0→ O×
Xét
→ (ũ∗M)ét → ũ∗ũ∗(M

♯)→ 0

which easily implies the assertion : the details shall be left to the reader. �

We shall prove later on some more results in the same vein (seecorollary 6.2.22).

6.2.5. Arguing as in (6.1.22), we see easily that all finite limits are representable in the cate-
gory of log schemes. The ruleX 7→ (X,O×

X ) defines a fully faithful inclusion of the category
of schemes into the category of log schemes. Hence, we shall regard a scheme as a log scheme
with trivial log structure. Especially, if(X,M) is any log scheme, andY → X is any morphism
of schemes, we shall often use the notation :

(6.2.6) Y ×X (X,M) := (Y,O×
Y )×(X,O×

X ) (X,M).

Especially, ifξ is anyτ -point ofX, thelocalizationof (X,M) at ξ is the log scheme

(X(ξ),M(ξ)) := X(ξ)×X (X,M)

(see definition 2.4.17(ii,iii)). Ifτ = ét, this operation is also called thestrict henselizationofX
at ξ.

Definition 6.2.7. (i) For every integern ∈ N, we have the subset :

(X,M)n := {x ∈ X | dimM ξ ≤ n for everyτ -point ξ → X localized atx}.
Especially(X,M)0 consists of all pointsx ∈ X such thatM ξ = O×

X,ξ for everyτ -point ξ of X
localized atx; this subset is called thetrivial locusof (X,M), and is also denoted(X,M)tr.

(ii) If f : (X,M) → (Y,N) is a morphism of log schemes, we denote byStr(f) ⊂ X the
strict locusof f , which is the subset consisting of all pointsx ∈ X such thatf is strict at every
τ -point localized atx (see definition 6.1.20(ii)).

Remark 6.2.8. Let f : (X,M)→ (Y,N) be any morphism of log schemes.
(i) Sincelog f induces local morphisms on stalks, it is easily seen thatf restricts to a map

ftr : (X,M)tr → (Y,N)tr.

(ii) Especially, we have(X,M)tr ⊂ Str(f).
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6.2.9. LetX := (Xi | i ∈ I) be a cofiltered family of quasi-separated schemes, with affine
transition morphismsfϕ : Xj → Xi, for every morphismϕ : j → i in I. Denote byX the limit
of X, and for eachi ∈ I let πi : X → Xi be the natural projection.

Lemma 6.2.10. In the situation of(6.2.9), let X := ((Xi,M i) | i ∈ I) be a cofiltered sys-
tem of log schemes, with transition morphisms(fϕ, log fϕ) : (Xi,M i) → (Xj,M j) for every
morphismϕ : i→ j in I. We have :

(i) The limit of the systemX exists in the categorylog.
(ii) Let (X,M) denote the limit of the systemX . If Xi is quasi-compact for everyi ∈ I,

then the natural map

colim
i∈I

Γ(Xi, N i)→ Γ(X,N)

is an isomorphism.

Proof. (i): Let X be the limit of the system of schemesX, and endowX with the sheaf of
monoidsM := colim

i∈I
π∗
iM i, whereπ∗ is the pull-back functor for sheaves of monoids (see

(2.3.43)), and the transition mapsπ∗
jM j → π∗

iM i are induced by the morphismslog fϕ :
f ∗
ϕM j → M i, for everyϕ : i → j in I. Then the structure maps of the log structuresM i

induce a well defined morphism ofX-monoidsM → OX , and we claim that the resulting
scheme with pre-log structure(X,M) is actually a log scheme. Indeed, the assertion can be
checked on the stalks, and notice that, for everyτ -point ξ of X we have a natural identification

OX,ξ
∼→ colim

i∈I
OXi,πi(ξi).

(This is clear forτ = Zar, and forτ = ét one uses [33, Ch.IV, Prop.18.8.18(ii)]); it then suffices
to invoke lemma 2.3.46(i). Lastly, it is easily seen that(X,M) is a limit of the systemX : the
details shall be left to the reader.

(ii): In view of the explicit construction in (i), the assertion follows immediately from propo-
sition 5.1.15. �

Example 6.2.11.Let X be a scheme. For the following example we choose to work with the
étale topologyXét onX. A divisor onX is a closed subschemeD ⊂ X which is regularly
embedded inX and of codimension1 ([33, Ch.IV, Déf.19.1.3,§21.2.12]). Suppose moreover
thatX is noetherian, letD ⊂ X be a divisor, and denote by(Di | i ∈ I) the irreducible reduced
components ofD. We say thatD is astrict normal crossingdivisor, if :

• OX,x is a regular ring, for everyx ∈ D.
• D is a reduced subscheme.
• For every subsetJ ⊂ I, the (scheme theoretic) intersection

⋂
j∈J Dj is regular of pure

codimension♯J in X.
A closed subschemeD of a noetherian schemeX is a normal crossing divisorif, for every
x ∈ X there exists an étale neighborhoodf : U → X of x such thatf−1D is a strict normal
crossing divisor inU .

Suppose thatD is a normal crossing divisor of a noetherian schemeX, and letj : U :=
X\D → X be the natural open immersion. We claim that the log structure j∗O

×
U is fine (this is

the direct image of the trivial log structure onUét : see example 6.1.10(ii)). To see this, letξ be
any geometric point ofX localized at a point ofD; up to replacingX by an étale neighborhood
of ξ, we may assume thatD is a strict normal crossing divisor; we can assume as well that X
is affine and small enough, so that the irreducible components (Dλ | λ ∈ Λ) are of the form
V (Iλ), whereIλ ⊂ A := Γ(X,OX) is a principal divisor, say generated by an elementxλ ∈ A,
for everyλ ∈ Λ. We claim thatj∗O

×
U is the constant log structure associated to the pre-log

structure :
α : N(Λ)

X → OX : eλ 7→ xλ
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where(eλ | λ ∈ Λ) is the standard basis ofN(Λ). Indeed, letS ⊂ Λ be the largest subset such
that the image ofξ lies inDS :=

⋂
λ∈S Dλ, we havexλ ∈ O×

X,x for all λ /∈ S, so that the push-
out of the induced diagram of stalksO×

X,ξ ← α−1O×
X,ξ → N(Λ) is the same as the push-outPS

of the analogous diagramO×
X,ξ ← α−1

S O×
X,ξ → N(S), whereαS : N(S)

X → OX is the restriction
of α. Suppose thata ∈ OX,ξ anda is invertible onX(ξ)\DS; the minimal associated primes
of A/(a) are all of height one, and they must therefore be found among the prime idealsAxλ,
with λ ∈ S. It follows easily thata is of the formu ·∏λ∈S x

kλ
λ for certainkλ ∈ N andu ∈ O×

X,ξ.
Therefore, the natural mapβξ : PS → (j∗O

×
U )ξ is surjective. Moreover, the family(xλ | λ ∈ S)

is a regular system of parameters ofOX,ξ ([30, Ch.0, Prop.17.1.7]), therefore the natural map
Symn

κ(ξ)(mξ/m
2
ξ) → mn

ξ /m
n+1
ξ is an isomorphism for everyn ∈ N (heremξ ⊂ OX,ξ is the

maximal ideal); it follows easily thatβξ is also injective.

Example 6.2.12.Suppose thatX is a regular noetherian scheme, andD ⊂ X a divisor onX;
let U := X \D. If D is not a normal crossing divisor, the log structureM := j∗O

×
U onXét

is not necessarily fine. For a counterexample, letK be an algebraically closed field,C ⊂ A2
K

a nodal cubic; takeD ⊂ X := A3
K to be the (reduced, affine) cone over the cubicC, with

vertexx0 ∈ A3, and pick a geometric pointξ localized atx0. It is easily seen that, away from
the vertex,D is a normal crossing divisor, henceM |X\{x0} is a fine log structure onX \{x0},
by example 6.2.11. More precisely, lety0 ∈ C be the unique singular point,L ⊂ D the line
spanned byx0 andy0, andη a geometric point localized at the generic point ofL. By inspecting
the argument in example 6.2.11, we find that :

M η ≃ N⊕2 ⊕ O×
X,η

(indeed, an isomorphism is obtained by choosinga, b ∈ OC,y0 such thatV (a) andV (b) are the
two branches of the cubicC in an étale neighborhood ofy0). On the other hand, letp ⊂ A :=
K[T1, T2, T3] be the prime ideal corresponding tox0, andI ⊂ Ap the ideal defining the closed
subschemeX(x0)∩D inX(x0); we claim thatI ·OX,ξ is still a prime ideal, necessarily of height
one. Indeed, letB := Ap/I, and denote byA∧ (resp.B∧) thep-adic completion ofAp (resp.
of B); thenB∧ is also the completion of the reduced ringOX,ξ/I, hence it suffices to show that
SpecB∧ is irreducible. However, we may assume thatC ⊂ SpecK[T1, T2] is the affine cubic
defined by the idealJ ⊂ K[T1, T2] generated byT 3

1 − T 2
2 + T1T2. ThenI is generated by the

elementf := T 3
1 − T 2

2 T3 + T1T2T3; also,p = (T1, T2, T3), so thatA∧ ≃ K[[T1, T2, T3]] and
B∧ ≃ A∧/(f). SupposeSpecB∧ is not irreducible. This means thatV (f) ⊂ SpecA∧ is a
unionV (f) = Z1 ∪ · · · ∪ Zn of n ≥ 2 irreducible componentsZi. SinceA∧ is a local regular
ring, each such irreducible componentZi is a divisor, defined by some principal prime idealqi
in A∧. Let ai be a generator forqi; thenf admits factorizations of the formf = aibi for some
non-invertiblebi ∈ A∧. Fix somei, and seta := ai, b := bi; sincef is homogeneous of degree
3, we must havea ∈ pk\pk+1 for eitherk = 1 or k = 2 (k 6= 0 sincea is not a unit, andk 6= 3,
sinceb is not a unit); thenb ∈ p3−k\p4−k. Write a = a′ + a′′ andb = b′ + b′′, wherea′′ ∈ pk+1,
b′′ ∈ p4−k anda′ (resp.b′) is homogeneous of degreek (resp.3− k). Thenf = ab = a′b′ + c,
wherec ∈ p4 anda′b′ is homogeneous of degree3. This means thatf = a′b′ is a factorization
of f inA. However,f is irreducible inA, a contradiction. (Instead of this elementary argument,
one can appeal to [63, Th.43.20], which runs as follows. IfR is a local domain, then there is
a natural bijection between the set of minimal prime ideals of the henselizationRh of R and
the set of maximal ideals of the normalization ofR in its ring of fractions. In our case, the
normalizationDν of D is the cone over the normalization ofC, hence the only point ofDν

lying overx0 is the vertex ofDν .)
It follows that any choice of a generator ofI yields an isomorphism :

M ξ ≃ N⊕ O×
X,ξ.
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Suppose now that – in an étale neighborhoodV of ξ – the log structureM is associated to a
pre-log structureα : PV → OV , for some monoidP ; henceM |V is the push-out of the diagram
O×
V ← α−1(O×

V )→ PV , whence isomorphisms :

P/α−1
ξ (O×

X,ξ) ≃M ξ/O
×
X,ξ ≃ N P/α−1

η (O×
X,η) ≃M η/O

×
X,η ≃ N⊕2.

But clearlyα−1
ξ (O×

X,ξ) ⊂ α−1
η (O×

X,η), so we would have a surjection of monoidsN → N⊕2,
which is absurd.

On the other hand, we remark that the log structurej∗O
×
U on the Zariski siteXZar is fine :

indeed, one has a global chartNXZar
→ j∗O

×
U , provided by the equation defining the divisorD.

6.2.13. LetR be a ring,M a monoid, and setS := SpecR[M ]. The unit of adjunction
εM : M → R[M ] can be regarded as an object(M, εM) of Mnd/Γ(S,OS), whence a constant
log structureM log

S onS (see (6.1.13)). The rule

M 7→ Spec(R,M) := (S,M log
S )

is clearly functorial inM . Namely, to any morphismλ : M → N of monoids, we attach the
morphism of log schemes

Spec(R, λ) := (SpecR[λ], λlogSpecR[N ]) : Spec(R,N)→ Spec(R,M).

Likewise, if P is a pointed monoid,SpecR〈P 〉 is a closed subscheme ofSpecR[P ], and we
may define

Spec〈R,P 〉 := Spec(R,P )×SpecR[P ] SpecR〈P 〉.
Lastly, ifM is a non-pointed monoid, notice the natural isomorphism of log schemes

Spec〈R,M◦〉 ∼→ Spec(R,M)◦.

(Notation of remark 6.1.21(ii) : the details shall be left tothe reader.)

Lemma 6.2.14.With the notation of(6.2.13), leta ∈ M be any element, and setMa := S−1
a M ,

whereSa := {an | n ∈ N}. ThenUa := SpecR[Ma] is an open subscheme ofS, and the induced
morphism of log schemes :

Spec(R,Ma)→ Spec(R,M)×S Ua
is an isomorphism.

Proof. Let βS : MS → OS andβUa : (Ma)Ua → OUa be the natural charts, and denote by
ϕ :M → Ma the localization map. For everyτ -point ξ of Ua, we have the identity :

βS,ξ = βUa,ξ ◦ ϕ :M → OS,ξ.

LetQ := β−1
Ua,ξ

O×
Ua,ξ

. The assertion is a straightforward consequence of the following :

Claim6.2.15. The induced commutative diagram of monoids :

ϕ−1Q //

��

M

��
Q // Ma

is cocartesian.

Proof of the claim. Let b ∈ M , and suppose thatβUa,ξ(a
−1b) ∈ O×

Ua,ξ
. SinceβUa,ξ(a) ∈

O×
Ua,ξ

, we deduce that the same holds forβUa,ξ(b), i.e. b ∈ ϕ−1Q. Let Q′ := ϕ(ϕ−1Q); we
conclude thatQ = S−1

a Q′, the submonoid ofMa generated byQ′ anda−1. The claim follows
easily. �
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6.2.16. In the same vein, letX be aR-scheme, and(M,ϕ) any object ofMnd/Γ(X,OX).
The mapϕ induces, via the adjunction of (2.3.50), a homomorphism ofR-algebrasR[M ] →
Γ(X,OX), whence a map of schemesf : X → S := SpecR[M ], inducing a morphism

(6.2.17) X ×S Spec(R,M)→ (X, (M,ϕ)logX )

of log schemes.

Lemma 6.2.18.In the situation of(6.2.16), we have :

(i) The map(6.2.17)is an isomorphism.
(ii) The log schemeSpec(R,M) represents the functor

log→ Set : (Y,N) 7→ HomZ-Alg(R,Γ(Y,N))×HomMnd(P,Γ(Y,N)).

Proof. (i): The log structuref ∗(M log
S ) of Spec(R,M)×S X represents the functor :

F : logX → Set : N 7→ HomMnd/Γ(S,OS)((M, εM),Γ(S, f∗N)).

However, ifN is any log structure onX, the pre-log structure(f∗N)pre-log is the same as
f∗(N

pre-log) (see [36, (6.4.8)]). From the explicit construction of direct images for pre-log
structures, and since the global sections functor is left exact (because it is a right adjoint), we
deduce a cartesian diagram of monoids :

Γ(S, f∗N) //

��

Γ(S,OS)

��
Γ(X,N) // Γ(X,OX).

It follows easily thatF is naturally isomorphic to the functor given by the rule :

N 7→ HomMnd/Γ(X,OX )((M,ϕ),Γ(X,N)).

The latter is of course the functor represented by(M,ϕ)logX .
(ii) can now be deduced formally from (i), or proved directlyby inspecting the definitions.

�

6.2.19. From (6.2.13) it is also clear that the rule(R,M) 7→ Spec(R,M) defines a functor

Z-Algo × -Mono → log

which commutes with fibre products; namely, say that

(R′,M ′)← (R,M)→ (R′′,M ′′)

are two morphisms ofZ-Alg× -Mon; then there is a natural isomorphism of log schemes :

Spec(R′ ⊗R R′′,M ′ ⊗M M ′′)
∼→ Spec(R′,M ′)×Spec(R,M) Spec(R

′′,M ′′).

For the proof, one compares the universal properties characterizing these log schemes, using
lemma 6.2.18(ii) : details left to the reader.

6.2.20. LetX be a scheme,M a sheaf of monoids onXτ . We say thatM is locally constant
if there exists a covering family(Uλ → X | λ ∈ Λ) and for everyλ ∈ Λ, a monoidPλ and
an isomorphism of sheaves of monoidsM |Uλ ≃ (Pλ)Uλ . We say thatM is constructibleif, for
every affine open subsetU ⊂ X we can find finitely many constructible subsetsZ1, . . . , Zn ⊂ U
such that :

• U = Z1 ∪ · · · ∪ Zn
• M |Zi is a locally constant sheaf of monoids, for everyi = 1, . . . , n.
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If moreover,M ξ is a finitely generated monoid for everyτ -point ξ of X, we say thatM is of
finite type. If ϕ : M → N is a morphism of constructible sheaves of monoids onXτ , then it is
easily seen thatKerϕ, Cokerϕ andImϕ are also constructible. Moreover, ifM andN are of
finite type, then the same holds forCokerϕ andImϕ.

Suppose thatM is a sheaf of monoids onXτ , and for everyx ∈ X choose aτ -point x
localized atx; therankof M is the function

rkM : X → N ∪ {∞} x 7→ dimQM
gp
x ⊗Z Q.

It is clear from the definitions that the rank function of a constructible sheaf of monoid of finite
type is constructible onX.

Lemma 6.2.21.LetX be a scheme,ϕ : Q→ Q′ a morphism of coherent log structures onXτ .
Then :

(i) The sheavesQ♯ andCokerϕ are constructible of finite type.
(ii) (X,Q)n is an open subset ofX, for every integern ≥ 0. (See definition 6.2.7(i).)

(iii) The rank functions ofQ♯ andCokerϕ are (constructible and) upper semicontinuous.

Proof. Suppose thatQ admits a finite chartα : MX → Q. Pick a finite system of generators
Σ ⊂M , and for everyS ⊂ Σ, set :

ZS :=
⋂

s∈S

D(s) ∩
⋂

t∈Σ\S

V (t)

where, as usualD(s) (resp.V (s)) is the open (resp. closed) subset of the pointsx ∈ X such
that the images(x) ∈ κ(x) of s is invertible (resp. vanishes). Clearly eachZS is a constructible
subset ofX, and their union equalsX. Moreover, for everyS ⊂ Σ, and everyτ -point ξ
supported onZS, the submonoidNξ := α−1

ξ (O×
X,ξ) ⊂ M is a face ofM (lemma 3.1.20(i)),

hence it is the submonoid〈S〉 generated byΣ ∩ Nξ = S (lemma 3.1.20(ii)). It follows easily
thatQ♯

|ZS
≃ (M/〈S〉)|ZS .

More generally, suppose thatQ is coherent. We may assume thatX is quasi-compact. Then,
by the foregoing, we may find a finite setΛ and a covering family(fλ : Uλ → X | λ ∈ Λ)

of X, such thatQ♯
|Uλ

is a constructible sheaf of monoids onUλ. Sincefλ is finitely presented,
it maps constructible subsets to constructible subsets ([33, Ch.IV, Th.1.8.4]); it follows easily
that the restriction ofQ♯ to fλ(Uλ) is constructible, thereforeQ♯ is constructible. Next, notice
thatCokerϕ = Cokerϕ♯; by the foregoing,Q′♯ is constructible as well, so the same holds for
Cokerϕ.

Next, Letx ∈ X be any point, andξ a τ -point ofX localized atx; by theorem 6.1.35(i) we
may find a neighborhoodf : U → X of ξ in Xτ and a finite chart(ωP , ωP ′, ϑ) for ϕ|U . By
claim 6.1.29, we may assume, after replacingU by a smaller neighborhood ofξ, thatωP and
ωP ′ are local at the pointξ, in which caseQ♯

ξ = P ♯ andCokerϕξ = Coker ϑ. Let r : X → N

(resp.r′ : U → N) denote the rank function ofQ♯ (resp. ofQ♯
|U ); then it is clear thatr′ = r ◦ f .

On the other hand, for everyy ∈ U and everyτ -point η of U localized aty, the stalkQ♯
η is a

quotient ofP ♯, hencer′(y) ≤ r(x) anddimQη ≤ dimQξ. Sincef is an open mapping, this
shows (ii), and also that the rank function ofQ♯ is upper semicontinuous. Likewise, lets (resp.
s′) denote the rank function ofCokerϕ (resp. Cokerϕ|U ); thens′ = s ◦ f , andCokerϕη is
a quotient ofCokerϑ for everyτ -point η of U ; the latter implies thats′(y) ≤ s(x) for every
y ∈ U , which shows thats is upper semicontinuous. �

Corollary 6.2.22. LetX be a scheme,M a log structure onXZar, and set

(Xét,M ét) := ũ∗(XZar,M).
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ThenM is integral (resp. coherent, resp. fine, resp. fine and saturated) if and only if the same
holds forM ét.

Proof. It has already been remarked that(Xét,M ét) is coherent (resp. fine, resp. fine and
saturated) whenever the same holds for(XZar,M); furthermore, the proof of proposition 6.2.3(i)
shows that the natural map on stalksM |ξ| → M ét,ξ is injective for every geometric pointξ of
X, thereforeM is integral whenever the same holds forM ét.

Next, we suppose thatM ét is coherent, and we wish to show thatM is coherent.
Let x ∈ X be any point,ξ a geometric point localized atx. By assumption there exists a

finitely generated monoidP ′, with a morphismα : P ′ → M ét,ξ inducing an isomorphism :

P ′ ⊗β−1M×
ét,ξ

M×
ét,ξ →M ét,ξ ≃ Mx ⊗M×

x
O×
X,ξ.

It follows easily that we may find a finitely generated submonoidQ ⊂Mx, such that the image
of α lies in (Q ·M×

x )⊗M×
x

O×
X,ξ, and therefore the natural map :

(Q ·M×
x )⊗M×

x
O×
X,ξ →M ét,ξ

is surjective. Then lemma 2.3.31(ii) implies thatQ ·M×
x = Mx, in other words, the induced

mapQ→M ♯
x =M ♯

ét,ξ is surjective. Set

P := Qgp ×Mgp
ét,ξ

M ét,ξ.

In this situation, proposition 6.1.28 tells us that the induced mapβξ : P → M ét,ξ extends to an
isomorphism of log structuresβ log : P log

Uét
→ M ét|Uét

on some étale neighborhoodU → X of ξ.
On the other hand, it is easily seen that the diagram of monoids :

Mx
//

��

Mgp
x

��
M ét,ξ

// M gp
ét,ξ

is cartesian, thereforeβξ factors uniquely through a morphismβ ′
x : P →Mx. The latter extends

to a morphism of log structuresβ ′ log : P log
U ′
Zar
→ M |U ′

Zar
on some (Zariski) open neighborhood

U ′ of x in X (lemma 6.1.16(iv.a),(v)). By inspecting the construction, we find a commutative
diagram of monoids :

(ũ∗P log
U ′
Zar

)ξ //

(ũ∗β′ log)ξ
��

P log
Uét,ξ

βlog
ξ

��
(ũ∗M)ξ M ét,ξ

(whereũ∗ is the functor on log structures of (6.2.2)) whose horizontal arrows and right vertical
arrow are isomorphisms; it follows that(ũ∗β ′ log)ξ is an isomorphism as well, thereforẽu∗β ′ log

restricts to an isomorphism on some smaller étale neighborhoodf : U ′′ → U ′ of ξ (lemma
6.1.16(iv.c)). Sincef is an open morphism, we deduce that the restriction of(ũ∗β ′ log)ξ is
already an isomorphism onf(U ′′)ét, andf(U ′′) is a (Zariski) open neighborhood ofx in X. Fi-
nally, in light of proposition 6.2.3(i), we conclude that the restriction ofβ ′ log is an isomorphism
onf(U ′′)Zar, soM is coherent, as stated.

Lastly, we suppose thatM ét is fine and saturated, and we wish to show thatM is saturated.
However, the assertion can be checked on the stalks, hence let ξ be any geometric point ofX;
the proof of proposition 6.2.3 shows that the natural mapM ♯

|ξ| → M ♯
ét,ξ is bijective, so the

assertion follows from lemma 3.2.9(ii). �
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Corollary 6.2.23. The categorycoh.log admits all finite limits. More precisely, the limit (in
the category of log structures) of a finite system of coherentlog structures, is coherent.

Proof. Let Λ be a finite category,X := ((Xλ,Mλ) | λ ∈ Λ) an inverse system of schemes
with coherent log structures indexed byΛ. Denote byY the limit of the system(Xλ | λ ∈ Λ)
of underlying schemes, and byπλ : Y → Xλ the natural morphism, for everyλ ∈ Λ. It
is easily seen that the limit ofX is naturally isomorphic to the limit of the induced system
Y := ((Y, π∗

λMλ) | λ ∈ Λ), and in view of lemma 6.1.16(i), we may therefore replaceX by
Y , and assume thatX is a finite inverse system in the categorylogX , for some schemeX
(especially, the underlying maps of schemes are1X , for every morphismλ→ µ in Λ).

It suffices then to show that the push-out of two morphismsg : N → M , h : N → M ′ of
coherent log structures onX, is coherent. However, notice that the assertion is local onthe site
Xτ , hence we may assume thatN admits a finite chartQX → N . Then, thanks to theorem
6.1.35(ii), we may further assume that bothf andg admit finite charts of the formQX → PX
and respectivelyQX → P ′

X , for some finitely generated monoidsP andP ′. We deduce a
natural map(P ∐Q P ′)X

∼→ PX ∐QX P ′
X → M ∐N M ′, which is the sought finite chart. �

Lemma 6.2.24.In the situation of(6.2.9), suppose thatXi is quasi-compact for everyi ∈ I,
and that there existsi ∈ I, and a coherent log structureN i onXi, such that the log structure
N := π∗

iN i onXτ admits a finite chartβ : QX → N . Then there exists a morphismϕ : j → i
in I and a chartβj : QXj → N j := f ∗

ϕN i for N j , such thatπ∗
jβj = β.

Proof. After replacingI by I/i, we may assume thatN j is well defined for everyj ∈ I, and
i is the final object ofI. In this case, notice that(X,N) is the limit of the cofiltered system of
log schemes((Xj , N j) | j ∈ I). We begin with the following :

Claim 6.2.25. In order to prove the lemma, it suffices to show that, for everyτ -point ξ of X
there existsj(ξ) ∈ I, a neighborhoodUξ → Xj(ξ) of πj(ξ)(ξ) in Xj(ξ),τ , and a chartβj(ξ) :
QUξ → N j(ξ)|Uξ such that(1Uξ ×Xj(ξ) πj(ξ))∗βj(ξ) = β.

Proof of the claim.Clearly we may assume thatUξ is an affine scheme, for everyτ -pointξ ofX.
Under the stated assumptions,X is quasi-compact, hence we may find a finite set{ξ1, . . . , ξn}
of τ -points ofX, such that(Uξk ×Xj(ξk) X → X | k = 1, . . . , n) is covering inXτ . SinceI is
cofiltered, we may then findj ∈ I and morphismsϕk : j → j(ξk) for everyk = 1, . . . , n. After
replacing eachβj(ξk) by f ∗

ϕk
βj(ξk), we may assume thatj(ξk) = j for everyk ≤ n.

In this case, setβk := βj(ξk), andUk := Uξk for everyk ≤ n; let alsoUkl := Uk ×Xj Ul,
U∼
kl := Ukl ×Xj X for everyk, l ≤ n, and denote byπkl : U∼

kl → Ukl the natural projection.
Hence, for everyk, l ≤ n we have a morphism ofUkl-monoids :

βkl := βk|Ukl : QUkl → N j|Ukl

and by construction we haveπ∗
klβkl = π∗

lkβlk under the natural identification :U∼
kl

∼→ U∼
lk .

Notice now thatUkl is quasi-compact and quasi-separated for everyk, l ≤ n, hence the natural
map

colim
i∈I

Γ(Ukl ×Xj Xi, N i)→ Γ(U∼
kl , N)

is an isomorphism (lemma 6.2.10(ii)). On the other hand,βkl is given by a morphism of monoids
bkl : Q → Γ(Ukl, N j), and likewiseπ∗

klβkl is given by the morphismQ → Γ(U∼
kl , N) obtained

by composiiton ofbkl and the natural mapΓ(Ukl, N j) → Γ(U∼
kl , N). By lemma 3.1.7(ii), we

may then find a morphismj′ → j in I such that the following holds. Set

Vk := Uk ×Xj Xj′ Vkl := Vk ×Xj′ Vl for everyk, l ≤ n
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and letpk : Vk → Uk be the projection for everyk ≤ n; let alsoβ ′
k := p∗kβk, which is a chart

QVk → N j′|Vk for the restriction ofN j′. Then

(6.2.26) β ′
k|Vkl

= β ′
l|Vkl

for everyk, l ≤ n

under the natural identificationVkl
∼→ Vlk. By construction, the system of morphisms(Vk ×Xj′

X → X | k = 1, . . . , n) is covering inXτ ; after replacingj′ by a larger index, we may then
assume that the system of morphisms(Vk → Xj′ | k = 1, . . . , n) is covering inXj′,τ ([32,
Ch.IV, Th.8.10.5]). In this case, (6.2.26) implies that thelocal chartsβ ′

k glue to a well defined
chartβj′ : QXj′

→ N j′, and a direct inspection shows that we have indeedπ∗
j′βj′ = β. ♦

Now, denote byα : QX → OX the composition ofβ and the structure map ofN , and letξ be
a τ -point ofX; we have a natural isomorphism

N ξ = N i,πi(ξ) ⊗N×
i,πi(ξ)

O×
X,ξ

∼→ colim
j∈I

N i,πi(ξ) ⊗N×
i,πi(ξ)

O×
Xj ,πj(ξj)

∼→ colim
inI

N j,πj(ξ)

([33, Ch.IV, Prop.18.8.18(ii)]). It follows thatβξ andαξ factor through morphisms of monoids
βξ,j : Q → N j,πj(ξ) andαξ,j : Q → OXj ,πj(ξ) for somej ∈ I (lemma 3.1.7(ii)), and again we
may replaceI by I/j, after which we may assume thatβξ,j andαξ,j are defined for everyj ∈ I.
Thenαξ,j extends to a pre-log structureαj : QUj → OUj on some neighborhoodUj → Xj of
πj(ξ) in Xj,τ (lemma 6.1.16(v)), and we may also assume thatβξ,j extends to a morphism of
pre-log structuresβj : (QUj , αj)→ N j|Uj (lemma 6.1.16(iv.a)). Notice as well that

N ♯
j,ξ ≃ N ♯

ξ and β−1
ξ,jN

×
j,πj(ξ)

= β−1
ξ N×

ξ for everyj ∈ I

and sinceβξ induces an isomorphismQ/β−1
ξ N×

ξ

∼→ N ♯
ξ, we deduce thatβj,ξ (which is the same

asβξ,j) induces an isomorphismQ/α−1
j,ξO

×
Xj ,πj(ξ)

∼→ N ♯
j,ξ for everyj ∈ I. In turn, it then follows

from lemma 6.1.4 thatβj,ξ induces an isomorphism(QUj , αj)
log
πj(ξ)

∼→ N j,πj(ξ).
Next, by lemma 6.1.16(iv.b,c) we may find, for everyj ∈ I, a neighborhoodU ′

j → Uj of ξ in
Xτ , such that the restriction(QU ′

j
, αj|U ′

j
)→ N j|U ′

j
of βj is a chart forN j|U ′

j
.

By construction, the morphism((1Uj ×Xj πj)∗βj)ξ : Q→ N ξ is the same asβξ, so by lemma
6.1.16(iv.b) we may find a neighborhoodVj → U ′

j ×Xj X of ξ in Xτ , such that

((1Uj ×Xj πj)∗βj)|Vj = β|Vj and ((1Uj ×Xj πj)∗αj)|Vj = α|Vj .

Claim 6.2.27. In the situation of (6.2.9), letY → X be an object of the siteXτ , with Y quasi-
compact and quasi-separated. We have :

(i) There existsi ∈ I, an objectYi → Xi of Xi,τ , and an isomorphism ofX-schemes
Y

∼→ Yi ×Xi X.
(ii) Moreover, if Y → X is covering inXτ , then we may findi ∈ I andYi → Xi as in (i),

which is covering inXi,τ .

Proof of the claim. (i) is obtained by combining [32, Ch.IV, Th.8.8.2(ii)] and [33, Ch.IV,
Prop.17.7.8(ii)] (and [32, Ch.IV, Cor.8.6.4] ifτ = Zar). Assertion (ii) follows from (i) and
[32, Ch.IV, Th.8.10.5]. ♦

By claim 6.2.27(i), we may assume thatVj = U ′′
j ×Xj X for some neighborhoodU ′′

j → U ′
j

of πj(ξ) in Xj,τ . To conclude, it suffices to invoke claim 6.2.25. �

Proposition 6.2.28. In the situation of(6.2.9), suppose thatXi is quasi-compact for every
i ∈ I. Then the natural functor :

(6.2.29) 2-colim
I

coh.logXi → coh.logX

is an equivalence.

Proof. To begin with, we show :
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Claim6.2.30. The functor (6.2.29) is faithful. Namely, for a giveni ∈ I, letM i andN i be two
coherent log structures onXi, andfi, gi :M i → N i two morphisms, such thatπ∗

i fi agrees with
π∗
i gi. Then there exists a morphismψ : j → i in I such thatf ∗

ψfi = f ∗
ψgi.

Proof of the claim. SetM := π∗
iM i, and define likewise the coherent log structureN on

X. For anyτ -point ξ of X, pick a neighborhoodUξ → Xi of πi(ξ) in Xi, and a finite chart
β : PUξ → M i|Uξ for the restriction ofM i. The morphismsfi|Uξ andgi|Uξ are determined by
the induced mapsϕ := Γ(Uξ, fi) ◦ β andγ := Γ(Uξ, gi) ◦ β, and the assumption means that the
composition ofϕ and the natural mapΓ(Uξ, N i)→ Γ(Uξ ×Xi X,N) equals the composition of
γ with the same map.

It then follows from lemmata 6.2.10(ii) and 3.1.7(ii) that there exists a morphismψ : i(ξ)→ i
in I such that the composition ofϕ with the natural mapΓ(Uξ, N i) → Γ(Uξ ×Xi Xi(ξ), f

∗
ψN)

equals the composition ofγ with the same map; in other words, if we setU ′
ξ := Uξ ×Xi Xi(ξ),

we havef ∗
ψfi|U ′

ξ
= f ∗

ψgi|U ′
ξ
. Next, sinceX is quasi-compact, we may find finitely manyτ -points

ξ1, . . . , ξn such that the family(U ′
ξk
×Xi(ξk) X → X) is covering inXτ . Then, by [32, Ch.IV,

Th.8.10.5] we may findj ∈ I and morphismsψk : j → i(ξk) in I, for k = 1, . . . , n, such that
the induced family(U ′′

k := U ′
ξk
×Xi(ξk) Xj → Xj) is covering inXj,τ . By construction we have

f ∗
ψk◦ψ

fi|U ′′
k
= f ∗

ψk◦ψ
gi|U ′′

k
for k = 1, . . . , n

thereforef ∗
ψk◦ψ

fi = f ∗
ψk◦ψ

gi, as required. ♦

Claim 6.2.31. The functor (6.2.29) is full. Namely, leti ∈ I andM i, N i as in claim 6.2.30,
and suppose thatf : π∗

iM i → π∗
iN i is a given morphism of log structures; then there exists

a morphismψ : j → i in I, and a morphism of log structuresfj : f ∗
ψM i → f ∗

ψN i such that
π∗
j fj = f .

Proof of the claim.Indeed, by theorem 6.1.35(i) we may find a covering family(Uλ → X | λ ∈
Λ) in Xτ , and for eachλ ∈ Λ a finite chart

βλ : Pλ,Uλ →M |Uλ γλ : Qλ,Uλ → N |Uλ ϑλ : Pλ → Qλ

for the restrictionf|Uλ . Clearly we may assume that eachUλ is affine, and sinceX is quasi-
compact, we may assume as well thatΛ is a finite set; in this case, claim 6.2.27 implies that
there exists a morphismj → i in I, a covering family(Uj,λ → Xj | λ ∈ Λ), and isomorphism
ofX-schemesUλ

∼→ Uj,λ×Xj X for everyλ ∈ Λ. Next, lemma 6.2.24 says that, after replacing
j by some larger index, we may assume that for everyλ ∈ Λ there exist charts

βj,λ : Pλ,Uj,λ →M j := f ∗
ψM i and γj,λ : Qλ,Uj,λ → N j := f ∗

ψN i

with π∗
jβj,λ = βλ andπ∗

jγj,λ = γλ. Setfj,λ := ϑlogλ,Uj,λ :M j → N j ; by construction we have :

(1Uj,λ ×Xj πj)∗fj,λ = f|Uλ for everyλ ∈ Λ.

Next, for everyλ, µ ∈ Λ, let Uj,λµ := Uj,λ ×Xj Uj,µ; we deduce, for everyλ, µ ∈ Λ, two
morphisms of log structuresfj,λ|Uj,λµ, fj,µ|Uλµ :M j|Uλµ → N j|Uλµ, which agree after pull back to
Uj,λµ×XjX. By applying claim 6.2.30 to the cofiltered system of schemes(Uj,λµ×XjXj′ | j′ ∈
I/j), we may then achieve – after replacingj by some larger index – thatfj,λ|Uj,λµ = fj,µ|Uλµ,
in which case the system(fj,λ | λ ∈ Λ) glues to a well defined morphismfj as sought. ♦

Finally, let us show that (6.2.29) is essentially surjective. Indeed, letM be a coherent log
structure onX; let us pick a covering familyU := (Uλ → X | λ ∈ Λ) and finite charts
βλ : Pλ,Uλ → M |Uλ for everyλ ∈ Λ. As in the foregoing, we may assume that eachUλ is
affine, andΛ is a finite set, in which case, according to claim 6.2.27(ii) we may findi ∈ I and a
covering family(Ui,λ → Xi | λ ∈ Λ) with isomorphisms ofX-schemesUi,λ ×Xi X

∼→ Uλ for
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everyλ ∈ Λ; for everyj ∈ I/i and everyλ ∈ Λ, let us setUj,λ := Ui,λ×XiXj. The composition
αλ : Pλ,Uλ → OUλ of βλ and the structure map ofM |Uλ is determined by a morphism of monoids

Pλ → Γ(Uλ,OUλ) = colim
i∈I/i

Γ(Uj,λ,OUj,λ).

Then, as usual, lemma 3.1.7(ii) implies that there existsj ∈ I/i such thatαλ descends to a
pre-log structurePλ,Uj,λ → OUj,λ onUj,λ, whose associated log structure we denote byM j,λ.
For everyλ, µ ∈ Λ, letUj,λµ := Uj,λ ×Xj Uj,µ; by construction we have isomorphisms

(6.2.32) (1Uj,λµ ×Xj πj)∗M j,λ|Uj,λµ

∼→ (1Uj,µλ ×Xj πj)∗M j,µ|Uj,µλ for everyλ, µ ∈ Λ.

By applying claim 6.2.31 to the cofiltered system(Uj,λµ×Xj Xj′ | j′ ∈ I/j), we can then obtain
– after replacingj by a larger index – isomorphismsωλµ : M j,λ|Uj,λµ

∼→ Mj,µ|Uj,µλ for every
λ, µ ∈ Λ, whose pull-back toUj,λµ ×Xj X are the isomorphisms (6.2.32). Lastly, in view of
claim 6.2.30, we may achieve – after further replacement ofj by a larger index – that the system
D := (M j,λ, ωλµ | λ, µ ∈ Λ) is a descent datum for the fibrationF of (6.2.1), whose pull-back
to X is isomorphic to the natural descent datum forM , associated to the covering familyU .
ThenD glues to a log structureM j, such thatπ∗

jM j ≃M . �

Corollary 6.2.33. In the situation of(5.1.14), suppose thatX0 is quasi-compact, and let

(g∞, log g∞) : (Y∞, N∞)→ (X∞,M∞)

be a morphism of log schemes with coherent log structures. Then there existsλ ∈ Λ, and a
morphism

(gλ, log gλ) : (Yλ, Nλ)→ (Xλ,Mλ)

of log schemes with coherent log structures, such thatlog g∞ = ψ∗
λ log gλ.

Proof. If X0 is quasi-compact, the same holds for allXλ andYλ, so the assertion is an immediate
consequence of proposition 6.2.28. �

Corollary 6.2.34. In the situation of(5.1.14), let N 0 andM 0 be coherent log structures on
Y0, and respectivelyX0, and(g0, log g0) : (Y0, N 0) → (X0,M 0) a morphism of log schemes.
Suppose also thatX0 is quasi-compact (as well as quasi-separated); then we have:

(i) If the morphism of log schemes

(g∞, ψ
∗
0 log g0) : Y∞ ×Y0 (Y0, N0)→ X∞ ×X0 (X0,M0)

admits a chart(ω∞, ω
′
∞, ϑ : P → Q), there exists a morphismu : λ → 0 in Λ such

that the morphism of log schemes

(gλ, ψ
∗
u log g0) : Yλ ×Y0 (Y0, N0)→ Xλ ×X0 (X0,M0)

admits a chart(ωλ, ω′
λ, ϑ).

(ii) If (g∞, ψ∗
0 log g0) is a log flat (resp. saturated) morphism of fine log schemes, there

exists a morphismu : λ→ 0 in Λ such that(gλ, ψ∗
u log g0) is a log flat (resp. saturated)

morphism of fine log schemes.

Proof. (i): SinceX0 is quasi-compact, the same holds for everyXλ andYλ, as well as forX∞

andY∞. In view of lemma 6.2.24, we may then find a morphismv : µ → 0, such thatω∞ and
ω′
∞ descend to chartsωv : PXµ → ϕ∗

vM 0 andω′
v : QYµ → ψ∗

vN 0. We deduce two morphisms
of pre-log structuresPYµ → ψ∗

vN 0, namely

β1 := ψ∗
v(log g0) ◦ g∗µωv and β2 := ω′

v ◦ ϑYµ
and by construction we haveψ∗

µβ
log
1 = ψ∗

µβ
log
2 . By proposition 6.2.28 it follows that there exists

w : λ → µ such thatψ∗
wβ

log
1 = ψ∗

wβ
log
2 . The latter means that(ϕ∗

wωv, ψ
∗
wω

′
v, ϑ) is a chart for
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the morphism of log schemes(gλ, ψ∗
v◦w log g0) : (Yλ, ψ

∗
v◦wN0)→ (Xλ, ϕ

∗
v◦wM0), i.e. the claim

holds withu := v ◦ w.
(ii): Suppose therefore that(g∞, ψ∗

0 log g0) is a log flat (resp.saturated) morphism, and let
U := (Ui → X∞ | i ∈ I) be a covering family forX∞,τ , such thatUi × (X0,M0) admits a
finite (resp. fine) chart, andUi is affine for everyi ∈ I. SinceX∞ is quasi-compact, we may
assume thatI is a finite set, and then there existsλ ∈ Λ such thatU descends to a covering
family Uλ := (Uλ,i → Xλ | i ∈ I) for Xλ,τ (claim 6.2.27(ii)). After replacingΛ by Λ/λ,
we may assume thatλ = 0, in which case we setUλ,i := U0,i ×X0 Xλ for every objectλ
of Λ, and everyi ∈ I. Clearly, it suffices to show that there existsu : λ → 0 such that
Uλ,i×Xλ (gλ, ψ∗

u log g0) is flat (resp. saturated) for everyi ∈ I. SetY ′
λ,i := Yλ×Xλ Uλ,i for every

λ ∈ Λ; we may then replace the cofiltered systemX andY , by respectively(Uλ,i | λ ∈ Λ) and
(Y ′

λ,i | λ ∈ Λ), which allows to assume from start, thatX∞ ×X0 (X0,M0) admits a finite (resp.
fine) chart. In this case, lemma 6.2.24 allows to further reduce to the case whereM 0 admits a
finite (resp. fine) chart.

In this case, by theorem 6.1.35(iii), we may find a covering family V := (Vj → Y∞ | j ∈ J)
for Y∞,τ , consisting of finitely many affine schemesVj , and for everyj ∈ J , a flat (resp.
saturated) and fine chart for the induced morphismVj ×Y0 (Y0, N0) → X∞ ×X0 (X0,M0). As
in the foregoing, after replacingΛ by some categoryΛ/λ, we may assume thatV descends to a
covering familyV0 := (V0,j → Y0 | j ∈ J) for Y0,τ , in which case we setVλ,j := V0,j ×Y0 Yλ for
everyλ ∈ Λ. Clearly, it suffices to show that there existsλ ∈ Λ such that the induced morphism
Vλ,j ×Y0 (Y0, N0)→ Xλ×X0 (X0,M0) is log flat (resp. saturated). Thus, we may replaceY by
the cofiltered system(Vλ,j | λ ∈ Λ), which allows to assume that(g∞, ψ∗

0 log g0) admits a flat
(resp. saturated) and fine chart. In this case, the assertionfollows from (i). �

Proposition 6.2.35.The inclusion functors :

qf .log → qcoh.log qfs.log → qf .log

admit right adjoints :

qcoh.log → qf .log : (X,M) 7→ (X,M)qf qf .log → qfs.log : (X,M) 7→ (X,M)qfs.

Proof. Let (X,M) be a scheme with quasi-coherent (resp. quasi-fine) log structure. We need
to construct a morphism of log schemes

ϕ : (X,M)qf → (X,M) (resp.ϕ : (X,M)qfs → (X,M))

such that(X,M)qf (resp. (X,M)qfs) is a quasi-fine (resp. qfs) log scheme, and the following
holds. Every morphism of log schemesψ : (Y,N) → (X,M) with (Y,N) quasi-fine (resp.
qfs), factors uniquely throughϕ. To this aim, suppose first thatM admits a chart (resp. a
quasi-fine chart)α : PX →M . By lemma 6.2.18(i),α determines an isomorphism

(X,M)
∼→ Spec(Z, P )×Spec Z[P ] X.

SinceN is integral (resp. and saturated), the morphism(Y,N) → Spec(Z, P ) induced byψ
factors uniquely throughSpec(Z, P int) (resp. Spec(Z, P sat)) (lemma 6.2.18(ii)). Taking into
account lemma 6.1.16(iii), it follows easily that we may take

(X,M)qf := Spec(Z, P int)×Z[P ] X (X,M)qfs := Spec(Z, P sat)×Z[P ] X

Next, notice that the universal property of(X ′,M ′) := (X,M)qf (resp. of (X ′,M ′) :=
(X,M)qfs) is local onXτ : namely, suppose that(X ′,M ′) has already been found, and let
U → X be an object ofXτ , with a morphism(Y,N)→ (U,M |U) from a quasi-fine (resp. qfs)
log scheme; there follows a unique morphism

(Y,N)→ (U,M |U)×(X,M ) (X
′,M ′)

∼→ U ×X (X ′,M ′)
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(notation of (6.2.6)). Thus(U,M |U)
qf ≃ U×X (X,M)qf (resp.(U,M |U)

qfs ≃ U×X (X,M)qfs,)
since the latter is a quasi-fine (resp. qfs) log scheme. Therefore, for a general quasi-coherent
(resp. quasi-fine) log structureM , choose a covering family(Uλ → X | λ ∈ Λ) such that
(Uλ,M |Uλ

) admits a chart for everyλ ∈ Λ; it follows that the familyU := ((Uλ,M |Uλ
)qf | λ ∈

Λ), together with the natural isomorphisms :

Uµ ×X (Uλ,M |Uλ
)qf ≃ Uλ ×X (Uµ,M |Uµ)

qf for everyλ, µ ∈ Λ

is a descent datum for the fibred category overXτ , whose fibre over any objectU → X is
the category of affineU-schemes endowed with a log structure (resp. likewise for the family
U := ((Uλ,M |Uλ

)qfs | λ ∈ Λ)). Using faithfully flat descent ([42, Exp.VIII, Th.2.1]), one
sees thatU comes from a quasi-fine (resp. qfs) log scheme which enjoys the sought universal
property. �

Remark 6.2.36.(i) By inspecting the proof of proposition 6.2.35, we see that the quasi-fine log
scheme associated to a coherent log scheme, is actually fine,and the qfs log scheme associated
to a fine log scheme, is a fs log scheme (one applies corollary 3.4.1(i)). Hence we obtain
functors

coh.log → f .log : (X,M) 7→ (X,M)f f .log → fs.log : (X,M) 7→ (X,M)fs

which are right adjoint to the inclusion functorsf .log → coh.log andfs.log → f .log.
(ii) Notice as well that, for every log scheme(X,M) with quasi-coherent (resp. fine) log

structure, the morphism of schemes underlying the counit ofadjunction(X,M)qf → (X,M)
(resp.(X,M)fs → (X,M)) is a closed immersion (resp. is finite).

(iii) Furthermore, letf : Y → X be any morphism of schemes; the proof of proposition
6.2.35 also yields a natural isomorphism of(Y, f ∗M)-schemes :

(Y, f ∗M)qf
∼→ Y ×X (X,M)qf (resp.(Y, f ∗M)qfs

∼→ Y ×X (X,M)qfs).

(iv) Let (X,M) be a quasi-fine log scheme, and suppose thatX is a normal, irreducible
scheme, and(X,M)tr is a dense subset ofX. Denote byXqfs the scheme underlying(X,M)qfs;
then we claim that the projectionXqfs → X (underlying the counit of adjunction) admits a
natural section :

σX : X → Xqfs.

The naturality means that, iff : (X,M)→ (Y,N) is any morphism of quasi-fine log schemes,
whereY is also normal and irreducible, and(Y,N)tr is dense inY , then the induced diagram
of schemes :

(6.2.37)

X
σX //

f

��

Xqfs

fqfs

��
Y

σY // Y qfs

commutes, and therefore it is cartesian, by virtue of (iii).Indeed, suppose first thatX is affine,
sayX = SpecA for some normal domainA, andM admits an integral chart, given by a
morphismβ : P → A, for some integral monoidP ; we have to exhibit a ring homomorphism
P sat ⊗P A→ A, whose composition with the natural mapA→ P sat ⊗P A is the identity ofA.
The latter is the same as the datum of a morphism of monoidsP sat → A whose restriction toP
agrees withβ. However, since the trivial locus ofM is dense inX, the image ofP in A does
not contain0, henceβ extends to a group homomorphismβgp : P gp → Frac(A)×; sinceA is
integrally closed inFrac(A), we haveβgp(P sat) ⊂ A, as required. Next, suppose thatU → X
is an object ofXτ , with U also affine and irreducible; thenU is normal and the trivial locus of
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(U,M |U) is dense inU . Thus, the foregoing applies to(U,M |U) as well, and by inspecting the
constructions we deduce a natural identification :

σU = 1U ×X σX .
Lastly, for a general(X,M), we can find a covering family(Uλ → X | λ → Λ) in Xτ , such
thatUλ is affine, and(Uλ,M |Uλ) admits an integral chart for everyλ ∈ Λ; proceeding as above,
we obtain a system of morphisms(σλ : Uλ → Uqfs | λ ∈ Λ), as well as natural identifications :

1Uµ ×X σλ = 1Uλ ×X σµ for everyλ, µ ∈ Λ.

In other words, we have defined a descent datum for the category fibred overXτ , whose fibre
over any objectU → X is the category of all morphisms of schemesU → Uqfs. By invoking
faithfully flat descent ([42, Exp.VIII, Th.2.1]), we see that this descent datum yields a morphism
σX : X → Xqfs such that1Uλ ×X σX = σλ for everyλ ∈ Λ. The verification thatσX is a
section of the projectionXqfs → X, and that (6.2.37) commutes, can be carried out locally on
Xτ , in which case we can assume thatM admits a chart as above, and one can check explicitly
these assertions, by inspecting the constructions.

6.3. Logarithmic differentials and smooth morphisms. In this section we introduce the log-
arithmic version of the usual sheaves of relative differentials, and we study some special classes
of morphisms of log schemes.

Definition 6.3.1. Let (X,M
α−→ OX) and(Y,N

β−→ OY ) be two schemes with pre-log structures,
andf : (X,M) → (Y,N) a morphism of schemes with pre-log structures. Let alsoF be an
OX-module. Anf -linear derivation ofM with values inF is a pair(∂, log ∂) consisting of
maps of sheaves :

∂ : OX → F log ∂ : logM → F

such that :

• ∂ is a derivation (in the usual sense).
• log ∂ is a morphism of sheaves of (additive) monoids onXτ .
• ∂ ◦ f ♮ = 0 andlog ∂ ◦ log f = 0.
• ∂ ◦ α(m) = α(m) · log ∂(m) for every objectU of Xτ , and everym ∈M(U).

The set of allf -linear derivations with values inf shall be denoted by :

Der(Y,N)((X,M),F ).

Thef -linear derivations shall also be called(Y,N)-linear derivations, when there is no danger
of ambiguity.

6.3.2. The setDer(Y,N)((X,M),F ) is clearly functorial inF , and moreover, for any objectU
ofXτ , anys ∈ OX(U), and anyf -linear derivation(∂, log ∂), the restriction(s · ∂|U , s · log ∂|U)
is an element ofDer(Y,N)((U,M |U),F ), hence the ruleU 7→ Der(Y,N)((U,M |U),F ) defines
anOX-module :

Der(Y,N)((X,M),F ).

In caseM = O×
X andN = O×

Y are the trivial log structures, thef -linear derivations ofM are
the same as the usualf -linear derivations,i.e. the natural map

(6.3.3) Der(Y,O×
Y )((X,O

×
X ),F )→ DerY (X,F )

is an isomorphism. In the category of usual schemes, the functor of derivations is represented
by the module of relative differentials. This constructionextends to the category of schemes
with pre-log structures. Namely, let us make the following :
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Definition 6.3.4. Let (X,M
α−→ OX) and(Y,N

β−→ OY ) be two schemes with pre-log structures,
and f : (X,M) → (Y,N) a morphism of schemes with pre-log structures. Thesheaf of
logarithmic differentialsof f is theOX-module :

Ω1
X/Y (logM/N) := (Ω1

X/Y ⊕ (OX ⊗Z logM gp))/R

whereR is theOX-submodule generated locally onXτ by local sections of the form :

• (dα(a),−α(a)⊗ log a) with a ∈M(U)
• (0, 1⊗ log a) with a ∈ Im((f−1N)(U)→M(U))

whereU ranges over all the objects ofXτ (here we use the notation of (3.1)). For arbitrary
a ∈M(U), the class of(0, 1⊗ log a) in Ω1

X/Y (logM/N) shall be denoted byd log a.

6.3.5. It is easy to verify thatΩ1
X/Y (logM/N) represents the functor

F 7→ Der(Y,N)((X,M),F )

onOX-modules. Consequently, (6.3.3) translates as a natural isomorphism ofOX -modules :

(6.3.6) Ω1
X/Y

∼→ Ω1
X/Y (logO×

X /O
×
Y ).

Furthermore, let us fix a scheme with pre-log structure(S,N), and define the category :

pre-log/(S,N)

as in (1.1.2). Also, letMod.pre-log/(S,N) be the category whose objects are all the pairs
((X,M),F ), where(X,M) is a(S,N)-scheme, andF is anOX-module. The morphisms

((X,M),F )→ ((Y,N),G )

in Mod.pre-log/(S,N) are the pairs(f, ϕ) consisting of a morphismf : (X,M) → (Y,N)
of (S,N)-schemes, and a morphismϕ : f ∗G → F of OX-modules. With this notation, we
claim that the rule :

(6.3.7) (X,M) 7→ ((X,M),Ω1
X/S(logM/N))

defines a functorpre-log/(S,N) → Mod.pre-log/(S,N). Indeed, slightly more generally,
consider a commutative diagram of schemes with pre-log structures :

(6.3.8)

(X,M)
g //

f

��

(X ′,M ′)

f ′

��
(S,N)

h // (S ′, N ′).

An OX-linear map :

(6.3.9) g∗Ω1
X′/S′(logM ′/N ′)

dg−→ ΩX/S(logM/N)

is the same as a natural transformation of functors :

(6.3.10) Der(S,N)((X,M),F )→ Der(S′,N ′)((X
′,M ′), g∗F )

on all OX-modulesF . The latter can be defined as follows. Let(∂, log ∂) be an(S,N)-linear
derivation ofM with values inF ; then we deduce morphisms :

∂′ : OX′
g♮−→ g∗OX

g∗∂−−→ g∗F log ∂′ :M ′ log g−−→ g∗M
g∗ log ∂−−−−→ g∗F

and it is easily seen that(∂′, log ∂′) is a(S ′, N ′)-linear derivation ofM ′ with values ing∗F .
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6.3.11. Consider two morphisms(X,M)
f−→ (Y,N)

g−→ (Z, P ) of schemes with pre-log struc-
tures. A direct inspection of the definitions shows that :

Der(Y,N)((X,M),F ) = Ker(Der(Z,P )((X,M),F )→ Der(Z,P )((Y,N), f∗F ))

for everyOX-moduleF , whence a right exact sequence ofOX-modules :

(6.3.12) f ∗Ω1
Y/Z(logN/P )

df−→ Ω1
X/Z(logM/P )→ Ω1

X/Y (logM/N)→ 0

extending the standard right exact sequence for the usual sheaves of relative differentials.

Proposition 6.3.13.Suppose that the diagram(6.3.8)is cartesian. Then the map(6.3.9)is an
isomorphism.

Proof. If (6.3.8) is cartesian,X is the schemeX ′×S′ S, andM is the push-out of the diagram :

f−1N ← (f ′ ◦ g)−1N ′ ϕ−→ g∗M ′.

Suppose now thatlog ∂ : M ′ → g∗F and∂ : OX′ → g∗F define af ′-linear derivation of
M ′. By adjunction, we deduce morphismsα : g−1OX′ → F andβ : g−1M ′ → F . By
construction, we haveβ ◦ ϕ = 0, henceβ extends uniquely to a morphismlog ∂′ : M → F
such thatlog ∂′ ◦ log f = 0. Likewise,α extends by linearity to a uniquef -linear derivation
∂ : OX → F . One checks easily that(∂′, log ∂′) is af -linear derivation ofM , and that every
f -linear derivation ofM with values inF is obtained in this fashion. �

6.3.14. The functor (6.3.7) admits a left adjoint. Indeed, let((X,M
α−→ OX),F ) be any object

of Mod.pre-log/(S,N); we define an(S,N)-scheme(X ⊕F ,M ⊕F ) as follows.X ⊕F
is the spectrum of theOX-algebraOX ⊕F , whose multiplication law is given by the rule :

(s, t) · (s′, t′) := (ss′, st′ + s′t) for every local sections of OX andt of F .

Likewise, we define a composition law on the sheafM ⊕F , by the rule :

(m, t) · (m′, t′) := (mm′, α(m) · t′ +α(m′) · t) for every local sectionm of M andt of F .

ThenM ⊕F is a sheaf of monoids, andα extends to a pre-log structureα⊕ 1F :M ⊕F →
OX ⊕F . The natural mapOX → OX ⊕F is a morphism of algebras, whence a natural map
of schemesπ : X ⊕F → X, which extends to a morphism of schemes with pre-log structures
(X ⊕F ,M ⊕F ) → (X,M), by lettinglog π : π∗M → M ⊕F be the map induced by the
natural monomorphism (notice thatπ∗ induces an equivalence of sitesXτ

∼→ (X ⊕F )τ ).
Now, let(Y, P ) be any(S,N)-scheme, and :

ϕ : F := ((X,M),F )→ Ω := ((Y, P ),Ω1
Y/S(logP/N))

a morphism inMod.pre-log/(S,N). By definition,ϕ consists of a morphismf : (X,M) →
(Y, P ) and anOX-linear mapf ∗Ω1

Y/S(logP/N) → F , which is the same as a(S,N)-linear
derivation :

∂ : OY → f∗F log ∂ : P → f∗F .

In turns, the latter yields a morphism of(S,N)-schemes :

(6.3.15) (Y ⊕ f∗F , P ⊕ f∗F )→ (Y, P )

determined by the map of algebras :

OY → OY ⊕ f∗F s 7→ (s, ∂s) for every local sections of OY

and the map of monoids :

P 7→ P ⊕ f∗F p 7→ (p, log ∂p) for every local sectionp of P.
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Finally, we compose (6.3.15) with the natural morphism

(X ⊕F ,M ⊕F )→ (Y ⊕ f∗F , P ⊕ f∗F )

that extendsf , to obtain a morphismgϕ : (X ⊕F ,M ⊕F )→ (Y, P ). We leave to the reader
the verification that the ruleϕ 7→ gϕ establishes a natural bijection :

HomMod.pre-log/(S,N)(F ,Ω)
∼→ Hompre-log/(S,N)((X ⊕F ,M ⊕F ), (Y, P )).

6.3.16. In the situation of definition 6.3.4, let(∂, log ∂) be anf -linear derivation ofM with
values in anOX-moduleF . Consider the map :

∂′ : O×
X → F : u 7→ u−1 · ∂u for all local sectionsu of O×

X .

By definition,∂′◦α : α−1M → F agrees with the restriction oflog ∂; in view of the cocartesian
diagram (6.1.7), we deduce thatlog ∂ extends uniquely to anf -linear derivationlog ∂log ofM log.
Let f log : (X,M log)→ (Y,N log) be the map deduced fromf ; a similar direct verification shows
that log ∂log is af log-linear derivation. There follow natural identifications :

(6.3.17) Ω1
X/Y (log(M/N)) = Ω1

X/Y (log(M
log/N)) = Ω1

X/Y (log(M
log/N log)).

Moreover, ifM andN are log structures, the natural map :

(6.3.18) OX ⊗Z logMgp → Ω1
X/Y (log(M/N)) a⊗ b 7→ a · d log(b)

is an epimorphism. Indeed, we haveda = d(a+ 1) for every local sectiona ∈ OX(U) (for any
étaleX-schemeU), and locally onXτ , eithera or 1 + a is invertible inOX (this holds certainly
on the stalks, hence on appropriate small neighborhoodsU ′ → U); henceda lies in the image
of (6.3.18).

Example 6.3.19.LetR be a ring,ϕ : N →M be any map of monoids, and set :

S := SpecR S[M ] := SpecR[M ] S[N ] := SpecR[N ].

Also, let f : Spec(R,M) → Spec(R,N) be the morphism of log schemes induced byϕ (see
(6.2.13)). With this notation, we claim that (6.3.18) induces an isomorphism :

OS[M ] ⊗Z Cokerϕgp ∼→ Ω1
S[M ]/S[N ](logM

log
S[M ]/N

log
S[N ])

To see this, we may use (6.3.12) to reduce to the case whereN = {1}. Next, notice that the
functor

Mndo → pre-log/(S,O×
S ) : M 7→ Spec(R,M)

commutes with limits, and the same holds for the functor (6.3.7), since the latter is a right
adjoint. Hence, we may assume thatM is finitely generated; then lemma 3.1.7(i) further reduces
to the case whereM = N⊕n for some integern ≥ 0, and even to the case wheren = 1. Set
X := S[N]; it is easy to see that aS-linear derivation ofNlog

X with values in anOX-moduleF ,
is completely determined by a map of additive monoidsN → Γ(X,F ), and the latter is the
same as anOX-linear mapOX → F , whence the contention.

Lemma 6.3.20.Let f : (X,M) → (Y,N) be a morphism of schemes with quasi-coherent log
structures. Then :

(i) TheOX-moduleΩ1
X/Y (logM/N) is quasi-coherent.

(ii) If M is coherent,X is noetherian, andf : X → Y is locally of finite type, then
Ω1
X/Y (logM/N) is a coherentOX-module.

(iii) If bothM andN are coherent, andf : X → Y is locally of finite presentation, then
Ω1
X/Y (logM/N) is a quasi-coherentOX-module of finite presentation.
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Proof. Applying the right exact sequence (6.3.12) to the sequence(X,M)
f−→ (Y,N) →

(Y,O×
Y ), we may easily reduce to the case whereN = O×

Y is the trivial log structure onY .
In this case,N admits the chart given by the unique map of monoids :{1} → Γ(Y,OY ), andf
admits the chart{1} → P , wheneverM admits a chartP → Γ(X,OX).

Hence, everything follows from the following assertion, whose proof shall be left to the
reader. Suppose thatϕ : A → B is a ring homomorphism,M (resp.N) is the constant log
structure onX := SpecB (resp. onY := SpecA) associated to a map of monoidsα : P → B
(resp. β : Q → A), andf : (X,M) → (Y,N) is defined byϕ admits a chartϑ : Q →
P . ThenΩ1

X/Y (logM/N) is the quasi-coherentOX-moduleL∼, associated to theB-module
L := (Ω1

B/A ⊕ (B ⊗Z P
gp))/R, whereR is the submodule generated by the elements of the

form (0, 1 ⊗ log ϑ(q)) for all q ∈ Q, and those of the form(dα(m),−α(m) ⊗ logm), for all
m ∈M . �

6.3.21. Let us fix a log scheme(Y,N). To any pair of(Y,N)-schemesX := (X,M), X ′ :=
(X ′,M ′), we attach a contravariant functor

HY (X
′, X) : (X ′

τ )
o → Set

by assigning, to every objectU of X ′
τ , the set of all morphisms(U,M ′

|U)→ (X,M) of (Y,N)-
schemes. It is easily seen thatHY (X

′, X) is a sheaf onX ′
τ . Any morphismϕ : (X ′′,M ′′) →

(X ′,M ′) (resp.ψ : (X,M)→ (X ′′,M)) of (Y,N)-schemes induces a map of sheaves :

ϕ∗ : ϕ∗HY (X
′, X)→HY (X

′′, X) (resp.ψ∗ : HY (X
′, X)→HY (X

′, X ′′))

in the obvious way.

Definition 6.3.22. With the notation of (6.3.21) :

(i) We say that a morphismi : (T ′, L′) → (T, L) of log schemes is aclosed immersion
(resp. anexact closed immersion) if the underlying morphism of schemesT ′ → T is a
closed immersion, andlog i : i∗L → L′ is an epimorphism (resp. an isomorphism) of
T ′
τ -monoids.

(ii) We say that a morphismi : (T ′, L′) → (T, L) of log schemes is anexact nilpotent
immersionif i is an exact closed immersion, and the idealI := Ker(OT → i∗OT ′) is
nilpotent.

(iii) We say that a morphismf : (X,M) → (Y,N) of log schemes isformally smooth
(resp.formally unramified, resp.formallyétale) if, for every exact nilpotent immersion
i : T ′ → T of fine (Y,N)-schemes, the induced map of sheavesi∗ : i∗HY (T,X) →
HY (T

′, X) is an epimorphism (resp. a monomorphism, resp. an isomorphism).
(iv) We say that a morphismf : (X,M)→ (Y,N) of log schemes issmooth(resp.unram-

ified, resp.étale) if the underlying morphismX → Y is locally of finite presentation,
andf is formally smooth (resp. formally unramified, resp. formally étale).

Example 6.3.23.Let (S, P ) be a log scheme,(f, log f) : (X,M) → (Y,N) be a morphism
of S-schemes, such thatY is a separatedS-scheme. The pair(1(X,M), (f, log f)) induces a
morphism

Γf : (X,M)→ (X ′,M ′) := (X,M)×S (Y,N)

the graph of f . Then it is easily seen thatΓf is a closed immersion of log schemes. Indeed,
the morphism of schemes underlyingΓf is a closed immersion ([26, Ch.I, 5.4.3]) and it is easily
seen that the morphismlog Γf : Γ∗

fM
′ → M is an epimorphism on the underlying sheaves of

sets, so it isa fortiori an epimorphism ofXτ -monoids.

Proposition 6.3.24.Let f : (X,M) → (Y,N), g : (Y,N) → (Z, P ), andh : (Y ′, N ′) →
(Y,N) be morphisms of log schemes. Denote byP either one of the properties : ”formally
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smooth”, ”formally unramified”, ”formally étale”, ”smooth”, ”unramified”, ” étale”. The
following holds :

(i) If f andg enjoy the propertyP, then the same holds forg ◦ f .
(ii) If (f, log f) enjoys the propertyP, then the same holds for

(f, log f)×(Y,N) (Y
′, N ′) : (X,M)×(Y,N) (Y

′, N ′)→ (Y ′, N ′).

(iii) Let(jλ : Uλ → X | λ ∈ Λ) be a covering family inXτ ; endowUλ with the log structure
(M)|Uλ and suppose thatfλ := (f ◦ jλ, (log f)|Uλ) : (Uλ, (M)|Uλ) → (Y,N) enjoys
the propertyP, for everyλ ∈ Λ. Thenf enjoys the propertyP as well.

(iv) An open immersion of log schemes isétale.
(v) A closed immersion of log schemes is formally unramified.

Proof. (i), (ii) and (iv) are left to the reader.
(iii): To begin with, if eachfλ is locally of finite presentation, the same holds forf , by [33,

Ch.IV, lemme 17.7.5], hence we may assume thatP is either ”formally smooth” or ”formally
unramified”. (Clearly, the case whereP is ”formally étale” will follow.)

Now, let i : T ′ → T be an exact nilpotent immersion of(Y,N)-schemes, andξ a τ -point
of T ′. By inspecting the definitions, it is easily seen that the stalk HY (T,X)ξ is the union of
the images of the stalksHY (T, Uλ)ξ, for everyλ ∈ Λ, and likewise forHY (T

′, X)ξ. It readily
follows thatf is formally smooth whenever all thefλ are formally smooth.

Lastly, suppose that all thefλ are formally unramified, and letsξ, tξ ∈ HY (T,X)i(ξ) be two
sections whose images inHY (T

′, X)ξ agree; after replacingT by a neighborhood ofi(ξ) in Tτ ,
we may assume thatsξ, tξ are represented by two(Y,N)-morphismss, t : T → (X,M) such
thats ◦ i = t ◦ i. Chooseλ ∈ Λ such thatUλ is a neighborhood ofs ◦ i(ξ) = t ◦ i(ξ); this means
that there exists a neighborhoodp′ : U ′ → T ′ of ξ, and a morphismsU ′ : U ′ → Uλ lifiting s ◦ i
(and thus, alsot ◦ i). Then we may find a neighborhoodp : U → T of i(ξ) which identifiesp′

with p×T 1T ′ ([33, Ch.IV, Th.18.1.2]), and sincejλ is étale, we may furthermore find morphisms
sU , tU : U → Uλ such thatjλ ◦ sU = s ◦ i = t ◦ i = jλ ◦ tU . SetiU := i ×T 1U : U ′ → U ;
by construction,sU andtU yield two sections ofi∗UHY (U, Uλ)ξ, whose images inHY (U

′, Uλ)ξ
coincide. Sincefλ is formally unramified, it follows that – up to replacingU by a neighborhood
of i(ξ) inUτ – we must havesU = tU , sosξ = tξ, and we conclude thatf is formally unramified.

(v): Consider a commutative diagram of log schemes :

(T ′, L′)
h′ //

i
��

(X,M)

f

��
(T, L)

h // (Y,N)

wheref is a closed immersion, andi is an exact closed immersion. We are easily reduced to
showing that there exists at most a morphism(g, log) : (T, L) → (X,M) such thatf ◦ g = h
andh′ = g ◦ i. Sincef : X → Y is a closed immersion of schemes, there exists at most
one morphism of schemesg : T → X lifting h and extendingh′ ([33, Ch.IV, Prop.17.1.3(i)]).
Hence we may assume that such ag is given, and we need to check that there exists at most
one morphismlog g : g∗M → L whose composition withg∗(log f) : h∗N → g∗M equals
log h. However, by assumptionlog f is an epimorphism, hence the same holds forg∗(log f)
(see (1.1.31)), whence the contention. �

Corollary 6.3.25. Letf andg be as proposition6.3.24. We have :

(i) If g ◦ f is formally unramified, the same holds forf .
(ii) If g ◦ f is formally smooth (resp. formallýetale) andg is formally unramified, thenf

is formally smooth (resp. formallýetale).
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(iii) Suppose thatg is formallyétale. Thenf is formally smooth (resp. formally unramified,
resp. formallyétale) if and only if the same holds forg ◦ f .

Proof. (i): Let Y =
⋃
λ∈Λ be an affine open covering ofY , and for eachλ ∈ Λ, let fλ :

Uλ×Y (X,M)→ (Uλ, N |Uλ
) be the restriction off ; in light of proposition 6.3.24(iii) it suffices

to show that eachfλ is formally unramified, and on the other hand, the restriction g ◦ fλ :
Uλ ×Y (X,M) → (Z, P ) of g ◦ f is formally unramified, by proposition 6.3.24(i),(iv). It
follows that we may replacef andg respectively byfλ andgλ, which allows to assume thatY
is affine, especially separated, so thatg is a separated morphism of schemes. In such situation,
one may – in view of example 6.3.23 – argue as in the proof of [33, Ch.IV, Prop.17.1.3] : the
details shall be left to the reader.

(ii) is a formal consequence of the definitions (cp. the proofof [33, Ch.IV, Prop.17.1.4]), and
(iii) follows from (ii) and proposition 6.3.24(i). �

Proposition 6.3.26.Let f : (X,M) → (Y,N) be a morphism of log schemes, andi an exact
closed immersion of(Y,N)-schemes, defined by an idealI := Ker(OT → i∗OT ′) with I 2 =
0. For any global sections : T ′ →HY (T

′, X), denote byTs the morphism :

i∗HY (T,X)×HY (T ′,X) T
′ → T ′

deduced fromi∗ : i∗HY (T,X) → HY (T
′, X). Let alsoU ⊂ T ′ be theimageof Ts (i.e. the

subset of allt′ ∈ T ′ such thatTs,ξ 6= ∅ for everyτ -point ξ localized att′), and suppose that
U 6= ∅. We have :

(i) U is an open subset ofT ′, andTs|U is a torsor for the abelian sheaf

G := HomOT ′ (s
∗Ω1

X/Y (log(M/N)),I )|U .

(ii) If f is a smooth morphism of log schemes with coherent log structures, we have :
(a) TheOX-moduleΩ1

X/Y (log(M/N)) is locally free of finite type.
(b) If T ′ is affine,Ts is a trivial G -torsor.

Proof. (i): To anyτ -point ξ of U , and any two given local sectionsh andg of Ts,ξ, we assign
thef -linear derivation ofM s(ξ) with values ins∗Iξ given by the rule :

a 7→ h∗(a)− g∗(a) for everya ∈ OX,s(ξ)

d logm 7→ log u(m) := u(m)− 1 for everym ∈M s(ξ)

whereu(m) is the unique local section ofKer(OT,ξ → i∗OT ′,ξ) such that

log(g(m) · u(m)) = log h(m).

We leave to the reader the laborious, but straightforward verification that the above map is
well-defined, and yields the sought bijection betweenTs,ξ andGξ.

(ii.b) is standard : first, sincef is smooth, we haveU = T ′; by lemma 6.3.20(iii), theOX-
moduleΩ1

X/Y (log(M/N)) is quasi-coherent and finitely presented, henceG is quasi-coherent;
however, the obstruction to gluing local sections of aG -torsor lies inH1(Tτ ,G ) (see (2.4.11));
the latter vanishes wheneverT is affine.

(ii.a) We may assume thatX is affine, sayX = SpecA; thenΩ1
X/Y (log(M/N)) is the quasi-

coherentOX-module arising from a finitely presentedA-moduleΩ (lemma 6.3.20(iii)). LetI
be anyA-module, and set :

TI := X ⊕ I∼ LI :=M ⊕ I∼

(notation of (6.3.14)). Leti : X → TI (resp. π : TI → X) be the natural closed immersion
(resp. the natural projection); then(TI , LI) is a fine log scheme, andπ (resp. i) extends to a
morphism of log schemes(π, log π) : (TI , LI)→ (X,M) (resp.(i, log i) : (X,M)→ (TI , LI))
with log π : π∗M → LI (resp. log i : i∗LI → M ) induced by the obvious inclusion (resp.
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projection) map. Notice that(i, log i) is an exact immersion and(I∼)2 = 0, hence (i) says that
the setT (TI) of all morphismsg : (TI , LI)→ (X,M) such that

f ◦ g = f ◦ π g ◦ i = 1(X,M)

is in bijection withHomA(Ω, I). Moreover, any mapϕ : I → J of A-modules induces a
morphismiϕ : (TJ , LJ) → (TI , LI) of log schemes, and ifϕ is surjective,iϕ is an exact
nilpotent immersion. Furthermore, we have a commutative diagram of sets :

T (TI)
i∗ϕ //

��

T (TJ)

��
HomA(Ω, I)

ϕ∗ // HomA(Ω, J)

whose vertical arrows are bijections, and wherei∗ϕ (resp.ϕ∗) is given by the ruleg 7→ g ◦ iϕ,
(resp. ψ 7→ ϕ ◦ ψ). Assertion (ii.b) implies thatι∗ϕ is surjective whenf is smooth andϕ is
surjective, hence the same holds forϕ∗, i.e.Ω is a projectiveA-module, as stated. �

Corollary 6.3.27. Let (f, log f) : (X,M)→ (Y,N) be a morphism of log schemes. We have :

(i) If M andN are fine log structures, andf is strict (see definition6.1.20(ii)), then
(f, log f) is smooth (resp.́etale) if and only if the underlying morphism of schemes
f : X → Y is smooth (resp.́etale).

(ii) Suppose that(f, log f) is a smooth (resp.́etale) morphism of log schemes on the Zariski
sites ofX andY , and either :
(a) M andN are both integral log structures,
(b) or elseN is coherent (onYZar) andM is fine (onXZar).

Then the induced morphism of log schemes onétale sites :

ũ∗(f, log f) := (f, ũ∗X log f) : ũ∗X(X,M)→ ũ∗Y (Y,N)

is smooth (resp.́etale). (Notation of(6.2.2).)
(iii) Suppose that(f, log f) is a morphism of log schemes on the Zariski sites ofX andY ,

andM is an integral log structure onXZar. Suppose also that̃u∗(f, log f) is smooth
(resp.étale). Then the same holds for(f, log f).

Proof. (i): Suppose first that(f, log f) is smooth (resp. étale). Leti : T ′ → T be a nilpotent
immersion of affine schemes, defined by an idealI ⊂ OT such thatI 2 = 0; let s : T ′ → X
andt : T → Y be morphisms of schemes such thatf ◦ s = t ◦ i. By lemma 6.1.16(i), the log
structuresL := t∗N andL′ := s∗M are fine, and by choosing the obvious mapslog s andlog t,
we deduce a commutative diagram :

(6.3.28)

(T ′, L′)
s //

i
��

(X,M)

f
��

(T, L)
t // (Y,N).

Then proposition 6.3.26(ii.b) says that there exists a morphism (resp. a unique morphism) of
schemesg : T → X such thatg ◦ i = s andf ◦ g = t, i.e. f is smooth (resp. étale).

The converse is easy, and shall be left as an exercise for the reader.
(ii): Suppose first that(f, log f) is smooth,N is coherent andM is fine. By proposition

6.3.24(iii), the assertion to prove is local onXét, hence we may assume thatf admits a chart,
given by a morphism of finite monoidsP → P ′ and commutative diagrams :

P ′
XZar
→M ω : PYZar → N
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(theorem 6.1.35(i)). Now, consider a commutative diagram of log schemes on étale sites :

(6.3.29)

(T ′, L′)
s //

i
��

ũ∗X(X,M)

ũ∗f
��

(T, L)
t // ũ∗Y (Y,N)

wherei is an exact nilpotent immersion of fine log schemes, defined byan idealI ⊂ OT such
thatI 2 = 0. Since the assertion to prove is local onTét, we may assume thatT is affine and
– in view of theorem 6.1.35(ii) – thatt admits a chart, given by a morphism of finite monoids
ϕ : P → Q, and commutative diagrams :

(6.3.30)

PTét = t∗PYét
t∗u∗Y ω //

ϕT
��

t∗ũ∗YN

log t

��

P //

ϕ

��

Γ(Y,OY )

t♮

��
QTét

β // L Q
ψ // Γ(T,OT )

Sincei is an exact closed immersion, it follows that the morphism :

QT ′
ét

i∗β−−→ i∗L
log i−−→ L′

is a chart forL′. Especially,(T ′, L′) is isomorphic to(T ′
ét, Q

log
T ′ ), the constant log structure

deduced from the morphismi♮ ◦ ψ : Q → Γ(T ′,OT ′). The latter is also the log scheme
ũ∗T ′(TZar, Q

log
T ′ ). From proposition 6.2.3(ii) we deduce that there exists a unique morphismsZar :

(TZar, Q
log
T ′ )→ (X,M), such that̃u∗sZar = s. On the other hand, by inspecting (6.3.30) we find

that there exists a unique morphismtZar : (TZar, Q
log
T ) → (Y,N) such that̃u∗tZar = t. These

morphisms can be assembled into a diagram :

(6.3.31)

(T ′
Zar, Q

log
T ′ )

iZar
��

sZar // (X,M)

f

��

(TZar, Q
log
T )

tZar // (Y,N)

whereiZar is an exact closed immersion. By construction, the diagramũ∗(6.3.31) is naturally
isomorphic to (6.3.29); especially, (6.3.31) commutes (proposition 6.2.3(i)). Now, sincef is
smooth, proposition 6.3.26(ii.b) implies that there exists a morphismv : (TZar, Q

log
T )→ (X,M)

such thatf ◦ v = tZar andv ◦ iZar = sZar; thenũ∗v provides an appropriate lifting oft, which
allows to conclude that̃u∗(f, log f) is smooth.

Next, suppose that(f, log f) is étale (and we are still in case (b) of the corollary); then
there exists a unique morphismv with the properties stated above. However, from proposition
6.2.3(i),(ii) we deduce easily that the natural map :

HY ((TZar, Q
log
T ), (X,M))(T )→Hũ∗(Y,N)((T, L), ũ

∗(X,M))(T )

is a bijection, and the same holds for the analogous map forT ′. In view of the foregoing,
this shows that the mapHũ∗(Y,N)((T, L), ũ

∗(X,M))(T ) → Hũ∗(Y,N)((T
′, L′), ũ∗(X,M))(T ′)

is bijective, whenevert admits a chart andT is affine. We easily conclude thatũ∗(f, log f) is
étale.

The case where bothN andM are both integral, is similar, though easier : we may assume
thatL admits a chart, in which case(T, L) is of the formũ∗(TZar, Q

log
T ) for some finite integral

monoidQ; then(T ′, L′) admits a similar description, and again, by appealing to proposition
6.2.3(ii) we deduce that (6.3.29) is of the form̃u∗(6.3.31), in which case we conclude as in the
foregoing.
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Conversely, suppose thatũ∗(f, log f) is smooth, and consider a commutative diagram (6.3.28)
of log schemes on Zariski sites, withi an exact closed immersion, defined by a sheaf of ideals
I ⊂ OT such thatI 2 = 0. By applying everywhere the pull-back functors from Zariski to
étale sites, we deduce a commutative diagramũ∗(6.3.28) of log schemes on étale sites, and
it is easy to see that̃u∗(i, log i) is again an exact nilpotent immersion. According to proposi-
tion 6.3.26(ii.b), after replacingT by any affine open subset, we may find a morphism of log
schemesg : ũ∗T (T, L) → ũ∗X(X,M), such thatg ◦ ũ∗i = ũ∗s andũ∗f ◦ g = t. By proposition
6.2.3(i),(ii) there exists a unique morphismg′ : (T, L) → (X,M) such that̃u∗g′ = g, and
necessarilyg′ ◦ i = s andf ◦ g′ = t. We conclude that(f, log f) is smooth.

Finally, if ũ∗(f, log f) is étale, the morphismg exhibited above is unique, and therefore the
same holds forg′, so(f, log f) is étale as well. �

Proposition 6.3.32.In the situation of(6.3.11), suppose that the log structuresM,N, P are
coherent, and consider the following conditions :

(a) f is smooth (resp.́etale).
(b) df is a locally split monomorphism (resp. an isomorphism).

Then(a)⇒(b), and ifg ◦ f is smooth, then(b)⇒(a).

Proof. We may assume that the schemes under consideration are affine, sayX = SpecA,
Y = SpecB, Z = SpecC; then (6.3.12) amounts to an exact sequence ofA-modules :

A⊗B Ω(g)
df−→ Ω(g ◦ f) ω−→ Ω(f)→ 0.

On the other hand, leti : (T ′L′) → (T, L) be an exact closed immersion of(Y,N)-schemes,
defined by an idealI ⊂ OT with I 2 = 0. Suppose thats : T ′ → HY (T

′, X) is a global
section,i.e. a given morphism of(Y,N)-schemes(T ′L′)→ (X,M). In this situation, we have
a natural sequence of morphisms :

H1 := HY (T,X)
α−→H2 := HZ(T,X)

f∗−→H3 := HZ(T, Y )

whereα is the obvious monomorphism. Let us consider the pull-back of these sheaves along
the global sections :

T := T ′ ×HY (T ′,X) i
∗H1 T ′ := T ′ ×HZ (T ′,X) i

∗H2 T ′′ := T ′ ×HZ (T ′,Y ) i
∗H3.

By proposition 6.3.26(i), any choice of a global section ofT (T ) determines a commutative
diagram of sets :

(6.3.33)

HomA(Ω(f),I (T ))
ω∗

//

��

HomA(Ω(g ◦ f),I (T ))
df∗ //

��

HomB(Ω(g),I (T ))

��
T (T ) // T ′(T )

f∗ // T ′′(T )

whose vertical arrows are bijections.
In order to show thatdf is a locally split monomorphism (resp. an isomorphism), it suffices

to show that the mapdf ∗ := HomA(df, I) is surjective for everyA-moduleI. To this aim, we
take(T, L) := (TI , LI), (T

′, L′) := (X,M), and leti be the nilpotent immersion defined by the
ideal I ⊂ A ⊕ I, as in the proof of proposition 6.3.26(ii.a). IfI ⊂ OT is the corresponding
sheaf of ideals, thenI (T ) = I; moreover, the inclusionsA → A ⊕ I andM ⊂ M ⊕ I
determine a morphismh : (TI , LI) → (X,M), which is a global section ofT (T ). Having
made these choices, consider the resulting diagram (6.3.33) : if f is étale,f∗ is an isomorphism,
and whenf is smooth,f∗ is surjective (proposition 6.3.26(ii.b)), whence the contention.

For the converse, we may suppose thatdf is a split monomorphism, hencedf ∗ in (6.3.33) is a
split surjection. We have to show thatT (T ) is not empty, and by assumption (and proposition
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6.3.26(ii.b)) we know thatT ′(T ) 6= ∅. Choose anỹh ∈ T ′(T ); then t and f∗h̃ are two
elements ofT ′′(T ), so we may findϕ ∈ HomB(Ω(g),I (T )) such thatϕ+f∗h̃ = t (where the
sum denotes the action ofHomB(Ω(g),I (T )) on its torsorT ′′). Then we may writeϕ = ψ◦df
for someψ : Ω(g ◦ f)→ I (Y ), and it follows easily thatψ + h̃ lies inT (T ). Finally, if df is
an isomorphism, we haveΩ(f) = 0, henceT (T ) contains exactly one element. �

Proposition 6.3.34.LetR be a ring,ϕ : P → Q a morphism of finitely generated monoids,
such thatKerϕgp and the torsion subgroup ofCokerϕgp (resp. Kerϕgp andCokerϕgp) are
finite groups whose orders are invertible inR. Then, the induced morphism

Spec(R,ϕ) : Spec(R,Q)→ Spec(R,P )

is smooth (resp.́etale).

Proof. To ease notation, set

f := Spec(R,ϕ) (X,M) := Spec(R,Q) (Y,N) := Spec(R,P ).

Clearly f is finitely presented. We have to show that, for every commutative diagram like
(6.3.28) withi an exact nilpotent immersion of fine log schemes, there is, locally onTτ at least
one morphism (resp. a unique morphism)h : (T, L)→ (X,M) such thatf ◦ h = h ◦ i.

Let I := Ker(OT → i∗OT ′); by considering theI -adic filtration onOT , we reduce easily to
the case whereI 2 = 0, and then we may embedI in L via the morphism :

I → O×
T ⊂ L x 7→ 1 + x.

(HereI is regarded as a sheaf of abelian groups, via its addition law.) Sincei is exact, the
natural morphismL/I → i∗L

′ is an isomorphism, whence a commutative diagram :

(6.3.35)

L
log i //

��

i∗L
′

��
Lgp (log i)gp

// i∗(L
′)gp ≃ Lgp/I

and sinceL is integral, one sees easily that (6.3.35) is cartesian (it suffices to consider the stalks
over theτ -points).
• On the other hand, suppose first that bothKerϕgp andCokerϕgp are finite groups whose

order is invertible inR, hence inI ; then a standard diagram chase shows that we may find a
unique mapg : P gp

T → Lgp of abelian sheaves that fits into a commutative diagram :

(6.3.36)

Qgp
T

//

ϕgp
T

��

t∗Ngp (log t)gp
// Lgp

(log i)gp

��
P gp
T

//

g

33ggggggggggggggggggggggggggggg
i∗s

∗M gp i∗(log s)gp // i∗(L
′)gp.

• More generally, we may write :Cokerϕgp ≃ G ⊕ H, whereH is a finite group with
order invertible inR, andG is a free abelian group of finite rank. The direct summandG
lifts to a direct summandG′ ⊂ P gp. Extendϕgp to a mapψ : Qgp ⊕ G′ → P gp, by the
rule : (x, g) 7→ ϕgp(x) · g. Given anyτ -point ξ of T , we may extend the morphismQgp =
Qgp
T,ξ → Lgp

ξ in (6.3.36)ξ, to a mapω : Qgp ⊕ G′ → Lgp
ξ whose composition with(log i)gpξ

agrees with the composition ofψ and the bottom mapP gp = P gp
T,ξ → i∗(L

′)gpξ of (6.3.36)ξ.
By the usual arguments,ω extends to a map of abelian sheavesϑ : (Qgp ⊕ G′)U → (Lgp)|U
on some neighborhoodU → T of ξ, and ifU is small enough, the composition(log i)gp|U ◦ ϑ
agrees with the composition ofψU and the bottom mapβ : P gp

U → i∗(L
′gp)|U of (6.3.36)|U . We

may then replaceT by U , and sinceKerψ = Kerϕgp, andCokerψ = H, the same diagram
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chase as in the foregoing shows that we may again find a morphism g : P gp
T → Lgp fitting into

a commutative diagram :

(Qgp ⊕G′)T
ϑ //

ψT
��

Lgp

(log i)gp

��
P gp
T

β //

g
88qqqqqqqqqqqq
i∗L

′gp

In either case, in view of (6.3.35), the morphisms

PT → P gp
T

g−→ Lgp and PT → i∗s
∗M

i∗ log s−−−→ i∗L
′

determine a unique morphismPT → L, which induces a morphism of log schemes(T, L) →
(X,M) with the sought property. �

Theorem 6.3.37.Letf : (X,M)→ (Y,N) be a morphism of fine log schemes. Assume we are
given a fine chartβ : QY → N ofN . Then the following conditions are equivalent :

(a) f is smooth (resp.́etale).
(b) There exists a covering family(gλ : Uλ → X | λ ∈ Λ) in Xét, and for everyλ ∈ Λ, a

fine chart(β, (Pλ)Uλ → g∗λM,ϕλ : Q→ Pλ) of the induced morphism of log schemes

f|Uλ := (f ◦ gλ, g∗λ log f) : (Uλ, g∗λM)→ (Y,N)

such that :
(i) Kerϕgp

λ and the torsion subgroup ofCokerϕgp
λ (resp.Kerϕgp

λ andCokerϕgp
λ ) are

finite groups of orders invertible inOUλ .
(ii) The natural morphism ofY -schemespλ : Uλ → Y ×Spec Z[Q] SpecZ[Pλ] is étale.

Proof. Suppose first thatτ = ét, soM andN are log structures on étale sites. Then the log
structureg∗λM on (Uλ)ét is just the restriction ofM , andg∗λ log f is the restriction oflog f to
(Uλ)ét. In caseτ = Zar, the log structureg∗λM can be described as follows. Form the log
scheme(X,M ′) := ũ∗X(X,M) (notation of (6.2.2)), take the restrictionM ′

|Uλ of M ′ to (Uλ)ét,
and push forward to the Zariski site to obtainũX∗(M

′
|Uλ) = g∗λM (by proposition 6.2.3(ii)).

Sincef is smooth (resp. étale) if and only if̃u∗f is (corollary 6.3.27(ii),(iii)), we conclude that
the assertion concerningf holds if and only if the corresponding assertion forũ∗f does. Hence,
it suffices to consider the case of log structures on étale sites. SetS := SpecZ[Q].

(b)⇒(a): Taking into account lemma 6.2.18(i), we deduce a commutative diagram of log
schemes :

(Uλ,M |Uλ
) ∼ //

gλ

��

Spec(Z, Pλ)×SpecZ[Pλ] Uλ
pλ // Spec(Z, Pλ)×Spec Z[Q] Y

πλ
��

(X,M)
f // (Y,N)

∼ // Spec(Z, Q)×SpecZ[Q] Y.

It follows by corollary 6.3.27(i) (resp. by propositions 6.3.24(ii) and 6.3.34) thatpλ (resp.πλ) is
smooth. Hencef ◦ gλ is smooth, by proposition 6.3.24(i). Finally,f is smooth, by proposition
6.3.24(iii).

(a)⇒(b): Suppose thatf is smooth, and fix a geometric pointξ of X. Since (6.3.18)ξ is a
surjection, we may find elementst1, . . . , tr ∈ M ξ such that(d log ti | i = 1, . . . , r) is a basis
of the freeOX,ξ-moduleΩ1

X/Y (logM/N)ξ (proposition 6.3.26(ii.a)). Moreover, the kernel of
(6.3.18)ξ is generated by sections of the form :

• 1⊗ log a wherea ∈ N ′ := Im(log fξ : Nf(ξ) →M ξ)
•
∑s

j=1 α(mi)⊗ logmi wherem1, . . . , ms ∈ M ξ and
∑s

j=1 dα(mj) = 0 in Ω1
X/Y
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whence a well-definedOX,ξ-linear map :

(6.3.38) Ω1
X/Y (logM/N)ξ → κ(ξ)⊗Z (M gp

ξ /(M
×
ξ ·N ′)) : d log a 7→ 1⊗ a.

Consider the map of monoids :

ϕ : P1 := N⊕r ⊕Q→M ξ

which is given by the rule :ei 7→ ti on the canonical basise1, . . . , er of N⊕r, and on the

summandQ it is given by the mapQ
βξ−→ Nf(ξ)

log fξ−−−→ M ξ. Since (6.3.38) is a surjection, we
see that the same holds for the induced map

κ(ξ)⊗Z P
gp
1

1κ(ξ)⊗Zϕ
gp

−−−−−−→ κ(ξ)⊗Z M
gp
ξ → κ(ξ)⊗Z (M gp

ξ /M
×
ξ ).

It follows that the cokernel of the mapϕ : P gp
1 → M gp

ξ /M
×
ξ induced byϕgp, is a finite group

(lemma 6.2.21(i)) annihilated by an integernwhich is invertible inOX,ξ. Letm1, . . . , ms ∈M gp
ξ

be finitely many elements, whose images inM gp
ξ /M

×
ξ generateCokerϕ; therefore we may find

u1, . . . , us ∈ M×
ξ , andx1, . . . , xs ∈ P gp

1 , such thatmn
i · ui = ϕ(xi) for everyi ≤ s. However,

sinceOX,ξ is strictly henselian,M×
ξ ≃ O×

X,ξ is n-divisible, hence we may findv1, . . . , vs in M×
ξ

such thatui = vni for i = 1, . . . , n. Define group homomorphisms :

Z⊕s γ−→ Z⊕s ⊕ P gp
1

δ−→M gp
ξ

by the rules :γ(ei) = (−nei, xi) andδ(ei, y) = mivi · ϕ(y) for everyi = 1, . . . , s and every
y ∈ P gp

1 . It is easily seen thatδ factors through a group homomorphismh : G := Coker γ →
M ξ; moreover the natural mapP gp

1 → G is injective, and its cokernel is annihilated byn;
furthermore, the induced mapG → M ♯

ξ is surjective. LetP := h−1M ξ. Then, the natural map
Qgp → P gp is injective, and the torsion subgroup ofP gp/Qgp is annihilated byn. We deduce
that the rule :x 7→ d log h(x) for everyx ∈ P gp, induces an isomorphism :

(6.3.39) OX,ξ ⊗Z (P gp/Qgp)
∼→ Ω1

X/Y (logM/N)ξ.

It follows that we may find an étale neighborhoodU → X of ξ, such that (6.3.39) extends to an
isomorphism ofOU -modules :

(6.3.40) OU ⊗Z (P gp/Qgp)
∼→ Ω1

U/Y (logM |U/N).

Next, proposition 6.1.28 says that, after replacingU by a smaller étale neighborhood ofξ, the
restrictionh|P : P →M ξ extends to a chartPU →M |U , whence a strict morphism

p : (U,M |U)→ (Y ′, P log
Y ′ ) := (Y,N)×Spec(Z,Q) Spec(Z, P ).

as sought. Taking into account corollary 6.3.27(i), it remains only to show :

Claim6.3.41. p is étale.

Proof of the claim.By proposition 6.3.13 and example 6.3.19, we have natural isomorphisms

Ω1
Y ′/Y (logP

log
Y ′ /N)

∼→ OY ′ ⊗Z (P gp/Qgp).

In view of (6.3.40), it follows that the map

dp : p∗Ω1
Y ′/Y (logP

log
Y ′ /N)→ Ω1

U/Y (logM |U/N)

is an isomorphism, and then the claim follows from proposition 6.3.32. �

Corollary 6.3.42. Keep the notation of theorem6.3.37. Suppose thatf is a smooth morphism
of fs log schemes, and thatQ is fine, sharp and saturated. Then there exists a covering family
(gλ : Uλ → X) in Xét, and fine and saturated charts(β, (Pλ)Uλ → g∗λM,ϕλ : Q→ Pλ) of f|Uλ
fulfilling conditions(b.i) and (b.ii) of the theorem, and such that moreoverϕλ is injective, and
P×
λ is a torsion-free abelian group, for everyλ ∈ Λ.
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Proof. Notice that, under the stated assumptions,Qgp is a torsion-free abelian group; hence
theorem 6.3.37 already implies the existence of a covering family (gλ : Uλ → X) in Xét, and
of fine charts(β, ω′

λ : (P
′
λ)Uλ → g∗λM,ϕ′

λ : Q→ P ′
λ) such thatϕ′

λ is injective andCoker(ϕ′
λ)

gp

is a finite group of order invertible inOUλ, for everyλ ∈ Λ. Sinceg∗λM is saturated (lemma
6.1.16(i)), it is clear thatω′

λ factors through a morphism(P ′
λ)

sat
Uλ
→ g∗λM of pre-log structures,

which is again a chart, so we may assume thatP ′
λ is fine and saturated, for everyλ ∈ Λ

(corollary 3.4.1(ii)), in which case we may find an isomorphism of monoidsP ′
λ = Pλ×G, where

P×
λ is torsion-free, andG is a finite group (lemma 3.2.10). Letd be the order ofCoker(ϕ′

λ)
gp,

and denote byϕλ the composition ofϕ′
λ and the projectionP ′

λ → Pλ; sinceQgp is a torsion-free
abelian group, we deduce a short exact sequence :

(6.3.43) 0→ G→ Coker(ϕ′
λ)

gp → Cokerϕgp
λ → 0

and notice thatϕλ is also injective. We may assume thatUλ andY are affine, sayUλ = SpecBλ

andY = SpecA, and sinced is invertible inOUλ, we reduce easily – via base change by a finite
morphismY ′ → Y – to the case whereA contains the subgroupµd ⊂ Q× of d-th power roots
of 1. The chartω′

λ determines a morphism of monoidsP ′
λ → Bλ, and the mapf ♯ : A → Bλ

factors through the natural ring homomorphism

A→ A⊗R[Q] R[P
′
λ]

∼→ A⊗R[Q] (R[Pλ]⊗R R[G]) where R := Z[d−1,µd].

On the other hand, letΓ := HomZ(G,µd); then we have a natural decomposition

R[G] ≃
∏

χ∈Γ

eχR[G]

whereeχ is the idempotent ofR[G] defined as in (8.6.11) (cp. the proof of theorem 8.6.23(i));
each factor is a ring isomorphic toR, whence a corresponding decomposition ofUλ as a disjoint
union ofY -schemesUλ =

∐
χ∈Γ Uλ,χ. We are then further reduced to the case whereUλ = Uλ,χ

for some characterχ of G. In view of (6.3.43), it is easily seen that the composition

Qgp (ϕ′
λ)

gp

−−−→ (P ′
λ)

gp → G
χ−→ µd

extends to a well defined group homomorphismχ : P gp
λ → µd, whence a mapχUλ : Pλ,Uλ →

µd,Uλ ⊂ g∗λM of sheaves onUλ,τ . Defineωλ : Pλ,Uλ → g∗λM by the rule :s 7→ ω′
λ(s) · χUλ(s)

for every local sections of Pλ,Uλ . It is easily seen thatωλ is again a chart forg∗λM (e.g.one may
apply lemma 6.1.4). Lastly, a direct inspection shows that(β, ωλ, ϕλ) is a chart off|Uλ with the
sought properties. �

6.3.44. Let(Yi | i ∈ I) be a cofiltered system of quasi-compact and quasi-separatedschemes,
with affine transition morphisms, and suppose that0 is an initial object of the indexing category
I. Suppose also thatg0 : X0 → Y0 is a finitely presented morphism of schemes. LetXi :=
X0×Y0 Yi for everyi ∈ I, and denotegi : Xi → Yi the induced morphism. Let alsog : X → Y
be the limit of the family of morphisms(gi | i ∈ I).
Corollary 6.3.45. In the situation of(6.3.44), suppose that(g, log g) : (X,M) → (Y,N) is
a smooth morphism of fine log schemes. Then there existsi ∈ I, and a smooth morphism
(gi, log gi) : (Xi,M i)→ (Yi, N i) of fine log schemes, such thatlog g = π∗

i log gi.

Proof. First, using corollary 6.2.33, we may findi ∈ I such that(g, log g) descends to a mor-
phism(gi, log gi) of log schemes with coherent log structures. After replacing I by I/i, we may
then suppose thati = 0, in which case we set(Xi,M i) := Xi × (X0,M0), and define likewise
(Yi, N i) for everyi ∈ I.

Next, arguing as in the proof of corollary 6.2.34(ii), we mayassume thatN 0 admits a fine
chart. In this case, alsoN admits a fine chart, and then we my find a covering familyU :=
(Uλ → X | λ ∈ Λ) forXτ , such that the induced morphism(Uλ,M |Uλ)→ (Y,N) admits a chart
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fulfilling conditions (i) and (ii) of theorem 6.3.37. Moreover, under the current assumptions,X
is quasi-compact, hence we may assume thatΛ is a finite set, in which case there existsi ∈ I
such thatU descends to a covering family(Ui,λ → Xi | λ ∈ Λ) for Xi,τ (claim 6.2.27(ii)), and
as usual, we may then reduce to the case wherei = 0. It then suffices to show that there exists
i ∈ I such that the induced morphismU0,λ ×X0 (Xi,M i) → (Yi, N i) is smooth (proposition
6.3.24(iii)). Thus, we may replace the system(Xi | i ∈ I) by the system of schemes(U0,λ ×X0

Xi | i ∈ I), and assume from start that(g, log g) admits a fine chart fulfilling conditions (i) and
(ii) of theorem 6.3.37. In this case, corollary 6.2.34(i) and [32, Ch.IV, Prop.17.7.8(ii)] imply
more precisely that there existsi ∈ I such that the morphism(Xi,M i) → (Yi, N i) fulfills
conditions (i) and (ii) of theorem 6.3.37, whence the contention. �

6.4. Logarithmic blow up of a coherent ideal. This section introduces the logarithmic ver-
sion of the scheme-theoretic blow up of a coherent ideal. We begin by recalling a few generali-
ties on graded algebras and their homogeneous prime spectra; next we introduce the logarithmic
variants of these constructions. Finally, the logarithmicblow up shall be exhibited as the loga-
rithmic homogeneous spectrum of a certain graded algebra, naturally attached to any sheaf of
ideals in a log structure.

6.4.1. LetA := ⊕n∈NAn be aN-graded ring, and setA+ := ⊕n>0An, which is an ideal of
A. Following [27, Ch.II, (2.3.1)], one denotes byProjA the set consisting of allgraded prime
idealsof A that do not containA+, and one endowsProjA with the topology induced from the
Zariski topology ofSpecA. For every homogeneous elementf ∈ A+, set :

D+(f) := D(f) ∩ ProjA

where as usual,D(f) := SpecAf ⊂ SpecA. The system of open subsetsD+(f), for f
ranging over the homogeneous elements ofA+, is a basis of the topology ofProjA ([27, Ch.II,
Prop.2.3.4]). Clearly :

(6.4.2) D+(fg) = D+(f) ∩D+(g) for every homogeneousf, g ∈ A+.

For any homogeneous elementf ∈ A+, let alsoA(f) ⊂ Af be the subring consisting of all
elements of degree zero (for the naturalZ-grading ofAf ); in other words :

A(f) :=
∑

k∈N

Ak · f−k ⊂ Af .

The topological spaceProjA carries a sheaf of ringsO , with isomorphisms of ringed spaces :

ωf : (D+(f),O|D+(f))
∼→ SpecA(f) for every homogeneousf ∈ A+.

and the system of isomorphismsωf is compatible, in an obvious way, with the inclusions :

jf,g : D+(fg) ⊂ D+(f)

as in (6.4.2), and with the natural homomorphismsA(f) → A(fg). Especially, the locally ringed
space(ProjA,O) is a separated scheme.

6.4.3. LetA′ := ⊕n∈NA′
n be anotherN-graded ring, andϕ : A → A′ a homomorphism of

graded rings (i.e.ϕ(An) ⊂ A′
n for everyn ∈ N). Following [27, Ch.II, (2.8.1)], we let :

G(ϕ) := ProjA′ \ V (ϕ(A+)).

This open subset ofProjA′ is also the same as the union of all the open subsets of the form
D+(ϕ(f)), wheref ranges over the homogeneous elements ofA+. The restriction toG(ϕ) of
Specϕ : SpecA′ → SpecA, is a continuous mapaϕ : G(ϕ)→ ProjA. Moreover, we have the
identity :

aϕ−1(D+(f)) = D+(ϕ(f)) for every homogeneousf ∈ A+.



468 OFER GABBER AND LORENZO RAMERO

Furthermore, the homomorphismϕ induces a homomorphismϕ(f) : A(f) → A′
(ϕ(f)), whence a

morphism of schemes :
Φf : D+(ϕ(f))→ D+(f).

Let g ∈ A+ be another homogeneous element; it is easily seen that :

jf,g ◦ Φfg = (Φf )|D+(ϕ(fg)).

It follows that the locally defined morphismsΦf glue to a unique morphism of schemes :

Projϕ : G(ϕ)→ ProjA

such that the diagram of schemes :

(6.4.4)

SpecA′
(ϕ(f))

ωϕ(f)

��

Specϕ(f) // SpecA(f)

ωf

��
D+(ϕ(f))

(Projϕ)|D+(ϕ(f))
// D+(f)

commutes for every homogeneousf ∈ A+ ([27, Ch.II, Prop.2.8.2]). Notice thatG(ϕ) =
ProjA′, wheneverϕ(A+) generates the idealA′

+.

6.4.5. To ease notation, setY := ProjA. LetM := ⊕n∈ZMn be aZ-gradedA-module (i.e.
Ak · Mn ⊂ Mk+n for everyk ∈ N andn ∈ Z); for every homogeneousf ∈ A+, denote
by M(f) ⊂ Mf the submodule consisting of all elements of degree zero (forthe naturalZ-
grading ofMf ). ClearlyM(f) is a A(f)-module in a natural way, whence a quasi-coherent
OD+(f)-moduleM∼

(f); these modules glue to a unique quasi-coherentOY -moduleM∼ ([27,
Ch.II, Prop.2.5.2]). Especially, for everyn ∈ Z, letA(n) be theZ-gradedA-module such that
A(n)k := An+k for everyk ∈ Z (with the convention thatAk = 0 if k < 0). We set :

OY (n) := A(n)∼.

Any elementf ∈ An induces a natural isomorphism ofD+(f)-modules :

OY (n)|D+(f)
∼→ OD+(f)

([27, Ch.II, Prop.2.5.7]). Hence, on the open subset

Un(A) :=
⋃

f∈An

D+(f)

the sheafOY (n) restricts to an invertibleOUn(A)-module. Especially, ifA1 generates the ideal
A+, theOY -modulesOY (n) are invertible, for everyn ∈ Z.

6.4.6. In the situation of (6.4.3), letM := ⊕n∈ZMn be aZ-gradedA-module. ThenM ′ :=
M ⊗A A′ is aZ-gradedA′-module, with the grading defined by the rule :

M ′
n :=

∑

j+k=n

Im(Mj ⊗Z A
′
k → M ′) for everyn ∈ Z

([27, Ch.II, (2.1.2)]). Then [27, Ch.II, Prop.2.8.8] yields a natural morphism ofOG(ϕ)-modules:

νM : (Projϕ)∗M∼ → (M ′)∼|G(ϕ).

Moreover, set :
G1(ϕ) :=

⋃

f∈A1

D+(ϕ(f))

and notice thatG1(ϕ) ⊂ U1(A
′) ∩ G(ϕ); by inspecting the proof ofloc.cit. we see that the re-

strictionνM |G1(ϕ) is an isomorphism. Especially,νM is an isomorphism wheneverA1 generates
the idealA+. It is also easily seen thatG1(ϕ) = U1(A

′) if ϕ(A+) generatesA′
+.
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For anyf ∈ A1, the restriction(νM)|D+(ϕ(f)) can be described explicitly : namely, we have
natural identifications

ω∗
f (M

∼
|D+(f))

∼→M∼
(f) ω∗

ϕ(f)(M
′)∼|D+(ϕ(f))

∼→ (M ′)∼(ϕ(f))

and in view of (6.4.4), the morphism(νM)|D+(ϕ(f)) is induced by theA′
(ϕ(f))-linear map :

M(f) ⊗A(f)
A′

(ϕ(f)) →M ′
(ϕ(f))

given by the rule :

(mk · f−k)⊗ (a′j · ϕ(f)−j) 7→ (mk ⊗ a′j) · ϕ(f)−j−k for all k, j ∈ Z,mk ∈Mk, a
′
j ∈ A′

j .

6.4.7. The foregoing results can be improved somewhat, in the following special situation.
LetR→ R′ be a ring homomorphism,A aN-gradedR-algebra (hence the structure morphism
R → A is a ring homomorphismR → A0); the ringA′ := R′ ⊗R A is naturally aN-graded
R′-algebra, and the induced mapϕ : A→ A′ is a homomorphism of graded rings. In this case,
obviouslyϕ(A+) generates the idealA′

+, henceG(ϕ) = ProjA′, and indeed,Projϕ induces
an isomorphism ofSpecR′-schemes :

Y ′ ∼→ SpecR′ ×SpecR Y

where againY := ProjA andY ′ := ProjA′. Moreover, for everyZ-gradedA-moduleM , the
corresponding morphismνM is an isomorphism, regardless of whether or notA1 generatesA+

([27, Ch.II, Prop.2.8.10]). Especially,νA(n) is a natural identification ([27, Ch.II, Cor.2.8.11]) :

(Projϕ)∗OY (n)
∼→ OY ′(n) for everyn ∈ Z.

6.4.8. LetX be a scheme,A := ⊕n∈NAn a N-graded quasi-coherentOX-algebra on the
Zariski site ofX; we letA+ := ⊕n>0An. According to [27, Ch.II, Prop.3.1.2], there exists an
X-schemeπ : ProjA → X, with natural isomorphisms ofU-schemes :

ψU : U ×X ProjA
∼→ ProjA (U)

for every affine open subsetU ⊂ X, and the system of isomorphismsψU is compatible, in an
obvious way, with inclusionsU ′ ⊂ U of affine open subsets. For any integerd > 0, every
f ∈ Γ(X,Ad) defines an open subsetD+(f) ⊂ ProjA , such that :

D+(f) ∩ π−1U = D+(f|U) ⊂ ProjA (U) for every affine open subsetU ⊂ X.

6.4.9. To ease notation, setY := ProjA , and let againπ : Y → X be the natural morphism.
Let M := ⊕n∈ZMn be aZ-gradedA -module, quasi-coherent as aOX-module; for every affine
open subsetU ⊂ X, the gradedA (U)-moduleM (U) yields a quasi-coherentOπ−1U -module
M∼

U , and every inclusion of affine open subsetsU ′ ⊂ U induces a natural isomorphism of
Oπ−1U ′-modules :M∼

U |U ′

∼→ M∼
U ′. Therefore the locally defined modulesM∼

U glue to a well
defined quasi-coherentOY -moduleM∼.

Especially, for everyn ∈ Z, denote byA (n) theZ-gradedA -module such thatA (n)k :=
An+k for everyk ∈ Z, with the convention thatAn = 0 whenevern < 0. We set:

OY (n) := A (n)∼ and M∼(n) := M∼ ⊗OY OY (n).

Denote byUn(A ) ⊂ Y the union of the open subsetsUn(A (U)), for U ranging over the affine
open subsets ofY ; from the discussion in (6.4.5), it clear that the restrictionOY (n)|Un(A ) is an
invertibleOUn(A )-module. This open subset can be described as follows. For everyx ∈ X, let :

(6.4.10) An(x) := An,x ⊗OX,x κ(x) and set A (x) := ⊕n∈NAn(x)

which is aN-gradedκ(x)-algebra; then :

(6.4.11) Un(A ) = {y ∈ Y | An(π(y)) * p(y)}
wherep(y) ⊂ A (π(y)) denotes the prime ideal corresponding to the pointy.
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6.4.12. Moreover, for everyZ-gradedA -moduleM , and everyn ∈ Z, there exists a natural
morphism ofOY -modules :

(6.4.13) M∼(n)→M (n)∼

whereM (n) is theZ-gradedA -module given by the rule :M (n)k := Mn+k for everyk ∈ N
([27, Prop.3.2.16]). The restriction of (6.4.13) to the open subsetU1(A ) is an isomorphism
([27, Ch.II, Cor.3.2.8]). Especially, we have natural morphisms ofOY -modules :

(6.4.14) OY (n)⊗OY OY (m)→ OY (n+m) for everyn,m ∈ Z

whose restrictions toU1(A ) are isomorphisms. Furthermore, we have a natural morphism
M0 → π∗M∼ of OX-modules ([27, Ch.II, (3.3.2.1)]), whence, by adjunction,a morphism of
OY -modules :

(6.4.15) π∗M0 →M∼.

Applying (6.4.15) to the modulesMn = M (n)0, and taking into account the isomorphism
(6.4.13), we deduce a natural morphism ofOU1(A )-modules :

(6.4.16) (π∗Mn)|U1(A ) →M∼(n)|U1(A )

which can be described as follows. LetU ⊂ X be any affine open subset; for everyf ∈ A1(U),
the restriction of (6.4.16) toD+(f) ⊂ π−1U is given by the morphisms

Mn(U)⊗OX (U) A (U)(f) →M (n)(U)(f) :=
∑

k∈Z

Mk+n(U) · f−k ⊂M (U)f .

induced by the scalar multiplicationMn ⊗OX Ak → Mn+k. Especially, we have natural mor-
phisms ofOY -modules :

(6.4.17) π∗An → OY (n) for everyn ∈ N

whose restrictions toU1(A ) are epimorphisms. An inspection of the definition, also shows that
the diagram ofOY -modules :

(6.4.18)

π∗An ⊗OY π
∗Am

//

��

π∗An+m

��
OY (n)⊗OY OY (m) // OY (n +m)

commutes for everyn,m ∈ N, where the top horizontal arrow is induced by the graded mul-
tiplication An ⊗OX Am → An+m, the vertical arrows are the maps (6.4.17), and the bottom
horizontal arrow is the map (6.4.14).

6.4.19. Next, letA ′ := ⊕n∈NA ′
n be anotherN-graded quasi-coherentOX-algebra on the

Zariski site ofX, andϕ : A → A ′ a morphism of gradedOX-algebras; for every affine
open subsetU ⊂ X, we deduce a morphismϕU : A (U)→ A ′(U) of gradedOX(U)-algebras,
whence an open subsetG(ϕU) ⊂ ProjA ′(U) as in (6.4.3). IfV ⊂ U is a smaller affine open
subset, the natural isomorphism

V ×U ProjA ′(U)
∼→ ProjA ′(V )

induces an identificationV ×U G(ϕU) ∼→ G(ϕV ), hence there exists a well defined open subset
G(ϕ) ⊂ ProjA ′ such that the morphismsProjϕU glue to a unique morphism ofX-schemes :

Projϕ : G(ϕ)→ ProjA .

If A ′
+ is generated – locally onX – byϕ(A+), we haveG(ϕ) = ProjA ′.
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Moreover, ifM is aZ-graded quasi-coherentA -module, the morphismsνM (U) assemble
into a well defined morphism ofOG(ϕ)-modules :

νM : (Projϕ)∗M∼ → (M ′)∼|G(ϕ)

where the grading ofM ′ := M ⊗A A ′ is defined as in (6.4.6). Likewise, the union of the
subsetsG1(ϕU), for U ranging over the affine open subsets ofX, is an open subset :

(6.4.20) G1(ϕ) ⊂ U1(A
′) ∩G(ϕ)

such that the restrictionνM |G1(ϕ) is an isomorphism. Especially, setY ′ := ProjA ′; we have a
natural morphism :

(6.4.21) νA (n) : (Projϕ)
∗OY (n)→ OY ′(n)|G(ϕ)

which is an isomorphism, ifA1 generatesA+ locally onX. Again, we haveG1(ϕ) = U1(A ′)
wheneverϕ(A+) generatesA ′

+, locally onX.

6.4.22. The discussion in (6.4.7) implies that any morphismof schemesf : X ′ → X induces
a natural isomorphism ofX ′-schemes ([27, Ch.II, Prop.3.5.3]) :

(6.4.23) Proj f ∗A
∼→ X ′ ×X ProjA

and the description (6.4.11) implies that (6.4.23) restricts to an isomorphism :

Un(f
∗A )

∼→ X ′ ×X Un(A ) for everyn ∈ N.

Furthermore, setY ′ := Proj f ∗A , and letπY : Y ′ → Y be the morphism deduced from
(6.4.23); the discussion in (6.4.7) implies as well that, for any Z-graded quasi-coherentA -
moduleM , there is a natural isomorphism :

(f ∗M )∼
∼→ π∗

Y M∼

([27, Ch.II, Prop.3.5.3]). Especially,f induces a natural identification ([27, Ch.II, Cor.3.5.4]) :

(6.4.24) OY ′(n)
∼→ π∗

Y OY (n) for everyn ∈ Z.

6.4.25. Keep the notation of (6.4.9), and letCX be the category whose objects are all the pairs
(ψ : Z → X,L ), whereψ is a morphism of schemes andL is an invertibleOZ-module on
the Zariski site ofZ; the morphisms(ψ : Z → X,L ) → (ψ′ : Z ′ → X,L ′) are the pairs
(β, h), whereβ : Z → Z ′ is a morphism ofX-schemes, andh : β∗L ′ ∼→ L is an isomorphism
of OZ-modules (with composition of morphisms defined in the obvious way). Consider the
functor:

FA : C o
X → Set

which assigns to any object(ψ,L ) of CX , the set consisting of all homomorphisms of graded
OZ-algebras :

g : ψ∗A → Sym•
OZ

L

which are epimorphisms on the underlyingOZ-modules (hereSym•
OZ

L denotes the symmetric
OZ-algebra on theOZ-moduleL ); on a morphism(β, h) as in the foregoing, and an element
g′ ∈ FA (ψ′,L ′), the functor acts by the rule :

FA (β, h)(g′) := (Sym•
OZ
h) ◦ β∗g′.

Lemma 6.4.26.The object(π : U1(A )→ X,OY (1)|U1(A )) of CX represents the functorFA .
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Proof. Given an object(ψ : Z → X,L ) of CX , andg ∈ FA (ψ,L ), set :

P(L ) := Proj Sym•
OZ

L .

According to [27, Ch.II, Cor.3.1.7, Prop.3.1.8(iii)], thenatural morphismπZ : P(L ) → Z is
an isomorphism. On the other hand, sinceg is an epimorphism, we haveG(g) = P(L ); taking
(6.4.23) into account, we deduce a morphism ofZ-schemes :

Proj g : P(L )→ Y ′ := Z ×X ProjA

which is the same as a morphism ofX-schemes :

P(g) : Z → ProjA .

We need to show that the image ofP(g) lies in the open subsetU1(A ); to this aim, we may
assume that bothX andZ are affine, sayX = SpecR, Z = SpecS, in which caseA is
the quasi-coherent algebra associated to aN-gradedR-algebraA, L is the invertible module
associated to a projective rank oneS-moduleL, andg : S ⊗R A → Sym•

SL is a surjective
homomorphism ofR-algebras. Then locally onZ, L is generated by elements of the form
g(1 ⊗ t), for some local sectionst of A1, and up to replacingZ by an affine open subset, we
may assume thatt ∈ A1 is an element such thatt′ := g(1 ⊗ t) generates the freeS-moduleL.
In this situation, we haveP(L ) = D+(t

′), and the isomorphismπZ : P(L )
∼→ Z is induced by

the natural identification:

(6.4.27) S = S[t′](t′).

Likewise,OP(L )(n) is theOP(L )-module associated to theS[t′]-moduleL⊗n⊗SS[t′] ∼→ S[t′](n),
hence (6.4.27) induces a natural identification :

(6.4.28) π∗
ZL ⊗n ∼→ OP(L )(n) for everyn ∈ N.

Moreover,P(g) is the same as the morphismΦt : D+(t
′) → D+(t) (notation of (6.4.3));

especially the image ofP(g) lies in U1(A ), as required. From this description, we also can
extract an explicit expression forΦt; namely, it is induced by the map ofR-algebras :

A(t) → S such that ak · t−k 7→ g(1⊗ ak) · t′−k

for everyk ∈ N, and everyak ∈ Ak. Next, lettingn := 1 in (6.4.21) and (6.4.24), we obtain a
natural isomorphism ofOP(L )-modules :

OP(L )(1)
∼→ (Proj g)∗OY ′(1)

∼→ (Proj g)∗ ◦ π∗
Y OY (1)

∼→ π∗
Z ◦ P(g)∗OY (1)

(notice that, since by assumptiong is an epimorphism, we haveG1(g) = U1(Sym
•
OZ

L ) =
P(L ), henceνϕ∗A (1) is an isomorphism). Composition with (6.4.28) yields an isomorphism :

h(g) : P(g)∗OY (1)
∼→ L

of OZ-modules, whence a morphism inCX

(P(g), h(g)) : (ψ,L )→ (π|U1(A ),OY (1)|U1(A )).

In caseX andZ are affine, andL is associated to a free moduleL, generated by an element
of the formt′ := g(1⊗ t) as in the foregoing, we can describe explicitlyh(g); namely, a direct
inspection of the construction shows that in this caseh(g) is induced by the map ofS-modules

S ⊗A(t)
A(1)(t) → L : s⊗ ak · t1−k 7→ s · g(1⊗ ak) · (t′)1−k for everys ∈ S, ak ∈ Ak.

Conversely, letβ : Z → U1(A ) be a morphism ofX-schemes, andh : β∗OY (1)|U1(A )
∼→ L

an isomorphism ofOZ-modules. In view of the natural isomorphisms (6.4.14), we deduce, for
everyn ∈ N, an isomorphism :

h⊗n : β∗OY (n)|U1(A )
∼→ L ⊗n.
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Combining with the epimorphisms (6.4.17) :

ωn : (π∗An)|U1(A ) → OY (n)|U1(A )

we may define the epimorphism ofOZ-modules :

(6.4.29) g(β, h) :=
⊕

n∈N

h⊗n ◦ β∗(ωn) : ψ
∗A → Sym•

OZ
L

which, in view of (6.4.18), is a homomorphism of gradedOZ-algebras,i.e. g(β, h) ∈ F (ψ,L ).
This homomorphism can be described explicitly, locally onZ : namely, say again thatX =
SpecR, Z = SpecS, L = L∼ for a freeS-module of rank one, andA = A∼ for some
N-gradedR-algebraA; suppose moreover that the image ofβ lies in an open subsetD+(t) ⊂
U1(A ), for somet ∈ A1. Thenβ comes from a ring homomorphismβ♮ : A(t) → S, h is an
S-linear isomorphismS ⊗A(t)

A(1)(t)
∼→ L, andt′ := h(1 ⊗ t) is a generator ofL; moreover,

ωn is the epimorphism deduced from the map :

An ⊗R A(t) → A(n)(t) : an ⊗ bk · t−k 7→ anbk · t−k for everyan ∈ An, bk ∈ Ak
By inspecting the construction, we see therefore thatg is the direct sum of the morphisms :

gn : S ⊗R An → L⊗n : s⊗ an 7→ s · β♮(an · t−n) · t′⊗n for everys ∈ S, an ∈ An.
Finally, it is easily seen that the natural transformations:

(6.4.30) g 7→ (P(g), h(g)) and (β, h) 7→ g(β, h)

are inverse to each other : indeed, the verification can be made locally onZ, hence we may
assume thatX andZ are affine, andL is free, in which case one may use the explicit formulae
provided above. �

6.4.31. We wish now to consider the logarithmic counterparts of the notions introduced in the
foregoing. To begin with, letX be any scheme,N a monoid, andP a (commutative)N-graded
monoid of the toposXτ (see definition 2.3.8). Notice thatP× =

∐
n∈N(P

× ∩ P n), hence the
sheaf of invertible sections of aN-graded monoid onX is aN-graded abelian sheaf.

Definition 6.4.32. LetX be a scheme, andβ :M → OX a log structure onXτ .

(i) A N-gradedO(X,M)-algebra is a datum(A , P , α, βA ) consisting of aN-gradedOX-
algebraA := ⊕n∈NAn (on the siteXτ ), a graded monoidP onXτ , and a commutative
diagram :

M
α //

β

��

P

βA
��

OX // A

whereβA restricts to a morphism of graded monoidsP → ∐
n∈N An (and the compo-

sition law on the target is induced by the multiplication lawof A ), α is a morphism
of monoidsM → (P )0, and the bottom map is the natural morphismOX → A0.
We say that theN-gradedO(X,M)-algebra(A , P , α, βA ) is quasi-coherent, if A is a
quasi-coherentOX -algebra.

(ii) A morphism(g, log g) : (A , P , α, βA ) → (A ′, P ′, α′, β ′
A ) of N-gradedO(X,M)-alge-

bras is a commutative diagram :

P

βA
��

log g // P ′

β′
A

��
A

g // A ′
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wherelog g is a morphism ofN-graded monoid such thatlog g ◦ α = α′, andg is a
morphism ofOZ-algebras.

6.4.33. LetM be a monoid,S anM-module; we say that an elements ∈ S is invertible, if
the translation mapM → S : m 7→ m · s (for all m ∈ M) is an isomorphism. It is easily seen
that the subsetS× consisting of all invertible elements ofS, is naturally anM×-module.

LetM be a sheaf of monoids onXτ , andN anM -module; by restriction of scalars,N is
naturally anM×-module. We define theM×-submoduleN × ⊂ N , by the rule :

N ×(U) := N (U)× for every objectU of Xτ .

Conversely, for anyM×-moduleP, the extension of scalarsN ⊗M× M defines a functor
M×-Mod → M -Mod. It is easily seen that the latter restricts to an equivalence from the full
subcategoryM×-Inv of M×-torsors to the subcategory(M -Inv)× of M-Mod whose objects
are all invertibleM-modules, and whose morphisms are the isomorphisms ofM -modules (see
definition 2.3.6(iv)); the functorN 7→ N × provides a quasi-inverse(M -Inv)× → M×-Inv.

Especially, if(X,M) is a log scheme, we see that the category of invertibleM-modules is
equivalent to that of invertibleO×

X -modules, hence also to that of invertibleOX-modules.
If ϕ : (Z,N)→ (X,M) is a morphism of log schemes, andN aM-module, we let :

(6.4.34) ϕ∗N := ϕ−1N ⊗ϕ−1M N.

Clearly,ϕ∗N is an invertibleN -module, wheneverN is an invertibleM -module.

6.4.35. Keep the notation of definition 6.4.32(i); by faithfully flat descent, the restriction of
A to the Zariski site ofX is again a quasi-coherentOX-algebra, which we denote again byA .
We may then setY := ProjA , and letπ : Y → X be the natural morphism. The composition
of π−1βA and the morphism (6.4.17), yields a map on the siteYτ :

(6.4.36) π−1P n → OY (n) for everyn ∈ N.

Set OY (•) :=
∐

n∈Z OY (n); it is easily seen that the morphisms (6.4.14) induce a natural
Z-graded monoid structure onOY (•), and the coproduct of the maps (6.4.36) amounts to a
morphism of graded monoids :

ω• : π
−1P → OY (•).

We letQ be the push-out in the cocartesian diagram :

(6.4.37)

ω−1
• (OY (•)×) //

��

π−1P

��

OY (•)× // Q.

ClearlyQ is naturally aZ-graded monoid, in such a way that all the arrows in (6.4.37) are
morphisms ofZ-graded monoids. For everyn ∈ Z, letQn be the degreen subsheaf ofQ; the
mapω• and the natural inclusionOY (•)× → OY (•) determine a unique morphismQ→ OY (•),
whose restriction in degree zero is a pre-log structure :

β∼
A : Q0 → OY .

Clearlyα induces a unique morphismα∼ : π−1M → Q0, such that the diagram of monoids :

π−1M
α∼

//

π−1β
��

Q0

β∼
A

��
π−1OX

π♮ // OY
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commutes. Denote byP∼ the log structure associated toβ∼
A ; thehomogeneous spectrumof the

quasi-coherentN-graded algebra(A , P , α, βA ) is defined as the(X,M)-scheme :

Proj(A , P ) := (Y, P∼).

We also let :
U1(A , P ) := U1(A )×Y Proj(A , P ).

Furthermore, for everyn ∈ Z we have a natural morphism ofQ0-monoids :

(6.4.38) Q0 ⊗O×
Y

OY (n)
× → Qn

and it is easily seen that (6.4.38)|U1(A ) is an isomorphism. We set :

P∼(n) := (P∼ ⊗Q0 Qn)|U1(A ) for everyn ∈ Z.

Hence (6.4.38) induces a natural isomorphism :

(6.4.39) (P∼ ⊗O×
Y

OY (n)
×)|U1(A )

∼→ P∼(n).

Especially,P∼(n) is an invertibleP∼
|U1(A )-module, for everyn ∈ Z. From (6.4.39), we also

deduce natural isomorphisms ofP∼
|U1(A )-modules :

(6.4.40) P∼(n)⊗P∼ P∼(m)
∼→ P∼(n +m) for everyn,m ∈ Z

and ofOU1(A )-modules :

(6.4.41) P∼(n)⊗P∼ OU1(A )
∼→ OY (n)|U1(A ) for everyn ∈ Z.

Additionally, the morphismπ−1P n → Qn deduced from (6.4.37), yields a natural map of
P∼

|U1(A )-modules :

(6.4.42) λn : (π∗P n)|U1(A ) → P∼(n) for everyn ∈ N.

Example 6.4.43.Let (Z, γ : N → OZ) be a log scheme,L an invertibleN-module, and set :

βA (L ) := Sym•
NL ⊗N γ : Sym•

NL → A (L ) := Sym•
OZ
(L ⊗N OZ)

which is a morphisms ofN-graded monoids (notation of example 2.3.10). ClearlyA (L ) is
also aN-graded quasi-coherentOZ-algebra. Denote also :

αL : N → Sym•
NL

the natural morphism that identifiesN to Sym0
NL ; then the datum

(A (L ), Sym•
NL , αL , βA (L ))

is a quasi-coherentO(Z,N)-algebra, and a direct inspection of the definitions shows that the
induced morphism of log schemes :

(6.4.44) π(Z,N) : P(L ) := Proj(A (L ), Sym•
NL )→ (Z,N)

is an isomorphism. Furthermore, we have natural isomorphisms as in (6.4.28) :

π∗
(Z,N)(L

⊗n ⊗N OZ)
∼→ OP(L )(n) for everyn ∈ Z.

LetP∼
L → OP(L ) be the log structure ofP(L ); there follows a natural identification :

(6.4.45) π∗
(Z,N)L

⊗n ∼→ P∼
L ⊗O×

P(L )
OP(L )(n)

× ∼→ P∼
L (n) for everyn ∈ Z

where the last isomorphism is (6.4.39), in view of the fact thatU1(A (L )) = ProjA (L ).
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Example 6.4.46.(i) Let (Z,N) be a log scheme, andn ∈ N any integer. We define anN-
grading onN⊕n, by setting

grkN⊕n := {a• := (a1, . . . , an) | a1 + · · ·+ an = k} for everyk ∈ N.

We then define theN-graded monoid

Sym•
NN

⊕n := N⊕n
Z ×N

whoseN-grading is deduced in the obvious way from the foregoing grading ofN⊕n. The log
structureγ : N → OZ extends naturally to a map ofN-gradedZ-monoids :

Sym•
Nγ

⊕n : Sym•
NN

⊕n → Sym•
OZ

O⊕n
Z .

Namely, if e1, . . . , en is the canonical basis of the freeOZ-moduleO⊕n
Z , thenSymk

OZ
O⊕n
Z is a

freeOZ-module with basis

{ea• := ea11 · · · eann | a• ∈ grkN⊕n}
andSym•

Nγ
⊕n is given by the rule :(a•, x) 7→ γ(x)·ea• for everya• ∈ N⊕n, everyτ -open subset

of Z, and every sectionx ∈ N(U). ClearlySym•
Nγ

⊕n defines anN-gradedO(Z,N)-algebra

Sym•
(OZ ,N)(OZ , N)⊕n := (Sym•

OZ
O⊕n
Z , Sym•

NN
⊕n) for everyn ∈ N.

We set :
Pn(Z,N) := Proj Sym•

(OZ ,N)(OZ , N)⊕n+1

and we call it theprojectiven-dimensional spaceover(Z,N).
(ii) Denote byN∼ the log structure ofPn(Z,N), and byN∼(k) theN∼-modules defined as in

(6.4.39), for everyk ∈ Z. By simple inspection we get a commutative diagram of monoids :

Γ(Z, Symk
NN

⊕n+1)
Γ(Z,SymkNγ

⊕n+1)
//

��

Γ(Z, Symk
OZ

O⊕n+1
Z )

��
Γ(Pn(Z,N), N

∼(k)) // Γ(Pn(Z,N),OPn
(Z,N)

(k))

for everyk ∈ N

whose right vertical arrow is an isomorphism. Especially, the natural basis of the freeN(Z)-
moduleΓ(Z, Sym1

NN
⊕n+1) = N(Z)⊕n+1 yields a distinguished system ofn + 1 elements

ε0, . . . , εn ∈ Γ(Pn(Z,N), N
∼(1)).

On the other hand, we have as well the distinguished system ofglobal sections

T0, . . . , Tn ∈ Γ(Pn(Z,N),OPn
(Z,N)

(1))

corresponding to the natural basis ofΓ(Z, Sym1
OZ

O⊕n+1
Z ) = OZ(Z)⊕n+1. For eachi = 0, . . . , n,

the largest open subsetUi ⊂ Pn(Z,N) such thatTi ∈ Γ(Ui,OPn
(Z,N)

(1)×) is the complement of the
hyperplane whereTi vanishes. Moreover, notice that

T−1
i Tj ∈ N∼(Ui) for everyi, j = 0, . . . , n.

With this notation, the isomorphism (6.4.39) yields the identification :

εj = T−1
i Tj ⊗ Ti onUi for everyi, j = 0, . . . , n

from which we also see that, for everyi = 0, . . . , n, the open subsetUi is the largest such that
εi ∈ Γ(Ui, N

∼(1)×). By the same token, we obtain :

(6.4.47) (Pn(Z,N), N
∼)tr = U0 ∩ · · · ∩ Un ≃ Gn

m,Z .
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6.4.48. Let(Z,N) be a log scheme,(ϕ, logϕ) : (A , P ) → (A ′, P ′) a morphism of quasi-
coherentN-gradedO(Z,N)-algebras. We let (notation of (6.4.19)) :

G(ϕ, logϕ) := G(ϕ)×ProjA ′ Proj(A ′, P ′).

Denote also byπ : Y := ProjA → Z andπ′ : Y ′ := ProjA ′ → Z ′ the natural projections;
there follows, on the one hand, a morphism ofN-graded monoids :

(6.4.49) π′−1(logϕ) : (Projϕ)−1(π−1P )→ (π′−1P ′)|G(ϕ)

and on the other hand, a morphism ofZ-graded monoids :

(6.4.50) (Projϕ)−1OY (•)× → OY ′(•)×|G(ϕ)

deduced from (6.4.21). Define theZ-graded monoidQ onYτ as in (6.4.37), and the analogous
Z-graded monoidQ′ on Y ′

τ . Then (6.4.49) and (6.4.50) determine a unique morphism ofZ-
graded monoids :

ϑ : (Projϕ)−1Q→ Q′

|G(ϕ)

and by construction, the restriction ofϑ in degree zero is a morphism of pre-log structures :

ϑ0 : (Projϕ)
∗((Q)0, β

∼
A )→ ((Q′)0, β

∼
A ′)

whence a morphism of(Z,N)-schemes :

Proj(ϕ, logϕ) : G(ϕ, logϕ)→ Proj(A , P ).

Moreover, on the one hand, (6.4.21) induces an isomorphism of O×
Y ′-modules :

ν×A (n) : (O
×
Y ′ ⊗(Projϕ)−1O×

Y
(Projϕ)−1OY (n)

×)|G1(ϕ)
∼→ OY ′(n)×|G1(ϕ)

for everyn ∈ Z

(notation of (6.4.20)). On the other hand, for everyn ∈ Z, the morphism of(Projϕ)−1(Q)0-
modulesϑn determines a morphism ofP ′∼-modules :

(6.4.51) ϑ∼n : Proj(ϕ, log ϕ)∗P∼(n)|G1(ϕ) → P ′∼(n)|G1(ϕ)

and by inspecting the construction, it is easily seen that the isomorphism (6.4.39) (and the corre-
sponding one forP ′∼(n)) identifiesϑ∼n with ν×A (n) ⊗O×

Y ′
P ′∼; especially,ϑ∼n is an isomorphism.

6.4.52. Letψ : (Z ′, N ′) → (Z,N) be a morphism of log schemes, and(A , P , α, βA ) a N-
graded quasi-coherentO(Z,N)-algebra. We may viewP as aN -module, via the morphismα,
hence we may form theN ′-moduleψ∗P , as in (6.4.34). Moreover, by remark (3.1.25)(i),ψ∗P
is aN-graded sheaf of monoids onZ ′

τ , such that

(6.4.53) ψ∗(A , P ) := (ψ∗A , ψ∗P , ψ∗α, ψ∗βA )

is a N-graded quasi-coherentO(Z′,N ′)-algebra, and in view of the isomorphism (3.1.26), we
obtain a natural isomorphism of(Z ′, N ′)-schemes:

(6.4.54) Projψ∗(A , P )
∼→ (Z ′, N ′)×(Z,N) Proj(A , P ).

Furthermore, denote byπ(A ,P ) : U1(ψ
∗(A , P )) → U1(A , P ) the morphism deduced from

(6.4.54), and byπY : Y ′ := Projψ∗A → Y := ProjA the underlying morphism of schemes.
From (6.4.24) we obtain natural isomorphisms :

(O×
Y ′ ⊗π−1

Y O×
Y
π−1
Y OY (n)

×)|U1(ψ∗A )
∼→ OY ′(n)×|U1(ψ∗A ) for everyn ∈ Z

and the latter induce natural identifications :

(6.4.55) π∗
(A ,P )P

∼(n)
∼→ (ψ∗P )∼(n) for everyn ∈ Z.
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6.4.56. Keep the notation of (6.4.35), and letlogC(X,M) be the category whose objects are the
pairs((Z,N),L ), where(Z,N) is a(X,M)-scheme, andL is an invertibleN-module. The
morphisms((Z,N),L )→ ((Z ′, N ′),L ′) are the pairs(ϕ, h), whereϕ : (Z,N)→ (Z ′, N ′) is
a morphism of(X,M)-schemes, andh : ϕ∗L ′ ∼→ L is an isomorphism ofN -modules (with
composition of morphisms defined in the obvious way). There is an obvious forgetful functor :

p : logC(X,M ) → CX : ((Z,N),L ) 7→ (Z,L ⊗N OZ)

and the functorFA can be lifted to a functor :

F(A ,P ) : logC(X,M) → Set

which assigns to any object((Z, γ : N → OZ),L ) the set consisting of all morphisms of
N-graded quasi-coherentO(Z,N)-algebras :

ψ∗P
log g //

ψ∗βA

��

Sym•
NL

βA (L )

��
ψ∗A

g // A (L )

whereψ : (Z,N) → (X,M) is the structural morphism, andg is an epimorphism on the
underlyingOZ-modules.

Proposition 6.4.57.The object(U1(A , P ), P∼(1)) of logC(X,M ) represents the functorF(A ,P ).

Proof. Given an object(ψ : (Z,N)→ (X,M),L ) of logC(X,M), and any element(g, log g) ∈
F(A ,P )((Z,N),L ), defineP(L ) as in (6.4.44); there follows a morphism of(Z,N)-schemes :

Proj(g, log g) : P(L )→ Projψ∗(A , P ).

In view of (6.4.44) and (6.4.54), this is the same as a morphism of (X,M)-schemes :

P(g, log g) : (Z,N)→ Proj(A , P )

and arguing as in the proof of lemma 6.4.26, we see that the image of P(g, log g) lands in
U1(A , P ). Next, combining (6.4.45), (6.4.51) and (6.4.55), we deduce a natural isomorphism :

π∗
(Z,N) ◦ P(g, log g)∗P∼(1)

∼→ Proj(g, log g)∗ ◦ π∗
(A ,P )P

∼(1)
∼→ Proj(g, log g)∗(ψ∗P )∼(1)
∼→ P∼

L (1)
∼→ π∗

(Z,N)L

whence an isomorphismh(g, log g) : P(g, log g)∗P∼(1)
∼→ L , and the datum :

(P(g, log g), h(g, log g)) : ((Z,N),L )→ (U1(A , P ), P∼(1))

is a well defined morphism oflogC(X,M ).
Conversely, letϕ := (β, log β) : (Z,N) → U1(A , P ) be a morphism of(X,M)-schemes,

andh : ϕ∗P∼(1)
∼→ L an isomorphism ofN-modules. In view of (6.4.40), we deduce an

isomorphism :
h⊗n : ϕ∗P∼(n)

∼→ L ⊗n for everyn ∈ Z.

Combining with (6.4.42), we may define the map ofN-modules :

log ĝ(ϕ, h) :=
⊕

n∈N

h⊗n ◦ β∗(λn) : ψ
∗P → Sym•

NL .

On the other hand, in view of (6.4.41), we have an isomorphismof OZ-modules :

h⊗N OZ : β∗OY (1)|U1(A )
∼→ ϕ∗P∼(1)⊗N OZ

∼→ L ⊗N OZ
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(where, as usual,Y := ProjA ). We let (notation of (6.4.29)) :

ĝ(ϕ, h) := g(β, h⊗N OZ)

and notice that the pair(ĝ(ϕ, h), log ĝ(ϕ, h)) is an element ofF(A ,P )((Z,N),L ). Summing
up, we have exhibited two natural transformations :

ϑ : F(A ,P ) ⇒ HomlogC(X,M)
(−, (U1(A , P ), P∼(1))) (g, log g) 7→P(g, log g)

σ : HomlogC(X,M)
(−, (U1(A , P ), P∼(1)))⇒ F(A ,P ) (ϕ, h) 7→ (ĝ(ϕ, h), log ĝ(ϕ, h))

and it remains to show that these transformations are isomorphisms of functors. However, the
latter fit into an essentially commutative diagram of natural transformations :

F(A ,P )
ϑ +3

��

HomlogC(X,M)
(−, (U1(A , P ), P∼(1))) σ +3

��

F(A ,P )

��
FA ◦ p +3 HomCX (p(−), (U1(A ),OY (1)|U1(A ))) +3 FA ◦ p

whose bottom line is given by the natural transformations (6.4.30). Moreover, given an isomor-
phismh of invertibleN -modules, the discussion in (6.4.33) leads to the identity :

(6.4.58) h = (h⊗N OZ)
× ⊗OZ× N.

Likewise, we have natural identifications :

Symn
NL = (Symn

OZ
L ⊗N OZ)

× ⊗O×
Z
N for everyn ∈ Z

which show thatβA andg determine uniquelylog g. This – and an inspection of the proof of
lemma 6.4.26 – already implies thatσ◦ϑ is the identity automorphism of the functorF(A ,P ). Fi-
nally, letϕ = (β, logβ) andh as in the foregoing, so that(ϕ, h) is a morphism inlogC(X,M ); to
conclude we have to show that(ϕ′, h′) := ϑ ◦ σ(ϕ, h) equals(ϕ, h). Say thatϕ′ := (β ′, log β ′);
by the above (and by the proof of lemma 6.4.26) we already knowthatβ = β ′, and (6.4.58)
implies thath = h′. Hence, it remains only to show thatlog β = log β ′, which can be checked
directly on the stalks over theτ -points ofZ : we leave the details to the reader. �

Example 6.4.59.(i) Let ψ : (Z ′, N ′) → (Z,N) be a morphism of log schemes,n ∈ N
any integer, andPn(Z,N) then-dimensional projective space over(Z,N), defined as in example
6.4.46. A simple inspection of the definitions yields a natural isomorphism ofO(Z′,N ′)-algebras

Sym•
(OZ′ ,N ′)(OZ′, N ′)⊕n

∼→ ψ∗Sym•
(OZ ,N)(OZ , N)⊕n for everyn ∈ N

whence a natural isomorphism of(Z ′, N ′)-schemes :

Pn(Z′,N ′)
∼→ (Z ′, N ′)×(Z,N) P

n
(Z,N) for everyn ∈ N.

(ii) Let L be any invertibleN -module; notice that a morphism ofN-graded monoids

Sym•
NN

⊕n → Sym•
NL

which is the identity map in degree zero, is the same as the datum of a sequence

(βi : N → L | i = 1, , . . . , n)

of morphisms ofN-modules, and the latter is the same as a sequence(b1, . . . , bn) of global
sections ofL . SinceSym1

OZ
O⊕n+1
Z generatesSym•

OZ
On+1
Z , proposition 6.4.57 and (i) imply

thatPn(Z,N) represents the functorlogC(Z,N) → Set that assigns to any pair((X,M),L ) the
set of all sequences(b0, . . . , bn) of global sections ofL . The bijection

(6.4.60) HomlogC(Z,N)
(((X,M),L ), (Pn(Z,N), N

∼(1)))
∼→ Γ(X,L )n+1
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can be explicited as follows. Let(ϕ, h) : ((X,M),L )→ (Pn(Z,N), N
∼(1)) be a given morphism

in logC(Z,N); thenh : ϕ∗N∼(1)→ L is an isomorphism ofM -modules, which induces a map
on global sections

Γ(h) : Γ(Pn(Z,N), N
∼(1)))→ Γ(X,L ).

However,N∼(1) admits a distiguished system of global sectionsε0, . . . , εn (example 6.4.46(ii)),
and the bijection (6.4.60) assigns to(ϕ, h) the sequence(Γ(h)(ε0), . . . ,Γ(h)(εn)).

(iii) Given a sequenceb• := (b0, . . . , bn) as in (ii), denote by

fb• : (X,M)→ Pn(Z,N)

the corresponding morphism. A direct inspection of the definitions shows that the formation of
fb• is compatible with arbitrary base changesh : (Z ′, N ′)→ (Z,N). Namely, set(X ′,M ′) :=
(Z ′, N ′) ×(Z,N) (X,M), let g : (X ′,M ′) → (X,M) be the induced morphism,L ′ := g∗L ,
and suppose thatL ′ is also invertible (which always holds, ifM ′ is an integral log structure);
the sequenceb• pulls back to a corresponding sequenceb′• := (b′0, . . . , bn) of global sections of
L ′, and there follows a cartesian diagram of log schemes :

(X ′,M ′)
fb′• //

g

��

Pn(Z′,N ′)

Pnh
��

(X,M)
fb• // Pn(Z,N).

The details shall be left to the reader.

Definition 6.4.61. Let (X,M) be a log scheme, andI ⊂M an ideal ofM (see (1.2.22)).

(i) Let f : (Y,N)→ (X,M) be a morphism of log schemes; thenf−1I is an ideal in the
sheaf of monoidsf−1M ; we let :

IN := log f(f−1I ) ·N
which is the smallest ideal ofN containing the image off−1I .

(ii) A logarithmic blow upof the idealI is a morphism of log schemes

ϕ : (X ′,M ′)→ (X,M)

which enjoys the following universal property. The idealIM ′ is invertible, and every
morphism of log schemes(Y,N) → (X,M) such thatIN ⊂ N is invertible, factors
uniquely throughϕ.

Remark 6.4.62.(i) Keep the notation of definition 6.4.61. By the usual general nonsense, it is
clear that the blow up(X ′,M ′) is determined up to unique isomorphism of(X,M)-schemes.

(ii) Moreover, letf : Y → X be a morphism of schemes. Then we claim that the natural
projection :

(Y ′,M ′
Y ) := Y ×X (X ′,M ′)→ (Y,MY ) := Y ×X (X,M)

is a logarithmic blow up ofIMY , providedIM ′
Y is an invertible ideal; especially, this holds

wheneverM ′ is an integral log structure (lemma 6.1.16(i)). The proof isleft as an exercise for
the reader.

6.4.63. Let(X,M) be a log scheme,I ⊂ M an ideal; we shall show the existence of the
logarithmic blow up ofI , under fairly general conditions. To this aim, we introducethe graded
blow upOX-algebra:

B(X,M,J ) :=
⊕

n∈N

I n ⊗M OX



FOUNDATIONS OFp-ADIC HODGE THEORY 481

whereI n ⊗M OX is the sheaf associated to the presheafU 7→ I n(U) ⊗M (U) OX(U) on
Xτ . HereI 0 := M , and for everyn > 0 we letI n be the sheaf associated to the presheaf
U 7→ I (U)n onXτ . The graded multiplication law of the blow upOX-algebra is induced by
the multiplicationI n ×Im → I n+m, for everyn,m ∈ N.

The natural mapI n → I n ⊗M OX induces a morphism of sheaves of monoids :
∐

n∈N

I n → B(X,P ,J ).

The latter defines aN-gradedO(X,M)-algebra, which we denoteB(X,M,I ).

6.4.64. Suppose first thatI is invertible; then it is easily seen that, locally onXτ , I is
generated by a regular local section (see example 2.3.36(i)), hence the same holds for the power
I n, for everyn ∈ N. ThereforeI n is a locally freeM -module of rank one, and we have a
natural isomorphism :

B(X,M,I )
∼→ (A (I ), Sym•

MI )

(notation of example (6.4.43)). It follows that in this case, the natural projection :

π(X,M,I ) : ProjB(X,M,I )→ (X,M)

is an isomorphism of log schemes.

6.4.65. The formation ofB(X,M,I ) is obviously functorial with respect to morphisms of
log schemes; more precisely, such a morphismf : (Y,N) → (X,M) induces a morphism of
N-gradedO(Y,N)-algebras:

B(f,I ) : f ∗B(X,M,I )→ B(Y,N,IN)

(notation of (6.4.53)) which is an epimorphism on the underlying OY -modules. Moreover, if
g : (Z,Q)→ (Y,N) is another morphism, we have the identity :

(6.4.66) B(f ◦ g,I ) = B(g,IN) ◦ g∗B(f,I ).

Furthermore, the construction of the blow up algebra is local for the topology ofXτ : if U → X
is any object ofXτ , we have a natural identification

B(U,M |U ,I|U)
∼→ B(X,M,I )|U .

In the presence of charts for the log structureM , we can give a handier description for the blow
up algebra; namely, we have the following :

Lemma 6.4.67.LetX be a scheme,α : P → OX a pre-log structure,β : P → P log the natural
morphism of pre-log structures. Let alsoI ⊂ P be an ideal, and setI P log := β(I ) · P log

(which is the ideal ofP log generated by the image ofI ). Then :

(i) There is a natural isomorphism of gradedOX-algebras :
⊕

n∈N

I n ⊗P OX
∼→ B(X,P log,I P log).

(ii) Especially, suppose(X,M) is a log scheme that admits a chartβ : PX → M , let
I ⊂ P be an ideal, and setIM := β(IX) ·M . ThenB(X,M, IM) is a N-graded
quasi-coherentO(X,M)-algebra.

(iii) In the situation of(ii) , set(S, P log
S ) := Spec(Z, P ) (see(6.2.13)), and denote byf :

(X,M)→ (S, P log
S ) the natural morphism. Then the map :

B(f, IP log
S ) : f ∗B(S, P log

S , IP log
S )→ B(X,M, IM)

is an isomorphism ofN-gradedO(X,M)-algebras.
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Proof. (i): Since the functor (2.3.51) commutes with all colimits,we have a natural isomor-
phism of sheaves of rings onXτ :

Z[P log]
∼→ Z[P ]⊗Z[α−1O×

X ] Z[O
×
X ].

We are therefore reduced to showing that the natural morphism

Z[I n]⊗Z[α−1O×
X ] Z[O

×
X ]→ I nZ[P log]

is an isomorphism for everyn ∈ N. The latter assertion can be checked on the stalks over the
τ -points ofX; to this aim, we invoke the more general :

Claim 6.4.68. Let G be an abelian group,ϕ : H → P ′ andψ : H → G two morphisms of
monoids,I ⊂ P ′ an ideal. Then the natural map

(6.4.69) Z[I]⊗Z[H] Z[G]→ IZ[P ′ ⊗H G]
is an isomorphism.

Proof of the claim.Recall thatZ[I] = IZ[P ′], and the map (6.4.69) is induced by the natural
identification:Z[P ′] ⊗Z[H] Z[G]

∼→ Z[P ′ ⊗H G] (see (2.3.52)). Especially, (6.4.69) is clearly
surjective, and it remains to show that it is also injective.To this aim, notice first thatψ factors
through the unit of adjunctionη : H → Hgp; the morphismZ[η] : Z[H ]→ Z[Hgp] = H−1Z[H ]
is a localization map (see (2.3.53)), especially it is flat, hence (6.4.69) is injective whenG =
Hgp andψ = η. It follows easily that we may replaceH by Hgp, P ′ by P ′ ⊗H Hgp, I by
I · (P ′ ⊗H Hgp), and therefore assume thatH is a group. LetL := ψ(H); arguing as in the
foregoing, we may consider separately the case whereψ is the surjectionH → L and the case
whereψ is the injectioni : L → G. However, one sees easily thatZ[i] : Z[L] → Z[G] is a flat
morphism, hence it suffices to consider the case whereψ is a surjective group homomorphism.
SetK := Kerψ; we have a natural identification :P ′ ⊗H G ≃ P ′ ⊗K {1}, hence we may
further reduce to the case whereG = {1}. Then the contention is that the augmentation map
Z[K]→ Z induces an isomorphismω : Z[I]⊗Z[K] Z

∼→ IZ[P ′/K]. From lemma 2.3.31(ii), we
derive easily thatIZ[P ′/K] = Z[I/K], whereI/K is the set-theoretic quotient ofI for theK-
action deduced fromϕ. However, any set-theoretic sectionI/K → I of the natural projection
I → I/K yields a well-defined surjectionZ[I/K] → Z[I]⊗Z[K] Z whose composition withω
is the identity map. The claim follows. ♦

(ii): Let U be an affine object ofXτ , sayU = SpecA; from (i), we see thatB(X,M, IM)|U
is the quasi-coherentOU -algebra associated to theA-algebra⊕n∈NZ[In]⊗Z[P ] A.

(iii): In view of (i) we know already thatB(f, IP log
S ) induces an isomorphism on the under-

lying OX-algebras; hence, by lemma 6.2.18(i), it remains to show that B(f, IP log
S ) induces an

isomorphism :
f ∗(InP log

S )
∼→ Inf ∗(P log

S ) for everyn ∈ N.

Let γ : f−1P log
S → f−1OS → OX be the natural map; after replacingI by In, we come down

to showing that the natural map :

f−1(IP log
S )⊗γ−1O×

X
O×
X → I · (f−1P log

S ⊗γ−1O×
X

O×
X )

is an isomorphism. This assertion can be checked on the stalks over theτ -points ofX; if x is
such a point, letG := O×

X,x,H := γ−1
x G andP ′ := P log

S,f(x). The map under consideration is the
natural morphism ofP ′-modules :

ω : (IP ′)⊗H G→ I(P ′ ⊗H G)
and it suffices to show thatZ[ω] is an isomorphism; however, the latter is none else than (6.4.69),
so we may appeal to claim 6.4.68 to conclude. �
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6.4.70. We wish to generalize lemma 6.4.67(ii) to log structures that do not necessarily admit
global charts. Namely, suppose now thatM is a quasi-coherent log structure onX, andI ⊂M
is a coherent ideal (see definition 2.3.6(v)). For everyτ -point ξ of X, we may then find a
neighborhoodU of ξ in Xτ , a chartβ : PU → M |U , and local sectionss1, . . . , sn ∈ I (U)
which form a system of generators forI|U . We may then writesi,ξ = ui · β(xi) for certain
x1, . . . , xn ∈ P andu1, . . . , un ∈ O×

X,ξ. Up to shrinkingU , we may assume thatu1, . . . , un ∈
O×
X (U), and it follows thatI|U = I ·M |U , whereI ⊂ P is the ideal generated byx1, . . . , xn. In

other words, locally onXτ , the datum(X,M,I ) is of the type considered in lemma 6.4.67(ii);
therefore the blow upOX-algebraB(X,M,I ) is quasi-coherent. We may then consider the
natural projection :

(6.4.71) π(X,M,I ) : BlI (X,M) := ProjB(X,M,I )→ (X,M).

Next, let f : (Y,N) → (X,M) be a morphism of log schemes; it is easily seen thatIN
is a coherent ideal ofN , henceB(Y,N,IN) is quasi-coherent as well, and since the map
B(f,I ) of (6.4.65) is an epimorphism on the underlyingOY -modules, we have :

G(B(f,I )) = BlIN(Y,N)

(notation of (6.4.48)) whence a closed immersion of(Y,N)-schemes :

ProjB(f,I ) : BlIN(Y,N)→ (Y,N)×(X,M) BlI (X,M)

([27, Ch.II, Prop.3.6.2(i)] and (6.4.54)), which is the same as a morphism of(X,M)-schemes :

ϕ(f,I ) : BlIN(Y,N)→ BlI (X,M).

Moreover, ifg : (Z,Q)→ (Y,N) is another morphism, (6.4.66) induces the identity :

(6.4.72) ϕ(f,I ) ◦ ϕ(g,IN) = ϕ(f ◦ g,I ).

Example 6.4.73.In the situation of lemma 6.4.67(iii), notice thatOS is a flatZ[PS]-algebra,
and therefore :

B(S, P log
S , IP log

S ) =
⊕

n∈N

InOS.

Moreover, (6.4.54) specializes to a natural isomorphism of(X,M)-schemes :

(6.4.74) BlIM(X,M)
∼→ X ×S BlIP log

S
(S, P log

S ).

We wish to give a more explicit description of the log structure of BlIP log
S
(S, P log

S ). To begin

with, recall thatS ′ := ProjB(S, P log
S , IP log

S ) admits a distinguished covering by (Zariski) affine
open subsets : namely, for everya ∈ I, consider the localization

Pa := T−1
a P where Ta := {an | n ∈ N}

and letQa ⊂ Pa be the submonoid generated by the image ofP and the subset{a−1b | b ∈ I};
then

S ′ =
⋃

a∈I

SpecZ[Qa].

Hence, let us set
Ua := Spec(Z, Qa) for everya ∈ I.

We claim that these locally defined log structures glue to a well defined log structureQ on the
whole ofS ′

τ . Indeed, leta, b ∈ I; we have

Ua,b := SpecZ[Qa] ∩ SpecZ[Qb] = SpecZ[Qa ⊗P Qb]

and it is easily seen thatQa⊗P Qb = Qa[b
−1a], i.e. the localization ofQa obtained by inverting

its elementa−1b, and this is of course the same asQb[a
−1b]. Then lemma 6.2.14 implies that
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the log structures ofUa andUb agree onUa,b, whence the contention. It is easy to check that the
resulting log scheme is preciselyBlIP log

S
(S, P log

S ) : the details shall be left to the reader.

Proposition 6.4.75.Let (X,M) be a log scheme with quasi-coherent log structure, andI ⊂
M a coherent ideal. Then, the morphism(6.4.71)is a logarithmic blow up ofI .

Proof. Let f : (Y,N) → (X,M) be a morphism of log schemes, and suppose thatIN is an
invertible ideal ofN ; in this case, we have already remarked (see (6.4.64)) that the projection
π(Y,N,IN) : BlIN(Y,N)→ (Y,N) is an isomorphism. We deduce a morphism :

(6.4.76) ϕ(f,I ) ◦ π−1
(Y,N,IN) : (Y,N)→ BlI (X,M).

To conclude, it remains to show that (6.4.76) is the only morphism of log schemes whose com-
position withπ(X,M,I ) equalsf . The latter assertion can be checked locally onXτ , hence
we may assume thatM admits a chartPX → M , such thatI = IM for some finitely
generated idealI ⊂ P . In this case, in view of (6.4.74), the set of morphisms of(X,M)-
schemes(Y,N) → BlI (X,M) is in natural bijection with the set of(S, P log

S )-morphisms
(Y,N) → B := BlIP log

S
(S, P log

S ) (notation of example 6.4.73). In other words, we may as-

sume that(X,M) = (S, P log
S ), andI = IP log

S . Thenf is determined bylog f , i.e. by a map
β : P → N(Y ). Let a1, . . . , ak be a system of generators forI; for eachi = 1, . . . , k, we let
Ui ⊂ Y be the subset of ally ∈ Y for which there exists aτ -point ξ of Y with |ξ| = y and

(6.4.77) aiN ξ = IN ξ.

Notice that, ify ∈ Ui, then (6.4.77) holds for everyτ -point ξ of Y localized aty (details left to
the reader).

Claim 6.4.78. The subsetUi is open inYi for everyi = 1, . . . , k, andY =
⋃k
i=1 Ui.

Proof of the claim.Say thaty ∈ Ui, and letξ be aτ -point ofY localized aty, such that (6.4.77)
holds. This means that, for everyj = 1, . . . , k, there existsuj ∈ N ξ such thataj = ujai. Then,
we may find aτ -neighborhoodh : U ′ → of ξ such that this identity persists inN(U ′); thus,
h(U ′) ⊂ Ui. Sinceh is an open map, this shows thatUi is an open subset.

Next, letξ be anyτ -point ofY ; by assumption, we haveIN ξ = bN ξ for someb ∈ N ξ; this
means that for everyi = 1, . . . , k there existsui ∈ N ξ such thatai = uib. Sincea1, . . . , ak
generateI, we must haveui ∈ N×

ξ for at least an indexi ≤ k, in which case|ξ| ∈ Ui, and this
shows that theUi cover the whole ofY , as claimed. ♦

It is easily seen that, for everyi = 1, . . . , k, any morphism(Ui, N |Ui) → B of (S, P log
S )-

schemes factors through the open immersionSpec (Z,Qai) → B (whereQa, for an element
a ∈ P , is defined as in example 6.4.73). Conversely, by construction β extends to a unique
morphism of monoidsQai → N(Ui). Summing up, there exists at most one morphism of
(S, P log

S )-schemes(Ui, N |Ui)→ B. In light of claim 6.4.78, the proposition follows. �

6.4.79. Keep the notation of proposition 6.4.75; by inspecting the construction, it is easily
seen that the log structureM ′ of BlI (X,M) is quasi-coherent, and ifM is coherent (resp.
quasi-fine, resp. fine), then the same holds forM ′. However, simple examples show thatM ′

may fail to be saturated, even in cases where(X,M) is a fs log scheme. Due to the prominent
role played by fs log schemes, it is convenient to introduce the special notation :

sat.BlI (X,M) := (BlI (X,M))qfs

for the saturated logarithmic blow upof a coherent idealI in a quasi-fine log structureM
(notation of proposition 6.2.35). Clearly the projectionsat.BlI (X,M) → (X,M) is a final
object of the category of saturated(X,M)-schemes in which the preimage ofI is invertible. If
(X,M) is a fine log scheme,sat.BlI (X,M) is a fs log scheme. Moreover, for any morphism
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of schemesf : Y → X, letMY := f ∗M ; from remarks (6.4.62)(ii) and 6.2.36(iii), we deduce
a natural isomorphism of(Y,MY )-schemes :

(6.4.80) sat.BlIMY
(Y,MY )

∼→ Y ×X sat.BlI (X,M).

Theorem 6.4.81.Let (X,M) be a quasi-fine log scheme with saturated log structure,I ⊂M
an ideal,ξ a τ -point ofX. Suppose that, in a neighborhood ofξ, the idealI is generated by
at most two sections, and denote :

ϕ : BlI (X,M)→ (X,M) (resp.ϕsat : sat.BlI (X,M)→ (X,M))

the logarithmic (resp. saturated logarithmic) blow up ofI . Then :

(i) If Iξ is an invertible ideal ofM ξ, the natural morphisms

ϕ−1(ξ)→ Specκ(ξ) ϕ−1
sat(ξ)→ Specκ(ξ)

are isomorphisms.
(ii) Otherwise,ϕ−1(ξ) is aκ(ξ)-scheme isomorphic toP1

κ(ξ); furthermore, the same holds

for the reduced fibreϕ−1
sat(ξ)red, providedM is fine.

Proof. After replacingX by aτ -neighborhood ofξ, we reduce to the case whereM admits an
integral and saturated chartα : PX →M (lemma 6.1.16(iii)), and ifM is a fs log structure, we
may also assume that the chartα is fine and sharp atξ (corollary 6.1.34(i)). Furthermore, we
may assume thatI is generated by at most two elements ofM(X), and ifIξ is principal, we
may assume that the same holds forI . In the latter case, sinceM is integral,I is invertible,
henceϕ andϕsat are isomorphisms, so (i) follows already.

Now, suppose thatIξ is not invertible, and leta′, b′ ∈ M(X) be a system of generators for
I ; we can writea′ = α(a) · u, b′ = α(b) · v for somea, b ∈ P andu, v ∈ κ×. Sett := a−1b,
and letJ ⊂ P be the ideal generated bya andb; clearlyJM = I , andPa, P b 6= J .

Consider first the case whereX = Spec κ, whereκ is a field (resp. a separably closed field, in
caseτ = ét). In this situation, a pre-log structure onXτ is the same as a morphism of monoids
β : P → κ, the associated log structure is the induced map of monoids

β log : P ⊗P0 κ
× → κ where P0 := β−1κ×

andα is the natural mapP → P ⊗P0 κ
×. After replacingP by its localizationP−1

0 P , we may
also assume thatP0 = P×. Let

(S, P log
S ) := Spec(κ, P ) J∼ := JP log

S (Y,N) := BlJ∼(S, P log
S ).

Denote byε : κ[P ] → κ the homomorphism ofκ-algebras induced byβ via the adjunction
(2.3.50), and setI := Ker ε. In view of lemma 6.4.67(i) and (6.4.80), we have natural cartesian
diagrams ofκ-schemes :

(6.4.82)

ϕ−1(ξ) //

��

(Y,N)

��

ϕ−1
sat(ξ)

//

��

(Y,N)sat

��
|ξ| Spec ε // S |ξ| Spec ε // S.

On the other hand,(a, b) can be regarded as a pair of global sections ofJ∼N , so the universal
property of example 6.4.59(ii) yields a morphism of(S, P log

S )-schemes :

f(a,b) : (Y,N)→ P1

(S,P log
S )
.

In light of example 6.4.59(i), the assertion concerningϕ−1(ξ) will then follow from the :

Claim6.4.83. The morphism|ξ| ×S f(a,b) is an isomorphism ofκ-schemes.
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Proof of the claim.Let Qa ⊂ P gp (resp.Qb ⊂ P gp) be the submonoid generated byP andt
(resp. byP andt−1); by inspecting example 6.4.73, we see thatY is covered by two affine open
subsets :

Ua := Spec κ[Qa] Ub := Specκ[Qb]

andUa ∩ Ub = Specκ[Qa ⊗P Qb]. On the other hand,P1
(S,P log

S )
is covered as well by two

affine open subsetsU ′
0 andU ′

∞, both isomorphic toSpecκ[P ⊕ N], and such thatU ′
0 ∩ U ′

∞ =
Spec κ[P ⊕ Z], as usual. Moreover, a direct inspection shows thatf(a,b) restricts to morphisms

Ua → U ′
0 Ub → U ′

∞

induced respectively by the maps ofκ-algebras

ω0 : κ[P ⊕ N]→ κ[Qa] ω∞ : κ[P ⊕ N]→ κ[Qb]

such thatω0(x, n) = x · tn andω∞(x, n) = x · t−n for every(x, n) ∈ P ⊕ N. We show that
ω0 := ω0 ⊗κ[P ] κ[P ]/I is an isomorphism; the same argument will apply also toω∞, so the
claim shall follow.

Indeed, clearly theκ[P ]-algebraκ[Qa] is generated byt, henceω0 is surjective, and then the
same holds forω0. Next, setHa := I ·κ[Qa]; it is easily seen thatHa consists of all sums of the
form

∑n
j=0 cjt

j , for arbitraryn ∈ N, with cj ∈ I for everyj = 0, . . . , n. Clearly, an element
p(T ) ∈ κ[N] = κ[T ] lies inKerω0 if and only if p(t) ∈ Ha, so we come down to the following
assertion. Letc0, . . . , cn ∈ κ[P ] such that

(6.4.84)
n∑

j=0

cjt
j = 0

in κ[Qa]; thencj lies in the idealκ[β−1(0)] of κ[P ], for everyj = 0, . . . , n. SinceP is integral,
(6.4.84) is equivalent to the identity :

∑n
j=0 cja

n−jbj = 0 in κ[P ]. For everyx ∈ P , denote by
πx : κ[P ]→ κ theκ-linear projection such thatπx(x) = 1, andπx(y) = 0 for everyy ∈ P \{x}.

Suppose, by way of contradiction, thatci /∈ κ[β−1(0)] for somei ≤ n, henceπx(ci) 6= 0 for
somex ∈ P0; sinceP0 = P×, we may replacecj by x−1cj , for everyj ≤ n, and assume that
π1(ci) 6= 0, henceπan−ibi(cian−ibi) 6= 0 (again, using the assumption thatP is integral). Thus,
there existsj 6= i with j ≤ n, such thatπan−ibi(cjan−jbj) 6= 0, and we may then find an element
c ∈ P such thatπan−ibi(can−jbj) = 1, i.e. can−jbj = an−ibi; up to swapping the roles ofa and
b, we may assume thati > j, in which case we may writeti−j = c; sinceP is saturated, it
follows thatt ∈ P , henceJ is generated bya, which is excluded. ♦

Next, we assume thatM is a fs log structure (andX is still Specκ), and we consider the
morphismϕsat. As already remarked, we may assume thatα is sharp atξ, andP fine and
saturated; the sharpness condition amounts to saying thatβ(x) = 0 for everyx ∈ P \ {1},
thereforeI is the augmentation ideal of the gradedκ-algebraκ[P ]. By inspecting the proof of
proposition 6.2.35, we see that(Y,N)sat is covered by two affine open subsets

U fs
a := Specκ[Qsat

a ] U fs
b := Spec κ[Qsat

b ]

andU fs
a ∩ U fs

b = Specκ[Qsat
a ⊗P Qsat

b ]. SinceJ is not principal, we havet /∈ P , and sinceP is
saturated, we deduce thatt is not a torsion element ofP gp; as the latter is a finitely generated
abelian group, it follows that we may find aunimodularelementu ∈ P gp such thatt lies in the
submonoidNu ⊂ P gp generated byu; this condition means thatt = uk for somek ∈ N, andNu
is not properly contained in another rank one free submonoidof P gp. Writeu = a′−1b′ for some
a′, b′ ∈ P , let J ′ ⊂ P be the ideal generated bya′ andb′, andRa′ (resp.Rb′) the submonoid of
P gp generated byP andu (resp. byP andu−1); clearlyRsat

a′ = Qsat
a , andRsat

b′ = Qsat
b . Denote

byN ′ the log structure of(Y,N)sat, andJ ′ := J ′N ′; it is easily seen that

J ′
|U fs
a
= a′N ′

|U fs
a

J ′
|U fs
b
= b′N ′

|U fs
b
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henceJ ′ is invertible, and example 6.4.59(ii) yields a morphism of(S, P log
S )-schemes

f(a′,b′) : (Y,N)sat → P1
(S,P log

S )
.

In light of example 6.4.59(i), the assertion concerningϕ−1
sat(ξ) will then follow from the :

Claim6.4.85. (|ξ| ×S f(a′,b′))red : ϕ−1
sat(ξ)red → P1

κ is an isomorphism ofκ-schemes.

Proof of the claim.As in the proof of claim 6.4.83, the morphismf(a′,b′) restricts to morphisms
U fs
a → U ′

0 andU fs
b → U ′

∞ induced by maps ofκ-algebras :

ω0 : κ[P ⊕ N]→ κ[Qsat
a ] ω∞ : κ[P ⊕ N]→ κ[Qsat

b ]

such thatω0(x, n) = x · un andω∞(x, n) = x · u−n for every(x, n) ∈ P ⊕ N, and again, it
suffices to show that

(ω0 ⊗κ[P ] κ[P ]/I)red : κ[T ]→ (κ[Rsat
a ]/Iκ[Rsat

a ])red

is an isomorphism (where for any ringA, we denoteAred be the maximal reduced quotient
of A, i.e. Ared := A/nil(A), wherenil(A) is the nilpotent radical ofA). We break the latter
verification in two steps : first, let us check that the map

ω′
0 : κ[T ]→ κ[Ra]/Iκ[Ra] p(T ) 7→ p(u) (mod Iκ[Ra])

is an isomorphism. Indeed,ω′
0 is induced by the map of monoidsϕ : N→ Ra such thatn 7→ un

for everyn ∈ N; if t = uk, the mapϕ fits into the cocartesian diagram :

N
ψ //

kN

��

Qa

j

��
N

ϕ // Ra

wherekN is thek-Frobenius map,ψ is given by the rule :n 7→ tn for everyn ∈ N, andj is the
natural inclusion. Hence :

ω′
0 = (κ[ψ]⊗κ[P ] κ[P ]/I)⊗κ[T k] κ[T ].

However, the proof of claim 6.4.83 shows thatκ[ψ] ⊗κ[P ] κ[P ]/I is an isomorphism, whence
the contention. Lastly, let show that the natural map

ω′′
0 : κ[Ra]/Iκ[Ra]→ (κ[Rsat

a ]/Iκ[Rsat
a ])red

is an isomorphism. Indeed, it is clear that the natural mapω′′
0 : κ[Ra] → κ[Rsat

a ] is integral and
injective, henceSpecω′′

0 is surjective; thereforeSpecω′′
0 is still surjective and integral. However,

the foregoing shows thatκ[Ra]/Iκ[Ra] is reduced, so we deduce thatω′′
0 is injective. To show

thatω′′
0 is surjective, it suffices to show that the classes of the generating systemRsat

a ⊂ κ[Rsat
a ]

lie in the image ofω′′
0. Hence, letx ∈ Rgp

a , with xm ∈ Ra for somem > 0, so thatxm = y · un
for somen ∈ N andy ∈ P . If y 6= 1, we havey ∈ I, hence the image ofxm vanishes in
κ[Rsat

a ]/Iκ[Rsat
a ], and the image ofx vanishes in the reduced quotient; finally, ify = 1, the

identity xm = un implies thatm dividesn, sinceu is unimodular; hencex = un/m and the
image ofx agrees withω′′

0(u
n/m). ♦

Finally, let us return to a general quasi-fine log scheme(X,M); the theorem will follow from
the more precise :

Claim6.4.86. In the situation of the theorem, suppose moreover that
(a) M admits a saturated chartα : PX →M
(b) I = JM , whereJ ⊂ P is an ideal generated by two elementsa, b ∈ P
(c) Iξ is not invertible.

Then we have :
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(i) There exists a morphism of(X,M)-schemes :BlI (X,M) → P1
(X,M) inducing an

isomorphism ofκ(ξ)-schemesϕ−1(ξ)
∼→ P1

κ(ξ).
(ii) If furthermore,P is fine (and saturated) andα is sharp atξ, then there exists a morphism

of (X,M)-schemes :sat.BlI (X,M) → P1
(X,M) inducing an isomorphism ofκ(ξ)-

schemesϕ−1
sat(ξ)red

∼→ P1
κ(ξ).

Proof of the claim.(i): Denote byN the log structure ofBlI (X,M); the elementsa, b define
global sections of the invertibleN -moduleIN , and we claim that the corresponding morphism
of (X,M)-schemesf(a,b) : BlI (X,M) → P1

(X,M) will do. Indeed, set(|ξ|,M ξ) := |ξ| ×X
(X,M), and recall that there exists natural isomorphisms

|ξ| ×X P1
(X,M)

∼→ P1
(|ξ|,Mξ)

|ξ| ×X BlI (X,M)
∼→ BlIMξ

(|ξ|,Mξ)

(example 6.4.59(i) and remark 6.4.62(ii)). Denote byN ξ the log structure ofBlIMξ
(|ξ|,M ξ);

by example 6.4.59(iii), the base change

|ξ| ×X f : BlIMξ
(|ξ|,Mξ)→ P1

(|ξ|,Mξ)

is the unique morphismf(a,b) of (|ξ|,Mξ)-schemes corresponding to the pair(a, b) of global
sections ofIN ξ obtained by pulling back the pair(a, b). Therefore, in order to check that
|ξ|×Xf is an isomorphism, we may replace from start(X,M) by (|ξ|,Mξ) (whose log structure
is still quasi-fine, by lemma 6.1.16(i), and assume thatX = Spec κ, whereκ is a field (resp. a
separably closed field, in caseτ = ét), in which case the assertion is just claim 6.4.83.

(ii): Denote byN ′ the log structure ofsat.BlI (X,M), definea′, b′ andJ ′ as in the foregoing,
and set againJ ′ := J ′N ′. Again, it is easily seen thatJ ′ is an invertibleN ′-module, and
the pair(a′, b′) yields a morphismf(a′,b′) : sat.BlI (X,M) → P1

(X,M) which fulfills the sought
condition. Indeed, denote byN ′

ξ the log structure ofsat.BlIMξ
(|ξ|,Mξ); in light of (6.4.80)

and example 6.4.59(iii), the base change

|ξ| ×X f(a′,b′) : sat.BlIMξ
(|ξ|,M ξ)→ P1

(|ξ|,Mξ)

is the unique morphismf(a′,b′) of (|ξ|,M ξ)-schemes corresponding to the pair(a′, b′) of global
sections ofJ ′N ′

ξ obtained by pulling back the pair(a′, b′). Thus, the assertion is just claim
6.4.85. �

6.5. Regular log schemes.In this section we introduce the logarithmic version of the classical
regularity condition for locally noetherian schemes. Thistheory is essentially due to K.Kato
([53]), and we mainly follow his exposition, except in a few places where his original arguments
are slightly flawed, in which cases we supply the necessary corrections.

6.5.1. LetA be a ring,P a monoid. Recall thatmP is the maximal (prime) ideal ofP (see
(3.1.11)). ThemP -adic filtrationof P is the descending sequence of ideals :

· · · ⊂ m3
P ⊂ m2

P ⊂ mP

wheremn
P is then-th power ofm in the monoidP(P ) (see (3.1.1)). It induces amP -adic

filtration Fil•M on anyP -moduleM and anyA[P ]-algebraB, defined by lettingFilnM :=
mn
PM andFilnB := A[mn

P ] · B, for everyn ∈ N.

Lemma 6.5.2.Suppose thatP is fine. We have :

(i) ThemP -adic filtration is separated onP .
(ii) If P is sharp,P \mn

P is a finite set, for everyn ∈ N.
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Proof. (i): Indeed, chooseA to be a noetherian ring, setJ :=
⋂
n≥0A[m

n
P ] and notice thatJ is

generated bym∞
P :=

⋂
n∈N m

n
P . On the other hand,J is annihilated by an element of1+A[mP ]

([61, Th.8.9]). Thus, supposex ∈ m∞
P , and picky ∈ A[mP ] such that(1 − y)x = 0; we

may writey = a1t1 + · · · + artr for certaina1, . . . , ar ∈ A andt1, . . . , tr ∈ mP . Therefore
x = a1xt1 + · · ·+ arxtr in A[P ], which is absurd, sinceP is integral.

Assertion (ii) is immediate from the definition. �

6.5.3. Keep the assumptions of lemma 6.5.2. It turns out thatP can actually be made into a
graded monoid, albeit in a non-canonical manner. We proceedas follows. Letε : P → P sat

the inclusion map,T ⊂ P sat the torsion subgroup, setQ := P sat/T , and letπ : P sat → Q be
the natural surjection. We may regardlogQ as a submonoid of the polyhedral coneQR, lying
in the vector spaceQgp

R , as in (3.4.6). SinceQR is a rational polyhedral cone, the same holds
for Q∨

R, hence we may find aQ-linear formγ : logQgp ⊗Z Q → Q, which is non-negative
on logQ, and such thatQR ∩ Ker u ⊗Q R is the minimal face ofQR, i.e. theR-vector space
spanned by the image ofQ×. If we multiply γ by some large positive integer, we may achieve
thatγ(logP ) ⊂ N. We set :

grγnP := (γ ◦ π ◦ ε)−1(n) for everyn ∈ N.

It is clear thatgrγnP · grγmP ⊂ grγn+mP , hence

P =
∐

n∈N

grγnP

is aN-graded monoid, and consequently :

A[P ] =
⊕

n∈N

A[grγnP ]

is a gradedA-algebra. Moreover, it is easily seen thatgrγ0P = P×. More generally, forx ∈ P ,
let µ(x) be the maximaln ∈ N such thatx ∈ mn

P ; then there exists a constantC ≥ 1 such that :

γ(x) ≥ µ(x) ≥ C−1γ(x) for everyx ∈ P
so that themP -adic filtration and the filtration defined bygrγ•P , induce the same topology on
P and onA[P ]. As a corollary of these considerations, we may state the following “regularity
criterion” for fine monoids :

Proposition 6.5.4.LetP be an integral monoid such thatP ♯ is fine. Then we have

rk◦P×mP/m
2
P ≥ dimP

(notation of example2.3.18) and the equality holds if and only ifP ♯ is a free monoid.

Proof. (Notice thatmP/m
2
P is a free pointedP×-module, sinceP× obviously acts freely on

mP \m2
P .) SincemP ♯/m

2
P ♯ = (mP/m

2
P )⊗P P ♯, we may replaceP byP ♯, and assume from start

thatP is sharp and fine. Then, the rank ofmP/m
2
P equals the cardinality of the setΣ := mP \

m2
P , which is finite, by lemma 6.5.2. We have a surjective morphism of monoidsϕ : N(Σ) → P ,

that sends the basis ofN(Σ) bijectively ontoΣ ⊂ P (corollary 3.1.10). The sought inequality
follows immediately, and it is also clear that we have equality, in caseP is free. Conversely, if
equality holds,ϕgp must be a surjective group homomorphism between free abelian group of
the same finite rank (corollary 3.4.10(i)), so it is an isomorphism, and then the same holds for
ϕ. �

Proposition 6.5.5. Let P be a fine and sharp monoid,A a noetherian local ring. SetSP :=
1 + A[mP ]; then we have :

dimS−1
P A[P ] = dimA+ dimP.
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Proof. To begin with, the assumption thatP is sharp implies thatS−1
P A[P ] is local. Next,

notice thatA[P ] is a freeA-module, hence the natural mapA → S−1
P A[P ] is a flat and local

ring homomorphism. Letk be the residue field ofA; in view of [61, Th.15.1(ii)], we deduce :

dimS−1
P A[P ] = dimA+ dimS−1

P k[P ].

Hence we are reduced to showing the stated identity forA = k. However, clearlyS−1
P k[P ] =

k[P ]m, wherem is the maximal ideal generated by the image ofmP , hence it suffices to apply
claim 5.9.36(ii) and corollary 3.4.10(i), to conclude. �

6.5.6. LetA be a ring, andP a fine and sharp monoid. We define :

A[[P ]] := lim
n∈N

A〈P/mn
P 〉.

Alternatively, this is the completion ofA[P ] for itsA[mP ]-adic topology. In view of the finite-
ness properties of themP -adic filtration (lemma 6.5.2(ii)), one may presentA[[P ]] as the ring of
formal infinite sums

∑
σ∈P aσ · σ, with arbitrary coefficientsaσ ∈ A, where the multiplication

and addition are defined in the obvious way. Moreover, we may use a morphism of monoids
γ : logP → N as in (6.5.3), to see that :

(6.5.7) A[[P ]] =
∏

n∈N

A[grγnP ]

whereA[grγnP ] · A[grγmP ] ⊂ A[grγn+mP ] for everym,n ∈ N. So any elementx ∈ A[[P ]] can
be decomposed as an infinite sum

x =
∑

n∈N

grγnx.

The termgrγ0x ∈ grγ0A = A does not depend on the chosenγ : it is theconstant termof x, i.e.
the image ofx under the natural projectionA[[P ]]→ A.

Corollary 6.5.8. LetP be a fine and sharp monoid,A a noetherian local ring. Then :

(i) For any local morphismP → A (see(3.1.11)), we have the inequality:

dimA ≤ dimA/mPA + dimP.

(ii) dimA[P ] = dimA[[P ]] = dimA + dimP .

Proof. (i): SetA0 := A/mPA, andB := S−1
P A0[P ], whereSP ⊂ A0[P ] is the multiplicative

subset1 + A0[mP ]; if we denote bygr•A (resp.gr•B) the gradedA0-algebra associated to the
mP -adic filtration onA (resp. onB), we have a natural surjective homomorphism of graded
A0-algebras :

gr•B → gr•A.

HencedimA = dim gr•A ≤ dim gr•B = dimB, by [61, Th.15.7]. Then the assertion follows
from proposition 6.5.5.

(ii): Again we consider the ringB := S−1
P A[P ], whereSP := 1+A[mP ]. One sees easily that

the graded ring associated to themP -adic filtration onB is just the ring algebraA[P ], whence
the first stated identity, taking into account [61, Th.5.7].The same argument applies as well to
themP -adic filtration onA[[P ]], and yields the second identity. �

As a first application, we have the following combinatorial version of Kunz’s theorem 4.7.30
that characterizes regular rings via their Frobenius endomorphism.

Theorem 6.5.9.LetP be a monoid such thatP ♯ is fine,k > 1 an integer, and suppose that the
Frobenius endomorphismkP : P → P is flat (see example3.5.10(i)). ThenP ♯ is a free monoid.
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Proof. First, we remark thatk♯P : P ♯ → P ♯ is still flat (corollary 3.1.49(i)). Moreover,k♯P is
injective. Indeed, suppose thatxk = yk ·u for somex, y ∈ P andu ∈ P×; from theorem 3.1.42
we deduce that there existb1, b2, t ∈ P such that

b1x = b2y 1 = bk1t u = bk2t.

Especially,b1, b2 ∈ P×, so the images ofx andy agree inP ♯. Hence, we may replaceP byP ♯,
and assume thatkP is flat and injective, in which caseZ[kP ] : Z[P ] → Z[P ] is flat (theorem
3.2.3), integral and injective, hence it is faithfully flat.Now, letR be the colimit of the system of
rings(Rn | n ∈ N), whereRn := Z[P ], and the transition mapRn → Rn+1 is Z[kP ] for every
n ∈ N. The induced mapj : R0 → R is still faithfully flat; moreover, letp be any prime divisor
of k, and notice thatj ◦pP = j (wherepP is thep-Frobenius map). It follows thatpP is flat and
injective as well, soFp[pP ] : Fp[P ] → Fp[P ] is a flat ring homomorphism (again, by theorem
3.2.3), and then the same holds for the induced mapFp[[pP ]] : Fp[[P ]] → Fp[[P ]]. By Kunz’s
theorem, we deduce thatFp[[P ]] is a regular local ring, with maximal idealm := Fp[[mP ]];
notice that the images of the elements ofmP \m2

P yield a basis for theFp-vector spacem/m2.
Say thatmP \m2

P = {x1, . . . , xs}; it follows that the continuous ring homomorphism

Fp[[T1, . . . , Ts]]→ Fp[[P ]] Ti 7→ xi for i = 1, . . . , s

is an isomorphism. From the discussion of (6.5.6), we immediately deduce thatP ≃ N⊕s, as
required. �

6.5.10. Now we wish to state and prove the combinatorial versions of the Artin-Rees lemma,
and of the so-called local flatness criterion (seee.g. [61, Th.22.3]). Namely, letP be apointed
monoid, such thatP ♯ is finitely generated; let also(A,mA) be a local noetherian ring,N a
finitely generatedA-module, and :

α : P → (A, ·)
a morphism of pointed monoids. The following is our version of the Artin-Rees lemma :

Lemma 6.5.11. In the situation of(6.5.10), let J ⊂ P be an ideal,M a finitely generated
P -module,M0 ⊂M a submodule. Then there existsc ∈ N such that :

(6.5.12) JnM ∩M0 = Jn−c(JcM ∩M0) for everyn > c.

Proof. SetM := M/P×, M 0 := M0/P
× andJ := J/P×, the set-theoretic quotients for the

respective naturalP×-actions. Notice thatJ is an ideal ofP ♯ andM 0 ⊂ M is an inclusion of
P -modules. Moreover, any set of generators of the idealJ (resp. of theP ♯-moduleM 0) lifts
to a set of generators forJ (resp. for theP -moduleM0). Furthermore, it is easily seen that
(6.5.12) is equivalent to the identityJnM ∩M0 = Jn−c(JcM ∩M 0). Hence, we are reduced
to the case whereP = P ♯ is a finitely generated monoid. ThenZ[P ] is noetherian,Z[M ] is a
Z[P ]-module of finite type, and we notice that :

Z[JnM ∩M0] = JnZ[M ] ∩ Z[M0] Z[Jn−c(JcM ∩M0)] = Jn−c(JcZ[M ] ∩ Z[M0]).

Thus, the assertion follows from the standard Artin-Rees lemma [61, Th.8.5]. �

Proposition 6.5.13.In the situation of(6.5.10), suppose moreover thatP ♯ is fine (see remark
2.3.14(vi)), and letmα := α−1mA. Then the following conditions are equivalent :

(a) N is α-flat (see definition3.1.34).
(b) Tor

Z〈P 〉
i (N,Z〈M〉) = 0 for everyi > 0 and every integral pointedP -moduleM .

(c) Tor
Z〈P 〉
1 (N,Z〈P/mα〉) = 0.

(d) The natural map :

(mn
α/m

n+1
α )⊗P N → mn

αN/m
n+1
α N

is an isomorphism ofA-modules, for everyn ∈ N (notation of (3.1.33)).
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Proof. The assertion (a)⇔(b) is just a restatement of proposition 3.1.40(i), and holds in greater
generality, without any assumption on eitherA or the pointed integral monoidP .

As for the remaining assertions, letS := α−1(A×); since the localizationP → S−1P is flat,
the natural maps :

Tor
Z〈P 〉
i (N,Z〈M〉)→ Tor

Z〈S−1P 〉
i (N,Z〈S−1M〉)

are isomorphisms, for everyi ∈ N and everyP -moduleM . Also, notice that the twoP -modules
appearing in (d) are actuallyS−1P -modules (and the natural map isZ〈S−1P 〉-linear). Hence,
we can replace everywhereP by S−1P , which allows to assume thatα is local,i.e.mα = mP .

Next, obviously (b)⇒(c).
(c)⇒(d): For everyn ∈ N, we have a short exact sequence of pointedP -modules :

0→ mn
P/m

n+1
P → P/mn+1

P → P/mn
P → 0.

It is easily seen thatmn
P/m

n+1
P is a freeP/mP -module (in the category of pointed modules),

so the assumption implies thatTorZ〈P 〉
1 (N,mn

P/m
n+1
P ) = 0 for everyn ∈ N. By looking at the

induced longTor-sequences, we deduce that the natural map

Tor
Z〈P 〉
1 (N,P/mn+1

P )→ Tor
Z〈P 〉
1 (N,P/mn

P )

is injective for everyn ∈ N. Then, a simple induction shows that, under assumption (c),all
these modules vanish. The latter means that the natural map :

mn
P ⊗P N → mn

PN

is an isomorphism, for everyn ∈ N. We consider the commutative ladder with exact rows :

mn+1
P ⊗P N //

��

mn
P ⊗P N //

��

(mn
P/m

n+1
P )⊗P N //

��

0

mn+1
P N // mn

PN // mn
PN/m

n+1
P N // 0.

By the foregoing, the two left-most vertical arrows are isomorphisms, hence the same holds for
the right-most, whence (c).

(d)⇒(c): We have to show that the natural mapu : mP ⊗P N → mPN is an isomorphism.
To this aim, we consider themP -adic filtrations on these two modules; for the associated graded
modules one gets :

grn(mPN) = mn
PN/m

n+1
P N grn(mP ⊗P N) = (mn

P/m
n+1
P )⊗P N

for everyn ∈ N; whence maps ofA-modules :

grn(mP ⊗P N)
grnu−−→ grn(mPN).

which are isomorphism by assumption. To conclude, it suffices to show :

Claim 6.5.14. For every idealI ⊂ P , themPA-adic filtration is separated on theA-module
I ⊗P N .

Proof of the claim.Indeed, notice that the idealI/P× ⊂ P ♯ is finitely generated (proposition
3.1.9(ii)), hence the same holds forI, soI ⊗P N is a finitely generatedA-module. Then the
contention follows from [61, Th.8.10]. ♦

(c)⇒(b): We argue by induction oni. For i = 1, suppose first thatM = P/I for some ideal
I ⊂ P (notice that any such quotient is an integral pointedP -module); in this case, the assertion
to prove is that the natural mapv : I ⊗P N → IN is an isomorphism. However, consider the
mP -adic filtration onP/I; for the associated graded module we have :

grn(P/I) = (mn
P ∪ I)/(mn+1 ∪ I) for everyn ∈ N
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and it is easily seen that this is a free pointedP×-module, for everyn ∈ N. Hence, by inspecting
the long exactTor-sequences associated to the exact sequences

0→ grn(P/I)→ P/(mn+1
P ∪ I)→ P/(mn

P ∪ I)→ 0

our assumption (c), together with a simple induction yields:

(6.5.15) Tor
Z〈P 〉
1 (N,Z〈P/(mn

P ∪ I)〉) for everyn ∈ N.

Now, fix n ∈ N; in light of lemma 6.5.11, there existsk ≥ n such thatmk
P ∩ I ⊂ mn

P I. We
deduce surjective maps ofA-modules :

I ⊗P N →
I

mk
P ∩ I

⊗P N →
I

mn
P I
⊗P N ∼→ I ⊗P N

mn
P (I ⊗P N)

.

On the other hand, (6.5.15) says that the natural map(mn
P ∪ I) ⊗P N → (mn

P ∪ I)N is an
isomorphism, so the same holds for the induced composed map :

I

mk
P ∩ I

⊗P N ∼→ mk
P ∪ I
mk
P

⊗P N →
(mk

P ∪ I)N
mk
PN

.

Consequently, the kernel ofv is contained inmn
P (I ⊗P N); sincen is arbitrary, we are reduced

to showing that themP -adic filtration is separated onI ⊗P N , which is claim 6.5.14.
Next, again fori = 1, letM be an arbitrary integralP -module. In view of remark 3.1.27(i),

we may assume thatM is finitely generated; moreover, remark 3.1.27(ii), together with an easy
induction further reduces to the case whereM is cyclic, in which case, according to remark
3.1.27(iii),M is of the formP/I for some idealI, so the proof is complete in this case.

Finally, supposei > 1 and assume that the assertion is already known fori − 1. We may
similarly reduce to the case whereM = P/I for some idealI as in the foregoing; to conclude,
we observe that :

Tor
Z〈P 〉
i (N,Z〈P/I〉) ≃ Tor

Z〈P 〉
i−1 (N,Z〈I〉).

Since obviouslyI is an integralP -module, the contention follows. �

As a corollary, we have the following combinatorial going-down theorem, which is proved in
the same way as its commutative algebra counterpart.

Corollary 6.5.16. In the situation of(6.5.10), assume thatP ♯ is fine, and thatA is α-flat. Let
p ⊂ q be two prime ideals ofP , andq′ ⊂ A a prime ideal such thatq = α−1q′. Then there
exists a prime idealp′ ⊂ q′ such thatp = α−1p′.

Proof. Let β : Pq → Aq′ be the morphism induced byα; it is easily seen thatAq′ is β-flat,
and moreover(Pp)

♯ = (P ♯)♯p is still fine (lemma 3.1.20(iv)). Hence we may replaceα by β,
which (in view of (3.1.11)) allows to assume thatq (resp.q′) is the maximal ideal ofP (resp.
of A). Next, letP0 := P/p, A0 := A/pA and denote byα0 : P0 → A0 the morphism induced
from α; it is easily seen thatA0 is α0-flat : for instance, the natural map(mn

P/m
n+1
P )⊗P A0 →

mn
PA0/m

n+1
P A0 is of the typef ⊗A A0, wheref is the map in proposition 6.5.13(c), thus if

the latter is bijective, so is the former. MoreoverP ♯
0 is a quotient ofP ♯, hence it is again fine.

Therefore we may replaceP by P0 andA byA0, which allows to further assume thatp = {0},
and it suffices to show that there exists a prime idealq′ ⊂ A, such thatα−1q′ = {0}. Set
Σ := P \ {0}; it is easily seen that the natural morphismP → Σ−1P is injective; moreover, its
cokernelC (in the category of pointedP -modules) is integral, so thatTorZ〈P 〉

1 (A,Z〈C〉) = 0
by assumption. It follows that the localization mapA→ Σ−1A is injective, especiallyΣ−1A 6=
{0}, and therefore it contains a prime idealq′′. The prime idealq′ := q′′ ∩A will do. �
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Lemma 6.5.17.LetA be a noetherian local ring,N anA-module of finite type,α : P → A
andβ : Q → A two morphisms of pointed monoids, withP ♯ andQ♯ both fine. Suppose thatα
andβ induce the same constant log structure onSpecA (see(6.1.13)). ThenN is α-flat if and
only if it is β-flat.

Proof. Let ξ be aτ -point localized at the closed point ofX := SpecA, setB := OX,ξ and
let ϕ : A → B be the natural map. Let alsoM be the push-out of the diagram of monoids
P ← (ϕ ◦ α)−1B× → B× deduced fromα; thenM ≃ P log

X,ξ , the stalk at the pointξ of the
constant log structure onXτ associated toα. Sinceϕ is faithfully flat, it is easily seen thatN is
α-flat if and only ifN ⊗A B is ϕ ◦ α-flat.

Hence we may replaceA byB, α byϕ ◦α,N byN ⊗AB, andQ byM , after which we may
assume thatQ = P ∐α−1(A×) A

×; especially, there exists a morphism of monoidsγ : P → Q
such thatα = β ◦ γ, and moreoverβ is a local morphism.

Next, setS := α−1(A×); clearly γ extends to a morphism of monoidsγ′ : S−1P → Q,
andα andβ ◦ γ′ induce the same constant log structure onXτ . Arguing as in the proof of
proposition 6.5.13, we see thatN isP -flat if and only if it isS−1P -flat. Hence, we may replace
P byS−1P , which allows to assume thatγ induces an isomorphismP ∐P× A× ∼→ Q, therefore
also an isomorphismP ♯ ∼→ Q♯. The latter implies thatmQ = mPQ; moreover, notice that the
morphism of monoidsP× → A× is faithfully flat, so the natural map :

Tor
Z〈P 〉
1 (N,Z〈P/mP 〉)→ Tor

Z〈Q〉
1 (N,Z〈(P/mP )⊗P Q〉)→ Tor

Z〈Q〉
1 (N,Z〈Q/mQ〉)

is an isomorphism. The assertion follows. �

Lemma 6.5.18.LetM be an integral monoid,A a ring,ϕ : M → A a morphism of monoids,
and setS := SpecA. Suppose thatA is ϕ-flat. Then the log structure(M,ϕ)logS on Sτ is the
subsheaf of monoids ofOS generated byO×

S and the image ofM .

Proof. To ease notation, setM := (M,ϕ)logS ; let ξ be anyτ -point of S. Then the stalkM ξ is
the push-out of the diagram :O×

S,ξ ← ϕ−1
ξ (O×

S,ξ) → M whereϕξ : M → OS,ξ is deduced from
ϕ. HenceM ξ is generated byO×

S,ξ and the image ofM , and it remains only to show that the
structure mapM ξ → OS,ξ is injective. Therefore, leta, b ∈M andu, v ∈ O×

S,ξ such that :

(6.5.19) ϕξ(a) · u = ϕξ(b) · v.
We come down to showing :

Claim 6.5.20. There existc, d ∈M such that :

ϕξ(c), ϕξ(d) ∈ O×
S,ξ ac = bd ϕξ(c) · v = ϕξ(d) · u.

Proof of the claim. Let mξ ⊂ OS,ξ be the maximal ideal, and setp := ϕ−1
ξ (mξ), so thatϕξ

extends to a local morphismϕp : Mp → OS,ξ. SinceOS,ξ is a flatA-algebra,OS,ξ is ϕ-flat,
and consequently it is faithfullyϕp-flat (lemma 3.1.36). Then, assumption (6.5.19) leads to the
identity:

aMp ⊗Mp
OS,ξ = ϕξ(a) · OS,ξ = ϕξ(b) · OS,ξ = bMp ⊗Mp

OS,ξ
whenceaMp = bMp, by faithful ϕp-flatness. It follows that there existx, y ∈ Mp such that
ax = b andby = a, henceaxy = a, which implies thatxy = 1, sinceMp is an integral module.
The latter means that there existc, d ∈M \p such thatac = bd in M . We deduce easily that

ϕξ(a) · ϕξ(c) · v = ϕξ(a) · ϕξ(d) · u.
Thus, to complete the proof, it suffices to show thatϕξ(a) is regular inOS,ξ. However, the
morphism ofM-modulesµa : M → M : m 7→ am (for all m ∈ M) is injective, hence the
same holds for the mapµa ⊗M OS,ξ : OS,ξ → OS,ξ, which is just multiplication byϕ(a). �
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6.5.21. Let(X,M) be a locally noetherian log scheme, with coherent log structure (on the
siteXτ , see (6.2.1)), and letξ be anyτ -point ofX. We denote byI(ξ,M) ⊂ OX,ξ the ideal
generated by the image of the maximal ideal ofM ξ, and we set :

d(ξ,M) := dimOX,ξ/I(ξ,M) + dimM ξ.

Lemma 6.5.22.In the situation of(6.5.21), suppose furthermore that(X,M) is a fs log scheme.
Then we have the inequality :

dimOX,ξ ≤ d(ξ,M).

Proof. According to corollary 6.1.34(i), there exists a neighborhoodU → X of ξ in Xτ , and
a fine and saturated chartα : PU → M |U , which is sharp at the pointξ. Especially,P ≃ M ♯

ξ,
thereforedimP = dimM ξ (corollary 3.4.10(ii)). Notice thatOX,ξ is a noetherian local ring
(this is obvious forτ = Zar, and follows from [33, Ch.IV, Prop.18.8.8(iv)] forτ = ét), hence to
conclude it suffices to apply corollary 6.5.8(i) to the induced map of monoidsP → OX,ξ. �

Definition 6.5.23. Let (X,M) be a locally noetherian fs log scheme,ξ a τ -point ofX.
(i) We say that(X,M) is regular at the pointξ, if the following holds :

(a) the inequality of lemma (6.5.22) is actually an equality, and
(b) the local ringOX,ξ/I(ξ,M) is regular.

(ii) We denote by(X,M)reg ⊂ X the set of pointsx such that(X,M) is regular at any
(hence all)τ -points ofX localized atx.

(iii) We say that(X,M) is regular, if (X,M)reg = X.
(iv) Suppose thatK is a field, andX aK-scheme. We say that theK-log scheme(X,M)

is geometrically regular, if E ×K (X,M) is regular, for every field extensionE of K.

Remark 6.5.24.(i) Certain constructions produce log structuresM → OX that are morphisms
of pointed monoids. It is then useful to extend the notion of regularity to such log structures.
We shall say that(X,M) is apointed regularlog scheme, if there exists a log structureN on
X, such thatM = N ◦ (notation of (6.1.9)), and(X,N) is a regular log scheme.

(ii) Likewise, if K is a field,X aK-scheme, andM a log structure onX, we shall say that
theK-log scheme(X,M) is geometrically pointed regular, if M = N ◦ for some log structure
N onX, such that(X,N) is geometrically regular.

6.5.25. Let(X,M) be a locally noetherian fs log scheme,ξ a τ -point of X, andO∧
X,ξ the

completion ofOX,ξ. The next result is the logarithmic version of the classicalcharacterization
of complete regular local rings ([61, Th.29.7 and Th.29.8]).

Theorem 6.5.26.With the notation of(6.5.25), the log scheme(X,M) is regular at the pointξ
if and only if there exist :

(a) a complete regular local ring(R,mR), and a local ring homomorphismR→ O∧
X,ξ;

(b) a fine and saturated chartPX(ξ) → M(ξ) which is sharp at the closed pointξ ofX(ξ),
such that the induced continuous ring homomorphism

R[[P ]]→ O∧
X,ξ

is an isomorphism ifOX,ξ contains a field, and otherwise it is a surjection, with kernel
generated by an elementϑ ∈ R[[P ]] whose constant term lies inmR\m2

R.

Proof. Suppose first that (a) and (b) hold. IfR contains a field, then it follows that

dimOX,ξ = dimO∧
X,ξ = dimR + dimP

by corollary 6.5.8(ii); moreover, in this caseI(ξ,M) = mPOX,ξ, henceOX,ξ/I(ξ,M) =
OX,ξ/mPOX,ξ, whose completion isO∧

X,ξ/mPO∧
X,ξ ≃ R so thatOX,ξ/I(ξ,M) is regular ([30,

Ch.0, Prop.17.3.3(i)]). Furthermore,

dimR = dimO∧
X,ξ/mPO∧

X,ξ = dimOX,ξ/I(ξ,M)
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([61, Th.15.1]). Hence(X,M) is regular at the pointξ. If R does not contain a field, we obtain
dimOX,ξ = dimR + dimP − 1. On the other hand, letϑ0 be the image ofϑ in mR; then we
haveO∧

X,ξ/mPO∧
X,ξ ≃ R/ϑ0R, which is regular of dimensiondim R − 1, and again we invoke

[30, Ch.0, Prop.17.3.3(i)] to see that(X,M) is regular atξ.
Conversely, suppose that(X,M) is regular atξ. Suppose first thatOX,ξ contains a field;

then we may find a fieldk ⊂ O∧
X,ξ mapping isomorphically to the residue field ofO∧

X,ξ ([61,
Th.28.3]). Pick a sequence(t1, . . . , tr) of elements ofOX,ξ whose image in the regular local
ring OX,ξ forms a regular system of parameters. Let alsoP a fine saturated monoid for which
there exists a neighborhoodU → X of ξ and a chartPU → M |U , sharp at the pointξ. There
follows a map of monoidsα : P → OX,ξ, and necessarily the image ofmP lies in the maximal
ideal ofOX,ξ, and generatesI(ξ,M). We deduce a continuous ring homomorphism

k[[P × N⊕r]]→ O∧
X,ξ

which extendsα, and which maps the generatorsT1, . . . , Tr of N⊕r onto respectivelyt1, . . . , tr.
This map is clearly surjective, and by comparing dimensions(using corollary 6.5.8(ii)) one sees
that it is an isomorphism. Then the theorem holds in this case, withR := k[[N⊕r]].

Next, if OX,ξ does not contain a field, then its residue characteristic is apositive integerp,
and we may find a complete discrete valuation ringV ⊂ O∧

X,ξ whose maximal ideal ispV , and
such thatV/pV maps isomorphically onto the residue field ofO∧

X,ξ ([61, Th.29.3]). Again, we
choose a morphism of monoidsα : P → OX,ξ as in the foregoing, and a sequence(t1, . . . , tr)
of elements ofOX,ξ lifting a regular system of parameters forOX,ξ/I(ξ,M), by means of which
we define a continuous ring homomorphism

ϕ : V [[P × N⊕r]]→ O∧
X,ξ

as in the previous case. Again, it is clear thatϕ is surjective. The image of the idealJ generated
by the maximal ideal ofP × N⊕r is the maximal ideal ofO∧

X,ξ; in particular, there existsx ∈ J
such thatϑ := p− x lies inKerϕ. If we letR := V [[N⊕r]], it is clear thatϑ ∈ mR \m2

R.

Claim 6.5.27. LetA be a ring,π a regular element ofA such thatA/πA is an integral domain,
P a fine and sharp monoid. Let alsoϑ be an element ofA[[P ]] whose constant term isπ (see
(6.5.6)). ThenA[[P ]]/(ϑ) is an integral domain.

Proof of the claim.To ease notation, setA0 := A/πA,B := A[[P ]] andC := B/ϑB. Choose a
decomposition (6.5.7), and setFilγnB :=

∏
i≥nA[[gr

γ
i P ]] for everyn ∈ N. Filγ•B is a separated

filtration by ideals ofB, and we may consider the induced filtrationFilγ•C on C. First, we
remark thatFilγ•C is also separated. This comes down to checking that

⋂

n≥0

ϑB + FilγnB = ϑB.

To this aim, suppose that, for a givenx ∈ B we have identities of the typex = ϑyn + zn, with
yn ∈ B andzn ∈ FilγnB for everyn ∈ N. Then, sinceπ is regular, an easy induction shows that
grγi (yn) = grγi (ym) whenevern,m > i, and moreoverx = ϑ ·∑i∈N gr

γ
i (yi+1), which shows the

contention. It follows that, in order to show thatC is a domain, it suffices to show that the same
holds for the graded ringgrγ•C associated toFilγ•C. However, notice that :

FilγnB ∩ ϑB = ϑ · FilγnB for everyn ∈ N.

(Indeed, this follows easily from the fact thatπ is a regular element : the verification shall be
left to the reader). Hence, we may compute :

grγnC =
FilγnB + ϑB

Filγn+1 + ϑB
≃ FilγnB

Filγn+1 + ϑFilγn
≃ A[grγnP ]/ϑA[gr

γ
nP ] ≃ A0[gr

γ
nP ].

Thus,grγ•A ≃ A0[P ], which is a domain, since by assumptionA0 is a domain. ♦
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From claim 6.5.27(ii) we deduce thatR[[P ]]/(ϑ) is an integral domain. Then, again by
comparing dimensions, we see thatϕ factors through an isomorphismR[[P ]]/(ϑ)

∼→ O∧
X,ξ. �

Remark 6.5.28.Resume the notation of (6.5.25), and suppose thatOX,ξ/I(ξ,M) is a regular
local ring. LetPX(ξ) → M(ξ) be a chart as in theorem 6.5.26(b), andα : P → OX,ξ the
corresponding morphism of monoids. Moreover, ifOX,ξ contains a field, letV denote a coeffi-
cient field ofO∧

X,ξ, and otherwise, letV be a complete discrete valuation ring whose maximal
ideal is generated byp, the residue characteristic ofOX,ξ. In either case, pick a ring homomor-
phismV → O∧

X,ξ inducing an isomorphism ofV/pV onto the residue field ofOX,ξ. Let as well
t1, . . . , tr ∈ OX,ξ be any sequence of elements whose image inOX,ξ/I(ξ,M) forms a regular
system of parameters, and extend the mapα to a morphism of monoidsP × N⊕r → OX,ξ, by
the rule :ei 7→ ti, wheree1, . . . , er is the natural basis ofN⊕r. Then by inspecting the proof of
theorem 6.5.26, we see that the induced continuous ring homomorphism :

V [[P × N⊕r]]→ O∧
X,ξ

is always surjective, and ifV is not a field, its kernel contains an elementϑwhose constant term
in V is ϑ0 = p. If V is a field (resp. ifV is a discrete valuation ring) then(X,M) is regular at
the pointξ, if and only if this map is an isomorphism (resp. if and only ifthe kernel of this map
is generated byϑ).

Corollary 6.5.29. Let (X,M) be a regular log scheme. Then the schemeX is normal and
Cohen-Macaulay.

Proof. Let x ∈ X be any point, andξ a τ -point localized atx; we have to show thatOX,x is
Cohen-Macaulay; in light of [33, Ch.IV, Cor.18.8.13(a)] (whenτ = ét), it suffices to show that
the same holds forOX,ξ. Then [61, Th.17.5] further reduces to showing that the completionO∧

X,ξ

is Cohen-Macaulay; the latter follows easily from theorems6.5.26 and 5.9.34(i). Next, in order
to prove thatX is normal, it suffices to show thatOX,x is regular, wheneverx has codimension
one inX ([61, Th.23.8]). Again, by [33, Ch.IV, Cor.18.8.13(c)] (whenτ = ét) and [30, Ch.0,
Prop.17.1.5], we reduce to showing thatO∧

X,ξ is regular for such a pointx. However, for a point
of codimension one we haver := dimM ξ ≤ 1. If r = 0, thenI(ξ,M) = {0}, henceOX,ξ is

regular. Lastly, ifr = 1, we see thatM ♯
ξ ≃ N (theorem 3.4.16(iii)); consequently, there exists

a regular local ringR and an isomorphismO∧
X,ξ ≃ R[[N]]/(ϑ), whereϑ = 0 if OX,ξ contains a

field, and otherwise the constant term ofϑ lies inmR \ m2
R. SinceR[[N]] is again regular, the

assertion follows in either case. �

Corollary 6.5.30. Let i : (X ′,M ′) → (X,M) be an exact closed immersion of regular log
schemes (see definition6.3.22(i)). Then the underlying morphism of schemesX ′ → X is a
regular closed immersion.

Proof. Let ξ be aτ -point of X, and denote byJ the kernel ofi♮ξ : OX,ξ → OX′,ξ. To ease
notation, let as wellA := OX,ξ/I(ξ,M) andA′ := OX′,ξ/I(ξ,M

′) Sincelog i : i∗M → M ′ is
an isomorphism,i♮ξ induces an isomorphism :

OX,ξ/(J + I(ξ,M))
∼→ A′.

SinceA andA′ are regular, there exists a sequence of elementst1, . . . , tk ∈ J , whose image
in A forms the beginning of a regular system of parameters and generate the kernel of the
induced mapA → A′ ([30, Ch.0, Cor.17.1.9]). Extend this sequence by suitableelements of
OX,ξ, to obtain a sequence(t1, . . . , tr) whose image inA is a regular system of parameters. We
deduce a surjectionϕ : V [[P × N⊕r]] → O∧

X,ξ as in remark 6.5.28, whereV is either a field
or a complete discrete valuation ring. Denote by(e1, . . . , er) the natural basis ofN⊕r. Now,
suppose first thatV is a complete discrete valuation ring; thenKerϕ is generated by an element
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ϑ ∈ V [[P × N⊕r]], whose constant term is a uniformizer inV ; we deduce easily from claim
6.5.27 that(e1, . . . , er, ϑ) is a regular sequence inV [[P × N⊕r]]; hence the same holds for the
sequence(ϑ, e1, . . . , er), in view of [61, p.127, Cor.]. This implies that(t1, . . . , tr) is a regular
sequence inO∧

X,ξ, hence(t1, . . . , tk) is a regular sequence inOX,ξ, which is the contention. The
case whereV is a field is analogous, though simpler : the details shall be left to the reader. �

Remark 6.5.31.In the situation of remark 6.5.28, suppose thatP is a free monoid of finite rank
d, let{f1, . . . , fd} ⊂ OX,ξ be the image of the (unique) system of generators ofP , and for every
i ≤ d let Zi ⊂ X be the zero locus offi; then

⋃d
i=1 Zi is a strict normal crossing divisor in

the sense of example 6.2.11. The proof is analogous to that ofcorollary 6.5.30 : the sequence
(f1, . . . , fd, ϑ) is regular inV [[P ⊕ N⊕r]], hence also its permutation(ϑ, f1, . . . , fd) is regular,
whence the claim (the details shall be left to the reader).

Proposition 6.5.32.Resume the situation of(6.5.25). Then the log scheme(X,M) is regular
at theτ -point ξ if and only if the following two conditions hold :

(a) The ringOX,ξ/I(ξ,M) is regular.
(b) There exists a morphism of monoidsP → OX,ξ from a fine monoidP , whose associated

constant log structure onX(ξ) is the same asM(ξ), and such thatOX,ξ isP -flat.

Proof. Suppose first that(X,M) is regular at the pointξ; then by definition (a) holds. Next,
we may find a fine monoidP and a local morphismα : P → A := OX,ξ whose associated
constant log structure onX(ξ) is the same asM(ξ), and a regular local ringR, with a ring
homomorphismR → A such that the induced continuous mapR[[P ]] → A∧ fulfills condition
(b) of theorem 6.5.26 (whereA∧ is the completion ofA). Since the completion mapϕ : A →
A∧ is faithfully flat,A is α-flat if and only ifA∧ is ϕ ◦ α-flat; in light of proposition 3.1.39(i),
it then suffices to show that, for every idealI ⊂ P , the natural map

A∧
L

⊗P P/I → A∧ ⊗P P/I
is an isomorphism inD−(A∧-Mod) (notation of (3.1.33)). To this aim we remark :

Claim 6.5.33. For any idealI ⊂ P , the natural morphism

R[P ]
L

⊗P P/I → R〈P/I〉
is an isomorphism inD−(R[P ]-Mod).

Proof of the claim.We consider the base change spectral sequence forTor :

E2
ij := Tor

Z[P ]
i (TorZj (R,Z[P ]),Z〈P/I〉)⇒ TorZi+j(R,Z〈P/I〉)

([75, Th.5.6.6]). ClearlyE2
ij = 0 wheneverj > 0, whence isomorphisms :

Tor
Z〈P 〉
i (R〈P 〉,Z〈P/I〉) ∼→ TorZi (R,Z〈P/I〉)

for everyi ∈ N. The claim follows easily. ♦

In light of claim 6.5.33 we deduce natural isomorphisms :

A∧
L

⊗P P/I ∼→ A∧
L

⊗R[P ] (R[P ]
L

⊗P P/I) ∼→ A∧
L

⊗R[P ] R〈P/I〉
in D−(A∧-Mod). Now, ifA contains a field, we haveA∧ ≃ R[[P ]], which is a flatR[P ]-algebra
([61, Th.8.8]), and the contention follows. IfA does not contain a field, the complex

0→ R[[P ]]
ϑ−→ R[[P ]]→ A∧ → 0

is aR[P ]-flat resolution ofA∧. SinceR[[P ]]/IR[[P ]] ≃ lim
n∈N

R〈P/(I ∪ mn
P )〉, we come down

to the following :
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Claim 6.5.34. Let ϑ ∈ R[P ] be any element whose constant termϑ0 is a regular element inR.
Then, for every idealI ⊂ P , the image ofϑ in R〈P/I〉 is a regular element.

Proof of the claim.In view of (6.5.3),P can be regarded as a graded monoidP =
∐

n∈N Pn,
soR[P ] is a graded algebra, andI =

∐
n∈N(I ∩ Pn) is a graded ideal. Thus,〈P/I〉 is a graded

R-algebra as well, and the claim follows easily (details leftto the reader). ♦

Conversely, suppose that conditions (a) and (b) hold. By virtue of lemma 6.5.17, we may
assume thatP is fine, sharp and saturated, and that the mapP → OX,ξ is local. According
to remark 6.5.28, we may find a regular local ringR of dimension≤ 1 + dimA/mPA, and a
surjective ring homomorphism :

ϕ : R[[P ]]→ A∧

Suppose first thatdimR = 1+dimA/mPA; thenKerϕ contains an elementϑ whose constant
termϑ0 lies inmR \m2

R, andϕ induces an isomorphismR0 := R/ϑ0R
∼→ A∧/mPA

∧. We have
to show thatϕ induces an isomorphismϕ : R[[P ]]/(ϑ)

∼→ A∧. To this aim, we consider the
mP -adic filtrations on these rings; for the associated graded rings we have :

grnR[[P ]]/(ϑ) ≃ R0〈mn
P/m

n+1
P 〉 grnA

∧ = mn
PA

∧/mn+1
P A∧.

Hencegrnϕ is the natural mapA∧/mPA
∧ ⊗P (mn

P/m
n+1
P ) → mn

PA
∧/mn+1

P A∧, and the latter
is an isomorphism, sinceA∧ is P -flat. The assertion follows in this case. The remaining
case wheredimR = dimA/mPA is similar, but easier, so shall be left to the reader, as an
exercise. �

Corollary 6.5.35. Let (X,M) be a log scheme,ξ a τ -point ofX, and suppose that(X,M) is
regular atξ. Then the following conditions are equivalent :

(a) OX,ξ is a regular local ring.
(b) M ♯

ξ is a free monoid of finite rank.

Proof. (b)⇒(a) : Indeed, it suffices to show thatO∧
X,ξ is regular ([30, Ch.0, Prop.17.3.3(i)]); by

theorem 6.5.26, the latter is isomorphic to eitherR[[P ]] orR[[P ]]/ϑR[[P ]], whereR is a regular
local ring,P := M ξ, and the constant term ofϑ lies inmR \ m2

R. Since, by assumption,P is
a free monoid of finite rank, it is easily seen that rings of thelatter kind are regular ([30, Ch.0,
Cor.17.1.8]).

(a)⇒(b) : By proposition 6.5.32,R := OX,ξ is P -flat, for a morphismP := M ♯
ξ → R that

induces the log structureM(ξ) onX(ξ). It follows that

mPR/m
2
PR = (mP/m

2
P )⊗P R = R⊕r

wherer := rk◦P×mP/m
2
P is the cardinality ofmP \ m2

P . In view of [33, Ch.IV, Prop.16.9.3,
Cor.16.9.4, Cor.19.1.2], we deduce that the image ofmP \ m2

P is a regular sequence ofR of
lengthr, hencedimP = dimR − dimR/mPR = r, since(X,M) is regular atξ. Then the
assertion follows from proposition 6.5.4. �

Corollary 6.5.36. Let (X,M) be a regular log scheme,ξ any τ -point ofX, andp ⊂ M ξ an
ideal. We have :

(i) If p is a prime ideal,pOX,ξ is a prime ideal ofOX,ξ, andht p = ht pOX,ξ.
(ii) If p is a radical ideal,pOX,ξ is a radical ideal ofOX,ξ.

Proof. To ease notation, setA := OX,ξ. Pick a morphismβ : P → M ξ as in proposition
6.5.32; by corollary 6.1.34(i) and lemma 6.5.17, we may further assume thatP is fine, sharp
and saturated. Letq := β−1p ⊂ P ; thenpA = qA.

(i): Sincep is a prime ideal,q is a prime ideal ofP , and in order to prove thatpA is a prime
ideal, it suffices therefore to show that the completion(A/qA)∧ of A/qA is an integral domain.
However, remark 6.5.28 implies that(A/qA)∧ ≃ B/ϑB, whereB := R[[P\q]], with (R,mR) a
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regular local ring, andϑ is either zero, or else it is an element whose constant termϑ0 ∈ R lies
in mR\m2

R. The assertion is obvious whenϑ = 0, and otherwise it follows from claim 6.5.27.
Next, by going down (corollary 6.5.16), we see that :

ht pA ≥ ht p.

On the other hand, notice that we have a natural identification SpecM ξ
∼→ SpecP , especially

ht p = ht q, hencedimA/pA = dim(A/qA)∧ = dimR+dim(P\q)− ε, whereε is either0 or
1 depending on whetherR does or does not contain a field (corollary 6.5.8(ii)). Thus :

ht pA ≤ dimA− dimA/pA = dimP − dim(P \q) = ht p

(corollary 3.4.10(iii)), which completes the proof.
(ii): In this case,q is a radical ideal ofP , so it can be written as a finite intersection of prime

ideals ofP (lemmata 3.1.15 and 3.1.20(iii)); then the assertion follows from (i) and lemma
3.1.37 (details left to the reader). �

Lemma 6.5.37.LetX be a scheme,M a fs log structure onXZar, andξ a geometric point of
X. Then(X,M) is regular at the point|ξ| if and only if ũ∗X(X,M) is regular atξ.

Proof. Set(Y,N) := ũ∗X(X,M) (notation of (6.2.2) : of courseY = X, but the sheafOY is
defined on the siteXét, henceB := OY,ξ is the strict henselization ofA := OX,|ξ|), and let
α :M |ξ| → B be the induced morphism of monoids; sinceα is local, it is easily seen thatN ξ is
isomorphic to the push-out of the diagramM |ξ| ←M×

|ξ| → B×, especiallydimM |ξ| = dimN ξ.
Moreover,I(ξ, N) = I(|ξ|,M)B, so thatB0 := B/I(ξ, N) is the strict henselization ofA0 :=
A/I(|ξ|,M) ([33, Ch.IV, Prop.18.6.8]); henceA0 is regular if and only if the same holds forB0

([33, Ch.IV, Cor.18.8.13]). Finally,dimA = dimB anddimA0 = dimB0 ([61, Th.15.1]). The
lemma follows. �

6.5.38. Let(Y,N) be a log scheme,y a τ -point ofY , andα : Qlog
Y → N a fine and saturated

chart which is sharp aty. Let alsoϕ : Q → P be an injective morphism of monoids, withP
fine and saturated, and such thatP× is a torsion-free abelian group. Define(X,M) as the fibre
product in the cartesian diagram of log schemes :

(6.5.39)

(X,M)
f //

��

(Y,N)

h
��

Spec(Z, P )
Spec(Z,ϕ)

// Spec(Z, Q)

whereh is induced byα; especially,h is strict.

Lemma 6.5.40.In the situation of(6.5.38), Letx be anyτ -point ofX such thatf(x) = y, and
suppose that(Y,N) is regular aty. Then(X,M) is regular atx.

Proof. To begin with, we show :

Claim 6.5.41. The natural map :

OX,x
L

⊗P P/I → OX,x ⊗P P/I

is an isomorphism inD−(OX,x -Mod), for every idealI ⊂ P (notation of (3.1.33)).



FOUNDATIONS OFp-ADIC HODGE THEORY 501

Proof of the claim.It suffices to show that this map is an isomorphism inD−(OY,y -Mod), and
in the latter category we have a commutative diagram :

(6.5.42)

(OY,y

L

⊗Q P )
L

⊗P P/I

��

//
OY,y

L

⊗Q P/I

��

(OY,y ⊗Q P )
L

⊗P P/I // (OY,y ⊗Q P )⊗P P/I ∼ // OY,y ⊗Q P/I.

SinceOX,x is a localization ofOY,y ⊗Q P , we are reduced to showing that the bottom arrow
of (6.5.42) is an isomorphism. However, the top arrow of (6.5.42) is always an isomorphism.
Moreover, on the one hand, since(Y,N) is regular aty, the ringOY,y is Q-flat (proposition
6.5.32), and on the other hand, sinceϕ is injective,P/I is an integralQ-module, so the two
vertical arrows are isomorphisms as well, and the claim follows. ♦

Claim6.5.43. OX,x/I(x,M) is a regular ring.

Proof of the claim.Let β : P → A := OX,x be the morphism deduced fromh, and set :

S := β−1(O×
X,x) I(x, P ) := P \S.

Then theZ[P ]-algebraA is a localization of theZ[P ]-algebra

B := S−1(OY,y ⊗Q P )
and it suffices to show thatB/I(x,M) is regular.

It is easily seen thatI(x,M) = I(x, P )A andϕ(mQ) ⊂ I(x, P ); on the other hand, sinceα
is sharp at the pointy, we haveI(y,N) = mQOY,y, andQ \ mQ = {1}. Let p be the residue
characteristic ofOY,y; there follow isomorphisms ofZ(p)-algebras :

B/I(x,M)B ≃ S−1OY,y ⊗Q P/I(x, P ) ≃ OY,y/I(y,N)⊗Z(p)
Z(p)[S

gp].

By assumption,OY,y/I(y,N) is regular, hence we are reduced to showing thatZ(p)[S
gp] is a

smoothZ(p)-algebra ([33, Ch.IV, Prop.17.5.8(iii)]). However, underthe current assumptions
P gp is a free abelian group of finite rank, hence the same holds forSgp, and the contention
follows easily. ♦

In light of proposition 3.1.39(i), claims 6.5.41 and 6.5.43assert that conditions (a) and (b)
of proposition 6.5.32 are satisfied for theτ -point x of (X,M), so the latter is regular atx, as
stated. �

Theorem 6.5.44.Letf : (X,M)→ (Y,N) be a smooth morphism of locally noetherian fs log
schemes,ξ a τ -point ofX, and suppose that(Y,N) is regular at the pointf(ξ). Then(X,M)
is regular at the pointξ.

Proof. In caseτ = Zar, lemma 6.5.37 and corollary 6.3.27(ii) reduce the assertion to the cor-
responding one for̃u∗f . Hence, we may assume thatτ = ét. Next, since the assertion is local
onXτ , we may assume thatN admits a fine and saturated chartα : Qlog

Y → N which is sharp
at f(ξ) (corollary 6.1.34(i)); then, by corollary 6.3.42, we may further assume that there exists
an injective morphism of fine and saturated monoidsϕ : Q → P , such thatP× is torsion-free,
and a cartesian diagram as in (6.5.39). Then the assertion follows from lemma 6.5.40. �

Corollary 6.5.45. Let f : (X,M) → (Y,N) be a smooth morphism of locally noetherian fine
log schemes. Then, for everyy ∈ (Y,N)tr, the log schemeSpec κ(y)×Y (X,M) is geometri-
cally regular.
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Proof. The trivial log structure onSpec κ(y) is obviously saturated, so the same holds for the
log structure ofSpec κ(y) ×Y (X,M). Hence, the assertion is an immediate consequence of
theorem 6.5.44. �

Theorem 6.5.46.Let (X,M) be a locally noetherian fs log scheme. Then the subset(X,M)reg
is closed under generization.

Proof. Let ξ be aτ -point ofX, with supportx ∈ (X,M)reg, and letη be a generization ofξ,
whose support is a generizationy of x. We have to show that(X,M) is regular at the pointη.
Since the assertion is local onX, we may assume that(X,M) admits a fine and saturated chart
β : PX → M , sharp at the pointξ (corollary 6.1.34(i)). Letα : P → OX,η be the morphism
deduced fromβη, and setp := α−1mη, wheremη ⊂ OX,η is the maximal ideal. We consider the
cartesian diagram of log schemes :

(X ′,M ′)◦ //

��

(X,M)

g

�� ��
Spec〈Z, P/p〉 // Spec(Z, P )

whereg is induced byβ (notation of (6.2.13)). Clearlyξ andη induceτ -points onX ′, which
we denote by the same names. We have natural identifications:

OX,ξ/I(ξ,M)
∼→ OX′,ξ/I(ξ,M

′) M ′
η = O×

X′,η OX,η/I(η,M)
∼→ OX′,η

([33, Ch.IV, Prop.18.6.8]). Moreover, from proposition 6.5.32 and lemma 6.5.17 we know that
OX,ξ isP -flat; then corollary 6.5.16 yields the inequality :

dimOX′,ξ = dimOX,ξ ⊗P P/p ≥ dimOX,ξ − ht(p) = dimOX,ξ/I(ξ,M) + dimP/p

in other words :dimOX′,ξ = d(ξ,M ′) (notation of definition 6.5.23), so(X ′,M ′) is regular at
ξ. By the same token,OX,η isPp-flat; from proposition 6.5.32, it follows that(X,M) is regular
atη if and only if the same holds for(X ′,M ′).

Hence we may replace(X,M) by (X ′,M ′), andP byP \p, after which we may assume that
y ∈ (X,M)tr. In this case :

(6.5.47) α(P ) ⊂ O×
X,η

and we have to show thatOX,η is a regular local ring, or equivalently, thatOX,y is regular ([33,
Ch.IV, Cor.18.8.13(c)]).

Denote byY the topological closure ofy in X, endowed with its reduced subscheme struc-
ture. According to [27, Ch.II, Prop.7.1.7] (and [33, Ch.IV,Prop.18.8.8(iv)] in caseτ = ét), we
may find a local injective ring homomorphismj : OY,ξ → V , whereV is a discrete valuation
ring. Let alsoβ : P → OY,ξ be the morphism deduced fromβ. Then (6.5.47) implies that
j ◦ β(P ) ⊂ V \{0}, hencej ◦ β extends to a homomorphism of groupsP gp → K×, where
K× := (V \{0})gp is the multiplicative group of the field of fractions ofV ; after composition
with the valuationK× → Z of V , there follows a group homomorphism

ϕ : P → Z.

Notice also thatj ◦ β is a local morphism, since the same holds forj andβ; consequently,
ϕ(P ) 6= {0}. SetQ := ϕ−1N; thenϕ(Q) is a non-trivial submonoid ofN, anddimQ =
dimQ/Kerϕgp = dimϕ(Q) = 1. Set

T := SpecV (S,Q) := Spec(Z, Q).

Notice thatQ is saturated and fine (corollary 3.4.2), so there exists an isomorphism :

Z⊕r × N
∼→ Q for somer ∈ N
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(theorem 3.4.16(iii)); the latter determines a chart :

(6.5.48) NS → Q

which is sharp at everyτ -point ofS localized outside the trivial locusSpec(Z, Q)tr. We consider
the cartesian diagram of log schemes :

(X ′, g′∗Q)
g′ //

f ′

��

Spec(Z, Q)

f

��
(X,M)

g // Spec(Z, P )

wheref is the morphism of log schemes induced by the inclusion mapψ : P → Q. Notice that
f is a smooth morphism (proposition 6.3.34); moreover, the restriction

ftr : Spec(Z, Q)tr → Spec(Z, P )tr

of f , is just the morphismSpecZ[ψgp] : SpecZ[Qgp] → SpecZ[P gp], hence it is an isomor-
phism of schemes. It follows thatf ′ is a smooth morphism (proposition 6.3.24(ii)), and its
restrictionf ′

tr to the trivial loci, is an isomorphism.
The homomorphismj induces a morphismh : T → X, such that the closed point ofT maps

to x and the generic point maps toy. By constructiong ◦ h lifts to a morphism of schemes
h′ : T → S, and the pair(h, h′) determines a morphismT → X ′. Let x′, y′ ∈ X ′ be the
images of respectively the closed point and the generic point of T , and chooseτ -pointsξ′ andη′

localized atx′ and respectivelyy′; then the image ofx′ in X is the pointx, therefore(X ′, g′∗Q)
is regular at the pointξ′, by theorem 6.5.44. Furthermore,g′(ξ′) lies outsideSpec(Z, Q)tr,
hence (6.5.48) induces a chartNX′ → g′∗Q, which is sharp atξ′. In light of corollary 6.5.35,
we deduce thatOX′,x′ is a regular ring, and then the same holds also forOX′,y′ ([30, Ch.0,
Cor.17.3.2]). However,y′ lies in the trivial locus of(X ′, g′∗Q), and its image inX is y, so by
the foregoing the natural mapOX,y → OX′,y′ is an isomorphism, and the contention follows.�

6.5.49. Let(X,M) be any log scheme,ξ a τ -point ofX. There follows a continuous map

ψξ : X(ξ)→ Tξ := SpecM ξ

that sends the closed point ofX(ξ) to the closed point ofTξ. For every pointp ∈ Tξ, let {p} be
the topological closure of{p} in Tξ; then

X(p) := ψ−1
ξ {p}

is a closed subset ofX(ξ), which we endow with its reduced subscheme structure, and weset

(X(p),M(p)) := ((X(ξ),M(ξ))×X X(p))red

(notation of example 6.1.10(iv)). Notice thatUp := ψ−1
ξ (p) is an open subset ofX(p), for every

p ∈ Tξ. We call the family
(Up | p ∈ Tξ)

of locally closed subschemes ofX(ξ), the logarithmic stratificationof (X(ξ),M(ξ)). For
instance,U∅ = (X(x),M(x))tr. More generally, it is clear from the definition that

(6.5.50) Up = (X(p),M(p))tr for everyp ∈ Tξ.
Corollary 6.5.51. In the situation of(6.5.49), suppose that(X,M) is regular atξ. We have :

(i) The log scheme(X(p),M(p)) is pointed regular, for everyp ∈ Tξ.
(ii) The schemeX(p) is irreducible, and its codimension inX equals the height ofp in Tξ,

for everyp ∈ Tξ.
(iii) The schemeUp is regular and irreducible, for everyp ∈ Tξ.



504 OFER GABBER AND LORENZO RAMERO

Proof. (i): By theorem 6.5.46, it suffices to show that(X(p),M(p)) is pointed regular atξ, for
everyp ∈ Tξ. However, say thatX(ξ) = SpecA, and letP → M(ξ) be a fine and saturated
chart, sharp at theτ -point ξ. ThenX(p) = SpecA0, whereA0 := A/pA, andM(p) = N ◦,
whereN is the fs log structure deduced from the induced mapβ : P \p → A0. By proposition
6.5.32 and lemma 6.5.17, the ringA is P -flat; thenA0 is β-flat, and the assertion follows from
proposition 6.5.32.

Next, (ii) is a rephrasing of corollary 6.5.36(i), and (iii)follows from (i),(ii) and (6.5.50), by
virtue of corollary 6.5.35. �

Proposition 6.5.52.Let (X, β : M → OX) be a regular log scheme, setU := (X,M)tr, and
denote byj : U → X the open immersion. Then the morphismβ induces identifications:

M
∼→ j∗O

×
U ∩OX M gp ∼→ j∗O

×
U .

Proof. Notice that the schemeX is normal (corollary 6.5.29), hence bothj∗O
×
U andOX are

subsheaves of the sheafi∗OX0 , whereX0 is the subscheme of maximal points ofX, and i :
X0 → X is the natural morphism; so we may intersect these two sheaves inside the latter.

In view of lemma 6.5.18 and proposition 6.5.32, we know already thatβ is injective, and
clearly the image ofβ lands inj∗O

×
U , so it remains only to show thatβ (resp.βgp) induces an

epimorphism ontoj∗O
×
U ∩ OX (resp. ontoj∗O

×
U ). The assertions can be checked on the stalks,

hence letξ be anyτ -point ofX; to begin with, we show :

Claim 6.5.53. The induced mapβgp
ξ :Mgp

ξ → (j∗O
×
U )ξ is a surjection.

Proof of the claim.SetA := OX,ξ; notice that(X(ξ),M(ξ))tr is the complement of the union
of the finitely many closed subsets of the formZp := SpecA/pA, wherep ⊂ M ξ runs over
the prime ideals of height one. Due to corollary 6.5.36(i), eachZp is an irreducible divisor in
SpecA. Now, let s ∈ (j∗O

×
U )ξ; then the divisor ofs is of the form

∑
htp=1 np[p], for some

np ∈ Z. By lemmata 6.1.16(ii) and 6.2.21(i),M ♯
ξ is a fine and saturated monoid; then lemma

3.4.22 and proposition 3.4.32 say that the fractional idealI :=
⋂

ht p=1m
np

p of M ξ is reflexive,
and therefore the fractional idealIA of A is reflexive as well (lemma 3.4.27(ii)). SinceA
is normal, by considering the localizations ofIOX,ξ at the prime ideals of height one ofA,
we deduce easily thatIA = sA ([14, Ch.VII, §4, n.2, Cor. du Th.2]). Thus, we may write
s =

∑n
i=1 β

gp
ξ (xi)ai for certainai ∈ A andxi ∈ I (for i = 1, . . . , n). Then we must have

βgp
ξ (xi)ai /∈ s · mξ for at least one indexi ≤ n (wheremξ ⊂ A is the maximal ideal); for such
i, it follows thats−1 · βgp

ξ (xi) ∈ A×, whences ∈M gp
ξ , as required. ♦

Now, lets ∈ (j∗O
×
U )ξ ∩ A; by claim 6.5.53, we may findx ∈ M gp

ξ such thatβgp
ξ (x) = s. To

conclude, it suffices to show thatx ∈ M ξ. By theorem 3.4.16(i), we are reduced to showing
thatx ∈ (M ξ)p for every prime idealp ⊂ M ξ of height one. Setq := pA; thenq is a prime
ideal of height one (corollary 6.5.36(i)), andβξ extends to a well defined map of monoids
βp : (M ξ)p → Aq. Furthermore,Aq is a discrete valuation ring (corollary 6.5.29), whose
valuation we denotev : Aq \ {0} → N. In view of theorem 3.4.16(ii), we see thatx ∈ (M ξ)p if
and only if(v ◦ βp)gp(x) ≥ 0. However, clearlyv(s) ≥ 0, whence the contention. �

Remark 6.5.54.Let reg.logτ denote the full subcategory oflogτ whose objects are the regular
log schemes. As an immediate consequence of proposition 6.5.52 (and of remark 6.2.8(i)) we
see that the forgetful functorF of (6.2.1) restricts to a fully faithful functor

reg.logτ → Open (X,M) 7→ ((X,M)tr → X)

whereOpen is full subcategory ofMorph(Sch) whose objects are the open immersions.
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6.6. Resolution of singularities of regular log schemes.Most of this section concerns results
that are special to the class of log schemes over the Zariski topology; these are then applied to
étale fs log structures, after we have shown that every suchlog structure admits a logarithmic
blow up which descends to the Zariski topology (proposition6.6.52). The same statement –
with an unnecessary restriction to regular log schemes – canbe found in the article [64] by
W.Niziol : see theorem 5.6 ofloc.cit.. We mainly follow her treatment, except for fleshing out
some details, and correcting some inaccuracies.

Therefore,we let hereτ = Zar, and all log structures considered in this section until(6.6.48)
are defined on the Zariski sites of their underlying schemes.

6.6.1. Letf : (Y,N) → (X,M) be any morphism of log schemes; we remark thatf is a
morphism of monoidal spaces,i.e. for everyy ∈ Y , the mapMf(y) → Ny induced bylog f , is
local. Indeed, it has been remarked in (6.1.6) that the natural mapM f(y) → (f ∗M)y is local,
and on the other hand, a sections ∈ (f ∗M)y is invertible if and only if its image inOY,y is
invertible, if and only iflog fy(s) is invertible inN y, whence the contention. We shall denote

f ♯ : (Y,N)♯ → (X,M)♯

the morphism of sharp monoidal spaces induced byf in the obvious way (i.e. the underlying
continuous map is the same as the continuous map underlyingf , andlog f ♯ : f ∗M ♯ → N ♯ is
(log f)♯ : see definition 3.5.1).

6.6.2. We letK be the category whose objects are all data of the formX := ((X,M), F, ψ),
where(X,M) is a log scheme,F is a fan, andψ : (X,M)♯ → F is a morphism of sharp
monoidal spaces, such thatlogψ : ψ∗OF →M ♯ is an isomorphism. The morphisms :

((Y,N), F ′, ψ′)→ X

in K are all the pairs(f, ϕ), wheref : (Y,N) → (X,M) is a morphism of log schemes, and
ϕ : F ′ → F is a morphism of fans, such that the diagram

(Y,N)♯
f♯ //

ψ′

��

(X,M)♯

ψ

��
F ′

ϕ // F

commutes. Especially, notice that lemma 6.1.4 implies the identity :

(6.6.3) Str(f) = ψ′−1Str(ϕ).

(notation of definitions 3.5.1(ii) and 6.2.7(ii)). We shallsay that an objectX is locally noether-
ian, if the same holds for the schemeX. Likewise, a morphism(f, ϕ) in K is quasi-compact,
(resp. quasi-separated, resp. separated, resp. locally of finite type, resp. of finite type) if the
same holds for the morphism of schemes underlyingf . We say thatf is étale, if the same holds
for the morphism of log schemes underlyingf . Also, thetrivial locus of X is defined as the
subset(X,M)tr of X.

6.6.4. There is an obvious (forgetful) functor :

F : K → Sch ((X,M), F, ψ) 7→ X

which is a fibration. More precisely, every morphism of schemesS ′ → S induces abase change
functor (notation of (1.1.16)) :

FK /S → FK /S ′ X 7→ S ′ ×S X
unique up to natural isomorphism of functors. Namely, forX := ((X,M), F, ψ) one lets

S ′ ×S X := (S ′ ×S (X,M), F, ψ′)
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whereψ′ := ψ ◦ π♯, andπ : S ′ ×S (X,M)→ (X,M) is the natural projection.

Example 6.6.5.(i) Let P be a monoid,R a ring, and set(S, P log
S ) := Spec(R,P ) (see (6.2.13)).

The unit of adjunctionεP : P → R[P ] determines a unique morphism of sharp monoidal spaces

ψP : Spec(R,P )♯ → TP := (SpecP )♯

(proposition 3.5.6), and we claim thatS := (Spec(R,P ), TP , ψP ) is an object ofK .
The assertion can be checked on the stalks, hence letξ be a point ofS; thenξ corresponds

to a prime idealpξ ⊂ R[P ], and by inspecting the definitions, we see thatψP (ξ) = ε−1
P (pξ) =

qξ := P ∩ pξ ∈ SpecP . Again, a direct inspection shows that the morphism

(logψP )ξ : OTP ,qξ → (P log
S )♯ξ

is none else than the natural isomorphismP ♯
qξ

∼→ P log
S,ξ /O

×
S,ξ deduced fromεP and the natural

identifications
P log
S,ξ = O×

S,ξ ⊗P\qξ P = O×
S,ξ ⊗P×

qξ
Pqξ .

(ii) The construction ofS is clearly functorial inP . Namely, say thatλ : P → Q is a
morphism of monoids, and setS ′ := SpecR[Q], TQ := (SpecQ)♯. There follows a morphism

(6.6.6) S′ := (Spec(R,Q), TQ, ψQ)→ S

in K , whose underlying morphism of log schemes isSpec(R, λ), and whose underlying mor-
phism of fans is just(Specλ)♯.

6.6.7. Example 6.6.5 can be globalized to more general log schemes, at least under some
additional assumptions. Namely, let(X,M) be a regular log scheme. For every pointx of X,
let mx ⊂ OX,x be the maximal ideal; we set :

F (X) := {x ∈ X | I(x,M) = mx}
(notation of (6.5.21)), and we endowF (X) with the topology induced fromX. The fan of
(X,M) is the sharp monoidal space

F (X,M) := (F (X),M |F (X))
♯.

We wish to show thatF (X,M) is indeed a fan. LetU ⊂ X be any open subset; to begin with,
it is clear thatF (U,M |U) is naturally an open subset ofF (X,M); hence the contention is local
onX, so we may assume thatX is affine, sayX = SpecA for a noetherian ringA, and thatM
admits a finite chartPX → M ; denote byβ : P → A the induced morphism of monoids. Let
now ξ be a point ofX, andpξ ⊂ A the corresponding prime ideal; setqξ := β−1pξ ∈ SpecP .
By inspecting the definitions, it is easily seen thatI(ξ,M) = qξApξ . Therefore, for any prime
ideal q ⊂ P , let V (q)max be the finite set consisting of all the maximal points of the closed
subsetV (q) := SpecA/qA (i.e. the minimal prime ideals ofA/qA); in light of corollary
6.5.36(i), it follows easily that

(6.6.8) F (X) =
⋃

q∈Spec P

V (q)max

especially,F (X) is a finite set (lemma 3.1.20(iii)). Lett ∈ F (X) be any element, and denote
by U(t) ⊂ F (X) the subset of all generizations oft in F (X); as a corollary, we see thatU(t)
is an open subset ofF (X). Moreover, (6.6.8) also implies that :

U(t) =
⋃

q∈SpecP

(SpecOX,t/qOX,t)max.

However, corollary 6.5.36(i) says thatSpecOX,t/qOX,t is irreducible for everyq ∈ SpecP ,
therefore the setU(t) is naturally identified with a subset ofSpecP . Furthermore, arguing as
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in example 6.6.5(i) we find a natural isomorphismP ♯
qt

∼→ OF (X,M),t. Moreover, ift′ ∈ U(t) is
any other point, the specialization mapOF (X,M),t → OF (X,M),t′ corresponds – under the above
isomorphism – to the natural morphismP ♯

qt
→ P ♯

q′t
induced by the localization mapPqt →

Pq′t. This shows that the open monoidal subspace(U(t),M |U(t)) is naturally isomorphic to
(SpecPqt)

♯, henceF (X,M) is a fan, as stated.

Remark 6.6.9. (i) The discussion in (6.6.7) shows more precisely that, if :
(a) (U,M) is a log scheme withU = SpecA affine,
(b) there exists a morphismβ : P → A from a finitely generated monoidP , inducing the

log structureM onU , and
(c) β(q)A is a prime ideal for everyq ∈ SpecP

thenF (U,M) is naturally identified with(SpecP )♯. In this situation, denote by

fβ : (U,M)♯ → TP := (SpecP )♯

the morphism of sharp monoidal spaces deduced fromβ (proposition 3.5.6); by inspecting the
definitions, we see that the associated maplog fβ : f ∗

βOTP → M ♯ is an isomorphism. Via the
foregoing natural identification, there results a morphismπU : (U,M)♯ → F (U,M) which can
be described without reference toP . Indeed, letx ∈ U be any point, andp ∈ SpecA the
corresponding prime ideal; by inspecting the definitions wefind that

πU (x) = I(x,M) which is the largest prime ideal inSpecAp ∩ F (U,M).

Especially,πU(x) is a generization ofx, and the inverse of(log πU)x : OF (U,M),πU (x)
∼→ M ♯

x

is induced by the specialization mapMx → MπU (x) (which induces an isomorphism on the
associated sharp quotient monoids).

(ii) Finally, it follows easily from corollary 6.5.36(i) and [32, Ch.IV, Cor.8.4.3], that ev-
ery regular log scheme(X,M) admits an affine open coveringX =

⋃
i∈I Ui, such that each

(Ui,M |Ui) fulfills conditions (a)–(c) above, and the intrinsic description in (i) shows that the
morphismsπUi glue to a well defined morphismπX : (X,M)♯ → F (X,M) of sharp monoidal
spaces, such that the datum

K (X,M) := ((X,M), F (X,M), πX)

is an object ofK .
(iii) Notice thatπ−1

X (t) is an irreducible locally closed subset ofX of codimension equal
to the height oft, for everyt ∈ F (X,M); alsoπ−1

X (t) is a regular scheme, for its reduced
subscheme structure. Indeed, we have already observed thatt is the unique maximal point of
π−1
X (t), and then the assertion follows immediately from corollary6.5.51(ii,iii). Furthermore,

the inclusion mapj : F (X,M)→ X is a continuous section ofπX , and notice thatj◦πX(U) =
j−1U for every open subsetU ⊂ X, sincej maps everyt ∈ F (X,M) to the unique maximal
point ofπ−1

X (t). It follows easily thatπX is an open map.

6.6.10. Denote byKint the full subcategory ofK whose objects are the data((X,M), F, ψ)
such thatM is an integral log structure, andF is an integral fan. There is an obvious functor

Kint → int.Fan : ((X,M), F, ψ) 7→ F

to the category of integral fans, which shall be used to construct useful morphisms of log
schemes, starting from given morphisms of fans. This technique rests on the following three
results :

Lemma 6.6.11.Let ((X,M), F, ψ) be an object ofKint, with F locally fine. Then, for each
pointx ∈ X there exists an open neighborhoodU ⊂ X of x, a fine chartQU →M |U (for some
fine monoidQ depending onx), and an isomorphism of monoidsQ♯ ∼→ OF,ψ(x).
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Proof. The assertion is local onX, hence we may assume thatF = (SpecP )♯ for a fine monoid
P . In this case,ψ is determined by the corresponding map

β : PX → M ♯.

Indeed, for anyx ∈ X, the pointψ(x) is the prime idealβ−1
x (mx) ⊂ P , wheremx ⊂M ♯

x is the
maximal ideal; moreover :

OF,ψ(x) = P/Sx where Sx := β−1
x (1)

and – under this identification – the isomorphismlogψx : OF,ψ(x)
∼→M ♯

x is deduced fromβx in
the obvious way.

Now, let x ∈ X be any point; after replacingX by the open subsetψ−1U(ψ(x)), we may
assume thatP = OF,ψ(x) (notation of (3.5.16)), and by assumptionlogψx : P → M ♯

x is an
isomorphism. Pick a surjectionα : Z⊕r → P gp, and letQ be the pull-back in the cartesian
diagram :

Q //

��

Z⊕r

(logψx)gp◦α
��

M ♯
x

// M gp
x /M

×
x .

By construction,α restricts to a morphism of monoidsϑ : Q → P , inducing an isomorphism
Q♯ ∼→ P , whence an isomorphisms of fans(SpecP )♯

∼→ (SpecQ)♯, andQ is fine, by corollary
3.4.2. Moreover, the choice of a liftingZ⊕r →M gp

x of (logψx)gp ◦ α determines a morphism

βx : Q→M ♯
x ×Mgp

x /M×
x
M gp

x =Mx

which lifts logψx ◦ ϑ (here it is needed thatM is integral). Next, after replacingX by an open
neighborhood ofx, we may assume thatβx extends to a map of pre-log structuresβ : QX →M
lifting β (lemma 6.1.16(iv.b),(v)). It remains only to show thatβ is a chart forM , which
can be checked on the stalks. Thus, lety ∈ X be any point, and setSy := β−1

y M×
y ; with

the foregoing notation, the stalkQlog
X,y of the induced log structure is naturally isomorphic to

(S−1
y Q× O×

X,y)/S
gp
y , therefore

(Qlog
X,y)

♯ ≃ Q/Sy ≃ P/Sy

and the induced mapP/Sy → M ♯
y is again deduced fromβy, so it is an isomorphism; then the

same holds forβ log
y : Qlog

X,y →M y (lemma 6.1.4). �

Lemma 6.6.12.Letµ : P → P ′ be a morphism of integral monoids such thatµgp is surjective,
ϕ : (SpecP ′)♯ → (SpecP )♯ the induced morphism of affine fans, and denote by

λ : P → Q := P gp ×P ′gp P ′

the map of monoids determined byµ and the unit of adjunctionP → P gp. Then :

(i) The natural projectionQ → P ′ induces an isomorphismω : (SpecP ′)♯ → (SpecQ)♯

of affine fans, such that(Specλ)♯ ◦ ω = ϕ.
(ii) The induced morphism(6.6.6)in Kint (withR := Z) is int.Fan-cartesian.

(iii) If P andP ′ are fine, the morphism(6.6.6)is étale.

Proof. (See (1.4) for generalities concerning inverse images and cartesian morphisms relative
to a functor.) Notice first that, sinceµgp is surjective, the projectionQ → P ′ induces an
isomorphismQ♯ ∼→ P ′♯, whence (i).

(ii): Notice that the log structure ofSpec(Z, Q) is integral, by lemma 6.1.16(iii). Next, set
F ′ := (SpecP ′)♯, defineS, S ′ as in example 6.6.5(ii) (withR := Z), letg : ((Y,N), F ′′, ψY )→
S be any morphism ofKint, andϕ′ : F ′′ → F ′ a morphism of integral fans, such that the



FOUNDATIONS OFp-ADIC HODGE THEORY 509

image ofg in int.Fan equalsϕ ◦ ϕ′; we must show thatg factors through a unique morphism
h : ((Y,N), F ′′, ψY ) → S ′, whose image inint.Fan equalsϕ′. As usual, we may reduce
to the case whereY = SpecA is affine,F ′′ = SpecP ′′ is an affine fan for a sharp integral
monoidP ′′, andψY is given by a map of sheavesP ′′

Y → N ♯. In such situation, the morphism
(Y,N) → Spec(Z, P ) underlyingg is determined by a morphism of monoidsP → N(Y ), or
which is the same, a map of sheavesγY : PY → N ; likewise,ϕ′ is given by a morphism of
monoidsP ′ → P ′′, and composing withψY , we get a map of sheavesαY : P ′

Y → N ♯. Finally,
the condition thatg lies overϕ ◦ ϕ′ translates as the commutativity of the following diagram of
sheaves :

P gp
Y

//

γgpY
��

P ′gp
Y

��

P ′
Y

oo

αY
��

N gp // Ngp/N× N ♯.oo

There follows a unique morphism of sheaves :

(6.6.13) QY → Ngp ×Ngp/N× N ♯ = N

(here it is needed thatN is integral) such that the diagram :

PY //

γY

��

QY
//

��

P ′
Y

αY
��

N N // N ♯

commutes. Then (6.6.13) determines a morphism of log schemeshY : (Y,N) → Spec(Z, Q),
such that the pair(hY , ϕ′) is the unique morphismh in Kint with the sought properties.

(iii): If both P andP ′ are fine, so isQ (corollary 3.4.2), and by construction,λgp is an
isomorphism. Then the assertion follows from theorem 6.3.37. �

Proposition 6.6.14.LetX := ((X,M), F, ψ) be an object ofKint. Let alsoϕ : F ′ → F be an
integral partial subdivision, withF locally fine andF ′ integral. We have :

(i) (X,M) is a fine log scheme.
(ii) If F is saturated,(X,M) is a fs log scheme.

(iii) X admits an inverse image overϕ (relative to the functor of(6.6.10)).
(iv) If ϕ is finite, then the cartesian morphism(f, ϕ) : ϕ∗X → X, is quasi-compact.
(v) If F ′ is locally fine, the morphism(f, ϕ) is quasi-separated and́etale.

Proof. (i): This is just a restatement of lemma 6.6.11.
(ii): In light of (i), we only have to show thatMx is a saturated monoid, for everyx ∈ X.

Since by assumptionM ♯
x is saturated, the assertion follows from lemma 3.2.9(ii).

Claim6.6.15. In order to show (iii)–(v), we may assume that :

(a) F = (SpecP )♯ for a fine monoidP , andX is an affine scheme.
(b) The map of global sectionsP → Γ(X,M ♯) determined byψ, comes from a morphism

of pre-log structuresβ : PX →M which is a fine chart forM .

Proof of the claim.To begin with, suppose that((X ′,M ′), F ′, ψ′) is the sought preimage ofX;
let U ⊂ X be any open subset, andV ⊂ F an open subset such thatψ(U) ⊂ V . Then it is
easily seen that the object

ϕ∗X ×X (U, V ) := ((f−1U,M ′
|f−1U), ϕ

−1V, ψ′
|f−1U)

is a preimage of((U,M |U), V, ψ|U) over the restrictionϕ−1V → V of ϕ. Now, suppose that
we have found an affine open coveringX =

⋃
i∈I Ui, and for everyi ∈ I an affine open subset
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Vi ⊂ F with ψ(Ui) ⊂ Vi, such that the objectU i := ((Ui,M |Ui
), Vi, ψ|Ui) admits a preimage

over the restrictionϕi : ϕ−1Vi → Vi of ϕ; then the foregoing implies that there are natural
isomorphisms:

ϕ∗
iU i ×U i (Uij, Vij)

∼→ ϕ∗
jU j ×Uj (Uij , Vij)

for everyi, j ∈ I, whereUij := Ui ∩Uj andVij := Vi ∩Vj . Thus, we may glue all these inverse
images along these isomorphisms, to obtain the sought inverse image ofX.

Moreover, ifϕ is finite, the same will hold for the restrictionsϕi, and if each cartesian mor-
phismϕ∗

iU i → U i is quasi-compact, the same will hold also for(f, ϕ) ([25, Ch.I, §6.1]).
Likewise, if each morphismϕ∗

iU i → U i is étale and quasi-separated, then the same will hold
for (f, ϕ) ([25, Ch.I, Prop.6.1.11] and proposition 6.3.24(iii)).

Therefore, we may replaceX by anyUi, andF by the correspondingVi, which reduces the
proof of (iii)–(v) to the case where condition (a) is fulfilled. Lastly, in light of lemma 6.6.11 we
may suppose that the open subsetsUi are small enough, so that also condition (b) is fulfilled.♦

In view of claim 6.6.15, we shall assume henceforth that conditions (a) and (b) are fulfilled.
Let S := (Spec(Z, P ), TP , ψP ) be the object ofKint considered in example 6.6.5(i) (with
R := Z); in this situation,β determines a morphism of schemesfβ : X → S, and in view of
lemma 6.2.14 we haveX ≃ X×SS (notation of (6.6.4)). Therefore, if we find an inverse image
S ′ for S overϕ, the objectX ×S S ′ will provide the sought inverse image ofX. Thus, in order
to show (iii)–(v), we may further reduce to the case whereX = S ([25, Ch.I, Prop.6.1.5(iii),
Prop.6.1.9(iii)] and proposition 6.3.24(ii)).

Claim 6.6.16. In order to prove (iii)–(v), we may assume thatF ′ is affine.

Proof of the claim.Indeed, say thatF ′ =
⋃
i∈I Vi is an open covering, and letϕi : Vi → TP be

the restriction ofϕ; suppose that we have found, for eachi ∈ I, an inverse imageϕ∗
iS of S over

ϕi; again, it follows easily that an inverse image forS overϕ can be constructed by gluing the
objectsϕ∗

iS. This already implies that, in order to show (iii), we may assume thatF ′ is affine.
Now, suppose thatϕ is finite, so we may find an open covering as above, such that further-

more eachVi is affine, andI is a finite set. Suppose that each of the corresponding morphisms
ϕ∗
iS → S is quasi-compact; by the foregoing, the schemes underlyingthe objectsϕ∗

iS give a
finite open covering of the scheme underlyingϕ∗S, and then it is clear that (iv) holds.

Next, suppose furthermore that each morphismϕ∗
iS → S is étale. It follows that the

morphismϕ∗S → S is also étale (proposition 6.3.24(ii)); then, sinceS is noetherian, the
scheme underlyingϕ∗S is locally noetherian ([25, Ch.I, Prop.6.2.2]), and therefore the mor-
phismϕ∗S → S is quasi-separated ([25, Ch.I, Cor.6.1.13]). ♦

In view of claim 6.6.16, we shall assume thatF ′ = (SpecP ′)♯ is affine as well, for a sharp
and integralP ′, and thatϕ is given by a morphismλ : P → P ′ inducing a surjection on the as-
sociated groups (details left to the reader). Then assertions (iii) and (iv) are now straightforward
consequences of lemma 6.6.12(i,ii), and (v) follows from lemma 6.6.12(iii), after one remarks
that, whenF ′ is fine, one may choose forP ′ a fine monoid. �

Remark 6.6.17. Keep the assumptions of proposition 6.6.14, and lett ∈ F0 a point ofF of
height zero (see (3.5.16)). Notice that the inclusion mapjt : {t} → F is an open immersion,
hence the fibreXt := ψ−1(t) ⊂ X is open; indeed, it is clear from the definitions, thatψ−1(F0)
is precisely the trivial locus ofX. Moreover, lett′ ∈ ϕ−1(t) since the group homomorphism
Ogp
F,t → Ogp

F ′,t′ is surjective, we see thatt′ is of height zero inF ′, andϕ restricts to an isomor-

phism of fans({t′},OF,t′) ∼→ ({t},OF,t). SetX t := j∗tX (whose underlying scheme isXt), and
define likewiseϕ∗Xt′ := (ϕ ◦ jt′)∗X (whose underlying scheme is an open subset of the trivial
locus ofϕ∗X). We deduce that :

• The trivial locus ofϕ∗X is the preimage of(X,M)tr.
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• For everyt′ ∈ F ′
0, the restriction of(f, ϕ) : ϕ∗X t′ → Xt is an isomorphism.

Corollary 6.6.18. In the situation of proposition6.6.14, let ((X ′,M ′), F ′, ψ′) := ϕ∗X. The
following holds :

(i) If F ′ = F sat, andϕ : F sat → F is the counit of adjunction, then(X ′,M ′) = (X,M)fs,
andf is the counit of adjunction.

(ii) If ϕ is the blow up of a coherent idealI of OF , thenf is the blow up ofIM , the
unique ideal ofM whose image inM ♯ equalsψ−1I .

(iii) Suppose moreover, that(X,M) is regular, F ′ is saturated , andX = K (X,M)
(notation of remark6.6.9(iii)). Then(X ′,M ′) is regular, andϕ∗X is isomorphic to
K (X ′,M ′).

Proof. To start with, we remark that the assertions are local onX. Indeed, this is clear for (i),
and for (iii) it follows easily from remark 6.6.9(i,,ii); concerning (ii), suppose thatX =

⋃
i∈I Ui

is an open covering, such thatϕ∗(Ui,M |Ui
) is the blow up of the idealIM |Ui

, for everyi ∈ I.
For everyi, j ∈ I setUij := Ui ∩Uj ; by the universal property of the blow up, there are unique
isomorphisms of(Uij,M |Uij

)-schemes :

Uij ×Ui ϕ∗(Ui,M |Ui
)

∼→ Uij ×Uj ϕ∗(Uj ,M |Uj
).

Then bothϕ∗(X,M) and the blow up ofIM are necessarily obtained by gluing along these
isomorphisms, so they are isomorphic.

Thus, we may assume thatF = (SpecP )♯ for some fine monoidP , and(X,M) = X ×S
(S, P log

S ) for some morphism of schemesX → S, where as usual(S, P log
S , F, ψP ) is defined

as in example 6.6.5(i). In this case, (i) follows from remarks 6.2.36(iii), 3.5.8(ii) and lemma
6.6.12(ii).

Likewise, remark 6.4.62(ii) allows to reduce (ii) to the case whereX = (S, P log
S , F, ψP ), and

I = I∼ for some idealI ⊂ P ; in which case we conclude by inspecting the explicit description
in example 6.4.73.

(iii): From proposition 6.6.14(ii,v) and theorem 6.5.44 wealready see that(X ′,M ′) is regular.
Next, we are easily reduced to the case whereX is affine, sayX = SpecA, andF ′ = (SpecQ)♯,
for some saturated monoidQ, and by lemma 6.6.12, we may assume thatϕ is induced by a
morphism of monoidsλ : P → Q such thatλgp is an isomorphism, and(X ′,M ′) = ϕ∗X =
X ×S S′, whereS ′ := (Spec(Z, Q), F ′, ψQ) is defined as in example 6.6.5(ii). Letq ⊂ Q be
any prime ideal, and setp := q ∩ P ; in light of remark 6.6.9(i), it then suffices to show that
Q/q⊗P A = Q/q⊗P/p A/pA is an integral domain. To this aim, let us remark :

Claim6.6.19. Let λ : P → Q be a morphism of fine monoids, such thatλgp is an isomorphism,
F ⊂ Q any face, and denoteλF : F ∩ P → P the inclusion map. Then :

(i) The natural mapCoker λgpF → P gp/(F ∩ P )gp is injective.
(ii) If moreover,P is saturated, thenCoker λgpF is a free abelian group of finite rank.

Proof of the claim.The map of (i) is obtained via the snake lemma, applied to the ladder of
abelian groups :

0 // (F ∩ P )gp //

λgpF
��

P gp //

λgp

��

P gp/(F ∩ P )gp //

��

0

0 // F gp // Qgp // Qgp/F gp // 0.

taking into account that bothKer λgp andCoker λgp vanish. Then (i) is obvious, and (ii) comes
down to checking thatP gp/(F ∩ P )gp is torsion-free, in caseP is fine and saturated. But since
F ∩ P is a face ofP , the latter assertion is an easy consequence of proposition3.4.7. ♦
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Now, setF := Q \ q; we come down to checking thatB := F ⊗F∩P A/pA is an integral
domain, and remark 6.6.9(i) tells us thatA/pA is a domain. However,A/pA is (F ∩ P )-flat
(proposition 6.5.32 and lemma 6.5.17), hence the natural map

B → C := F gp ⊗(F∩P )gp Frac(A/pA)

is injective; on the other hand, claim 6.6.19(ii) implies thatC = A[Coker λgpF ] is a free (poly-
nomial)A-algebra, whence the contention. �

Example 6.6.20.In the situation of example 3.5.27, takeT := SpecP for a fine monoidP ,
and defineS as in example 6.6.5(i). Thek-Frobenius mapkP (example 3.5.10(i)) induces an
endomorphismkS := (Spec(R,kP ),kT ) of S in K . By proposition 6.6.14(iii) and example
3.5.27, there exists a unique morphismg fitting into a commutative diagram ofKint :

(6.6.21)

ϕ∗S //

g

��

S

kS
��

ϕ∗S // S

(where the horizontal arrows are the cartesian morphisms).Say thatϕ∗S = ((Y,N), F, ψ);
then we haveg = (g,kF ) for a unique endomorphismg := (g, log g) of the log scheme(Y,N).
Let U := SpecP ′ ⊂ F be any open affine subset ; sincekF is the identity on the underlying
topological spaces,g restricts to an endomorphismg|ψ−1U ofψ−1U×Y (Y,N). In view of lemma
6.6.12, the latter log scheme is of the formS′ as in example 6.6.5(ii), withQ := P gp ×P ′gp P ′.
Theng|ψ−1U is induced by an endomorphismν of Q, fitting into a commutative diagram :

P //

kP

��

Q

ν

��
P // Q

whose horizontal arrows are the natural injections. SinceQ ⊂ P gp, it is clear thatν = kQ.
Especially,g : Y → Y is a finite morphism of schemes. Furthermore, for every pointy ∈ Y ,
we have a commutative diagram of monoids :

(6.6.22)

Ng(y)

log gy

��

// N ♯
g(y)

log g♯y
��

OF,ψ(y)
∼oo

kψ(y):=(logkF )ψ(y)

��
N y

// N ♯
y OF,ψ(y).

∼oo

6.6.23. Let(K, | · |) be a valued field,Γ andK+ respectively the value group and the valuation
ring of | · |; denote by1 ∈ Γ the neutral element, and byΓ+ ⊂ Γ the submonoid consisting of
all elements≤ 1. SetS := SpecK+; we consider the log scheme(S,O∗

S ), whereO∗
S ⊂ OS is

the subsheaf such thatO∗
S (U) := OS(U)\{0} for every open subsetU ⊂ S. To this log scheme

we associate the object ofKint :

f(K, | · |) := ((S,O∗
S ), Spec Γ+, ψΓ)

whereψΓ is the morphism of monoidal spaces arising from the isomorphism

Γ+
∼→ (K+\{0})/(K+)×

deduced from the valuation| · |. It is well known thatψΓ is a homeomorphism (seee.g. [36,
§6.1.26]). We shall use objects of this kind to state some separation and properness criteria
for log schemes whose existence is established via proposition 6.6.14. To this aim, we need to
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digress a little, to prove the following auxiliary results,which are refinements of the standard
valuative criteria for morphisms of schemes.

6.6.24. Letf : X → Y be a morphism of schemes,R an integral ring, andK the field of
fractions ofR. Let us denote byX(R)max ⊂ X(R) the set of morphismsSpecR → X which
mapSpecK to a maximal point ofX. There follows a commutative diagram of sets :

(6.6.25)

X(R)max
//

��

X(K)max

��
Y (R) // Y (K).

Proposition 6.6.26.Let f : X → Y be a morphism of schemes. The following conditions are
equivalent :

(a) f is separated.
(b) f is quasi-separated, and for every valued field(K, | · |), the map of sets :

(6.6.27) X(K+)max → X(K)max ×Y (K) X(K+)max

deduced from diagram(6.6.25)(withR := K+, the valuation ring of| · |), is injective.

Proof. (a)⇒ (b) by the valuative criterion of separation ([25, Ch.I, Prop.5.5.4]). Conversely, we
shall show that if (b) holds, then the assumptions of the criterion ofloc.cit. are fulfilled. Indeed,
let (L, | · |L) be any valued field, with valuation ringL+, and suppose we have two morphisms
σ1, σ2 : SpecL

+ → X whose restrictions toSpecL agree, and such thatf ◦ σ1 = f ◦ σ2.
Let s, η ∈ SpecL+ be respectively the closed point and the generic point, setx := σ1(η) =

σ2(η) ∈ X, and denote byϕ : OX,x → L the ring homomorphism corresponding to the restric-
tion ofσ1 (andσ2); thenx admits two specializationsxi := σi(s) ∈ X (for i = 1, 2) such thatϕ
sends the imageAi ⊂ OX,x of the specialization mapOX,xi → OX,x, intoL+, and the maximal
ideal ofAi into the maximal idealmL of L+, for bothi = 1, 2. Moreover,y := f(x1) = f(x2).

Denote byB ⊂ OX,x the smallest subring containingA1 andA2, and setp := B ∩ ϕ−1mL.
Thenϕ(Bp) ⊂ L+ as well, andBp dominates bothA1 andA2. Now, let t ∈ X be a maximal
point which specializes tox; by [25, Ch.I, Prop.5.5.2] we may find a valued field(E, | · |E)
with a local ring homomorphismOX,t → E, such that the valuation ringE+ of | · |E dominates
the image of the specialization mapOX,x → OX,t. Let κ(E) be the residue field ofE+, and
Bp ⊂ κ(E) the image ofBp. By the same token, we may find a valuation ringV ⊂ κ(E) with
fraction fieldκ(E), and dominatingBp; then it is easily seen that the preimageK+ ⊂ E+ of
V is a valuation ring with field of fractionsK = E, which dominates the image ofBp in OX,t
([61, Th.10.1(iv)]). Hence,K+ dominates the images ofOX,xi, for bothi = 1, 2, and therefore,
also the image ofOY,y; in other words, in this way we obtain two elements inX(K+)max whose
images agree inY (K+), and whose restrictionsSpecK → X coincide. By assumption, these
twoK+-points must then coincide, especiallyx1 = x2, and thereforeσ1 = σ2, as required. �

Proposition 6.6.28.Let f : X → Y be a quasi-compact morphism of schemes. The following
conditions are equivalent :

(a) f is universally closed.
(b) For every valued field(K, | · |), the corresponding map(6.6.27)is surjective.

Proof. (a)⇒ (b) by the valuative criterion of [25, Ch.I, Prop.5.5.8]. Conversely, we will show
that (b) implies that the conditions ofloc.cit. are fulfilled. Hence, let(L, | · |L) be any valued
field, with valuation ringL+, and suppose that we have a morphismσ : SpecL → X, whose
composition withf extends to a morphismSpecL+ → Y ; we have to show thatσ extends
to a morphismSpecL+ → X. Denote byη, s ∈ SpecL+ respectively the generic and the
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closed point, letx ∈ X be the image ofη, andy ∈ Y the image ofs. Thenσ corresponds to
a ring homomorphismσ♮ : OX,x → L, andL+ dominates the image of the mapOY,y → OX,x
determined byf . Moreover,σ♮ factors through the residue fieldκ(x) of OX,x. Thenκ(x)+ :=
κ(x) ∩L+ is a valuation ring with fraction fieldκ(x), and we are reduced to showing that there
exists a specializationx′ ∈ X of x, such thatf(x′) = y, and such thatκ(x)+ dominates the
image of the specialization mapOX,x′ → OX,x.

Let nowt ∈ X be a maximal point which specializes tox; by [25, Ch.I, Prop.5.5.8] we may
find a valued field(E, | · |E) with a local ring homomorphismOX,t → E, whose valuation ring
E+ dominates the image of the specialization mapOX,x → OX,t. Let κ(E) be the residue field
of E+; the induced mapOX,x → κ(E) factors throughκ(x), and by [61, Th.10.2] we may
find a valuation ringV ⊂ κ(E) with field of fractionsκ(E), which dominatesκ(x)+. The
preimageK+ ⊂ E+ of V is a valuation ring with field of fractionsK = E ([61, Th.10.1]).
By construction,K+ dominates the image ofOX,y, in which case assumption (b) says that there
exists a specializationx′ of x such thatf(x′) = y, and such thatK+ dominates the image of
the specialization mapOX,x′ → OX,t. A simple inspection then shows thatκ(x)+ dominates the
image ofOX,x′ in OX,x, as required. �

Corollary 6.6.29. Let f : X → Y be a morphism of schemes which is quasi-separated and of
finite type. Then the following conditions are equivalent :

(a) f is proper.
(b) For every valued field(K, | · |), the corresponding diagram(6.6.25)(withR := K+ the

valuation ring of | · |) is cartesian.

Proof. It is immediate from propositions 6.6.26 and 6.6.28. �

6.6.30. We are now ready to return to log schemes. Resume the situation of (6.6.23), let
X := ((X,M), F, ψ) be any object ofK , and denote byα :M → OX the structure map ofM .

Suppose we are given a morphismσ : S → X of schemes, and we ask whether there exists
a morphism of log structuresβ : σ∗M → O∗

S , such that the pair(σ, β) is a morphism of log
schemes(S,O∗

S )→ (X,M). By definition, this holds if and only if the composition

β : σ∗M
σ∗α−−→ σ∗OX

σ♮−→ OS

factors throughO∗
S . Moreover, in this case the factorization is unique, so thatσ determinesβ

uniquely. Letη ∈ S be the generic point; we claim that the stated condition is fulfilled, if and
only if t := σ(η) lies in (X,M)tr (see definition 6.2.7(i)). Indeed, ift lies in the trivial locus,
M t = O×

X,t, so certainly the image ofβt : M t → OS,η lies inO∗
S,η = K×. Now, if s ∈ S is any

other point, the composition

Mσ(s)

βσ(s)−−−→ OS,s → OS,η = K

factors throughM t, hence its image lies inK× ∩ OS,s = O∗
S,s, whence the contention. Con-

versely, ifβ factors throughO∗
S , it follows especially that the image of the stalk of the structure

mapM t → OX,t lies in the preimage ofO∗
S,η = O×

S,η, and the latter is justO×
X,t, sot lies in the

trivial locus.
Next, let f : (S,O∗

S ) → (X,M) be any morphism of log schemes. We claim that there
exists a unique morphism of fansϕ := (ϕ, logϕ) : Spec Γ+ → F , such that the pair(f, ϕ) is a
morphismf(K, | · |) → X in K . Indeed, sinceψΓ is a homeomorphism, there exists a unique
continuous mapϕ on the underlying topological spaces, such thatϕ ◦ ψΓ = ψ ◦ f , and for
the same reason, the maplog f ♯ : f ∗M/O×

S → O∗
S /O

×
S is of the formψ∗

Γ(logϕ) for a unique
morphism of sheaveslogϕ as sought. Thenlogϕ will be a local morphism, since the same
holds forlog f (see (6.6.1)).
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Summing up, we have shown that the natural map

HomK (f(K, | · |), X)→ X(K+) : (σ, ϕ) 7→ σ

is injective, and its image is the set of all the morphismsS → X which mapη into (X,M)tr.

Proposition 6.6.31.LetX := ((X,M), F, ψ) be an object ofKint, andϕ : F ′ → F an integral
partial subdivision, withF andF ′ locally fine. We have :

(i) If the induced mapF ′(N) → F (N) is injective, the cartesian morphismϕ∗X → X is
separated.

(ii) If ϕ is a proper subdivision, the cartesian morphismϕ∗X → X is proper, and induces
an isomorphism of schemes(ϕ∗X)tr

∼→ (X,M)tr.

Proof. The assertions are local onX (cp. the proof of claim 6.6.15), so we may assume –
by lemma 6.6.11 – thatM admits a chartPX → M , andF = (SpecP )♯. In this case, let
S := SpecZ[P ], and denote byS the object ofKint attached toP , as in example 6.6.5(i)
(with R := Z); then (X,M) is isomorphic toX ×S (S, P log

S ), and if fS : ϕ∗S → S is the
cartesian morphism overϕ, then the cartesian morphismf : ϕ∗X → X is given by the pair
(1X×SfS, ϕ) (see the proof of proposition 6.6.14(iii)). Thus, we may replaceX byS ([25, Ch.I,
Prop.5.3.1(iv)]), in which case lemma 6.6.12 shows that thelog scheme(X ′,M ′) underlying
ϕ∗S admits an open covering consisting of affine log schemes of the formSpec(Z, Q), for a
fine monoidQ. Notice that, for suchQ we have :

Spec(Z, Q)tr = Z[Qgp]

which is a dense open subset ofSpecZ[Q].
(i): According to proposition 6.6.14(v), the morphismf is quasi-separated, so we may apply

the criterion of proposition 6.6.26. Indeed, let(K, | · |) be any valued field, and suppose that
σi ∈ X ′(K+)max (for i = 1, 2) are two sections, whose images inX ′(K)max ×S(K) S(K

+)
coincide; we have to show thatσ1 = σ2. However, we have just seen that the maximal points
of X ′ lie in (X ′,M ′)tr, so the discussion of (6.6.30) shows that bothσi extend uniquely to
morphismsσ′

i : f(K, | · |) → ϕ∗S in K , and it suffices to show thatσ′
1 = σ′

2. By definition,
the datum ofσ′

i is equivalent to the datum of a morphismσ′′
i : f(K, | · |)→ S, and a morphism

of fansϕ′
i : Spec Γ+ → F ′. Again by (6.6.30), the morphismsσ′′

1 andσ′′
2 agree if and only if

they induce the same morphisms of schemes; the latter holds by assumption, sinceσ1 andσ2
yield the same element ofS(K+). On the other hand, in view of (b) and proposition 3.5.24, the
elementsϕ1, ϕ2 ∈ F ′(Γ+) coincide if and only if their images inF (Γ+) coincide; but again, this
last condition holds since the images of bothσi agree inS(K+).

(ii): In view of (i) and proposition 6.6.14(iv),(v) we know already thatf is separated and
of finite type, so we may apply the criterion of corollary 6.6.29. Hence, letσ ∈ S(K+) be a
section, andx ∈ X ′(K)max aK-rational point such thatf(x) is the image ofσ in S(K); in view
of (i), it suffices to show thatσ lifts to a sectioñσ ∈ X ′(K+)max, whose image inX ′(K) is x.
Sincex ∈ (X ′,M ′)tr, remark 6.6.17 implies thatf(x) ∈ (S, P log

S )tr, and then the discussion
in (6.6.30) says thatσ underlies a unique morphism(σ′, β) : f(K, | · |) → S. By proposition
3.5.26, the elementβ ∈ F (Γ+) lifts to an elementβ ′ ∈ F ′(Γ+), and finally the pair((σ, β), β ′)
determines a unique morphismf(K, | · |) → ϕ∗S, whose underlying morphism of schemes is
the sought̃σ. Lastly, notice that the mapF ′({1}) → F ({1}) induced byϕ, is bijective by
propositions 3.5.24 and 3.5.26 (where{1} is the monoid with one element), which means that
ϕ restricts to a bijection on the points of height zero; then remark 6.6.17 implies the second
assertion of (ii). �

Theorem 6.6.32.Let (X,M) be a regular log scheme. Then there exists a smooth morphism of
log schemesf : (X ′,M ′) → (X ′,M), whose underlying morphism of schemes is proper and
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birational, and such thatX ′ is a regular scheme. More precisely,f restricts to an isomorphism
of schemesf−1Xreg → Xreg on the preimage of the open locus of regular points ofX.

Proof. We use the objectX := ((X,M), F (X,M), πX) attached to(X,M) as in remark
6.6.9(ii). Indeed, it is clear thatF (X,M) is locally fine and saturated, hence theorem 3.6.31
yields an integral, proper, simplicial subdivisionϕ : F ′ → F (X,M) which restricts to an
isomorphismϕ−1F (X,M)sim

∼→ F (X,M)sim. Take(f, ϕ) : ϕ∗X → X to be the cartesian
morphism overϕ, and denote by(X ′,M ′) the log scheme underlyingϕ∗X; it follows already
from proposition 6.6.31(ii) thatf is proper on the underlying schemes. Next, corollary 6.5.35
shows thatXreg is π−1F (X,M)sim, sof restricts to an isomorphismf−1Xreg

∼→ Xreg. Further-
more,f is étale, by proposition 6.6.14(v), hence the log scheme(X ′,M ′) is regular (theorem
6.5.44). Finally, again by corollary 6.5.28 we see thatX ′ is regular. �

6.6.33. Let now(Y,N) be a regular log scheme, such thatF (Y,N) is affine (notation of
remark 6.6.9(ii)), say isomorphic to(SpecP )♯, for some fine, sharp and saturated monoidP .
Let I ⊂ P be an ideal generated by two elementsa, b ∈ P , and denote byf : (Y ′, N ′)→ (Y,N)
the saturated blow up of the idealIN of N (see (6.4.79)). SetU ′ := (Y ′, N ′)tr, U := (Y,N)tr,
and denotej : U → Y , j′ : U ′ → Y ′ the open immersions. In this situation we have :

Lemma 6.6.34.(i) H1(Y ′, N ′♯gp) = 0.

(ii) Suppose morever, thatR1j′∗O
×
U ′ = 0. ThenR1j∗O

×
U = 0.

Proof. (i): SinceN ′♯gp = π∗
XOgp

F (Y ′,N ′)
, claim 6.6.39(ii) and remark 6.6.9(iii) reduce to showing

(6.6.35) H1(F (Y ′, N ′),Ogp
F (Y ′,N ′)

) = 0.

However, by corollary 6.6.18(iii), the fanF (Y ′, N ′) is the saturated blow up of the ideal
IOF (Y,N) of OF (Y,N), hence it admits the affine covering

F (Y ′, N ′) = (SpecP [a−1b]sat)♯ ∪ (SpecP [b−1a]sat)♯.

Notice now that every affine fan is a local topological space,hence the left hand-side of (6.6.35)
can be computed as theČech cohomology ofOgp

F (Y ′,N ′)
relative to this covering ([39, II, 5.9.2]).

However, the intersection of the two open subsets is(SpecP [a−1b, b−1a])♯, and clearly the
restriction map

H0(SpecP [a−1b]sat,Ogp
F (Y ′,N ′)

)→ H0(SpecP [a−1b, b−1a],Ogp
F (Y ′,N ′)

)

is surjective. The assertion is an immediate consequence.
(ii): Let y ∈ Y be any point; according to (6.4.80), the morphism

f ×Y Y (y) : (Y ′, N ′)×Y Y (y)→ (Y (y), N(y))

is the saturated blow up of the idealIN(y); on the other hand, letU(y) := U ×Y Y (y),
U ′(y) := U ′ ×Y Y (y) and denote byjy : U(y) → Y (y) and j′y : U ′(y) → Y ′ ×Y Y (y)

the open immersions; in light of proposition 5.1.15(ii), itsuffices to show thatR1jy∗OU(y) = 0,
and the assumption implies thatR1j′y∗OU ′(y) = 0. Summing up, we may replaceY beY (y),
and assume from start thatY is local, andy is its closed point. From the assumption we get :

H1(Y ′, j′∗O
×
U ′) = H1(U ′,O×

Y ′) = PicU ′.

On the other hand, recall thatN ′♯gp = j′∗O
×
U ′/O×

Y ′ (proposition 6.5.52); combining with (i), we
deduce that the natural map

PicY ′ → PicU ′

is surjective. SetY ′
0 := f−1(y) ⊂ Y ′, endowY ′

0 with its reduced subscheme structure, and let
i : Y ′

0 → Y ′ be the closed immersion. IfI is an invertible ideal ofP , thenf is an isomorphism,
in which case the assertion is obvious. We may then assume that I is not invertible, in which
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case claim 6.4.86(ii) says that there exists a morphism of(Y,N)-schemesh : (Y ′, N ′)→ P1
(Y,N)

inducing an isomorphism ofκ(y)-schemes

(6.6.36) (h×Y Specκ(y))red : Y
′
0

∼→ P1
κ(y).

Let us remark :

Claim 6.6.37. Let S be a noetherian local scheme,s the closed point ofS, andf : X → S a
proper morphism of schemes. Suppose thatdimX(s) ≤ 1, andH1(X(s),OX(s)) = 0. Then
the natural map

PicX → PicX(s)

is injective.

Proof of the claim.Say thatS = SpecA for a local ringA, and denote bymA ⊂ A the maximal
ideal. For everyk ∈ N, setSn := SpecA/mk+1

A , and letin : Xn := X ×S Sn → X be the
closed immersion. LetL be any invertibleOX-module, and suppose thati∗0L ≃ OX0 ; we have
to show thatL ≃ OX . We notice that, for everyk ∈ N, the natural map

H0(Xk+1, i
∗
k+1L )→ H0(Xk, i

∗
kL )

is surjective : indeed, its cokernel is anA-submodule ofH1(X0,m
k
AL /mk+1

A L ), and since
dimX0 ≤ 1, the natural map

(mk
A/m

k+1
A )⊗κ(s) H1(X0, i

∗
0L )

∼→ H1(X0, (m
k
A/m

k+1
A )⊗κ(s) L )→ H1(X0,m

k
AL /mk+1

A L )

is surjective; on the other hand, our assumptions imply thatH1(X0, i
∗
0L ) = 0, whence the

contention. LetA∧ be themA-adic completion ofA; taking into account [28, Ch.III, Th.4.1.5],
we deduce that the natural map

H0(X,L )⊗A A∧ → H := H0(X0, i
∗L )

is a continuous surjection, for themA-adic topologies. SinceH is a discrete space for this
topology, and since the image ofH0(X,L ) is dense in themA-adic topology ofH0(X,L )⊗A
A∧, we conclude that the restriction mapH0(X,L ) → H is surjective as well. Lets ∈ H be
a global section ofi∗0L whose image ini∗0Lx is a generator of the latterA0-module, for every
x ∈ X0, and picks ∈ H0(X,L ) whose image inH equalss. It remains only to check that, for
everyx ∈ X, theA-moduleLx is generated by the imagesx of s. However, sinceX is proper,
everyx ∈ X specializes to a point ofX0, hence we may assume thatx ∈ X0, in which case one
concludes easily, by appealing to Nakayama’s lemma (details left to the reader). ♦

Combining claim 6.6.37 and [58, Prop.11.1(i)], we see that the induced map

i∗ : PicY ′ → Pic Y ′
0

is injective. Let nowL be any invertibleOU -module; we have to show thatL extends to an
invertible OY -module (which is then isomorphic toOY ). However, notice thatf restricts to
an isomorphismg : U ′ ∼→ U , henceg∗L is an invertibleOU ′-module, and by the foregoing
there exists an invertibleOY ′-moduleL ′ such thatL ′

|U ′ ≃ g∗L . In light of the isomorphism
(6.6.36), there exists an invertibleOP1

Y
-moduleL ′′ such thati∗L ′ ≃ i∗h∗L ′′. Therefore

L ′ ≃ h∗L ′′.

Now, on the one hand, claim 6.6.37 implies thatL ′′ = OP1
Y
(n) for somen ∈ N; on the

other hand, (6.4.47) implies thath restricts to a morphism of schemeshtr : U ′ → Gm,Y ,
andL ′′

|Gm,Y
= OP1

Y
(n)|Gm,Y = OGm,Y , so finally g∗L = OU ′, henceL = OU , whence the

contention. �

The following result complements proposition 6.5.52.
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Theorem 6.6.38.Let (X,M) be any regular log scheme, setU :=: (X,M)tr and denote by
j : U → X the open immersion. Then we have :

R1j∗O
×
U = 0.

Proof. We begin with the following general :

Claim 6.6.39. Let π : T1 → T2 be a continuous open and surjective map of topological spaces,
such thatπ−1(t) is an irreducible topological space (with the subspace topology) for every
t ∈ T2. Then, we have :

(i) For every sheafS onT2, the natural mapS → π∗π
∗S is an isomorphism.

(ii) For every abelian sheafS on T2, the natural mapS[0] → Rπ∗π
∗S is an isomorphism

in D(ZT2-Mod).

Proof of the claim.(i): Sinceπ is open,π∗S is the sheaf associated to the presheaf :U 7→
S(πU), for every open subsetU of T1. We show, more precisely, that this presheaf is already
a sheaf; sinceπ is surjective, the claim shall follow immediately. Now, letU ⊂ T1 be an open
subset, and(Ui | i ∈ I) a family of open subsets ofX coveringU ; for every i, j ∈ I, set
Uij := Ui ∩ Uj. It suffices to show thatS(πU) is the equalizer of the two maps :

∏
i∈I S(πUi)

//
//
∏

i,j∈I S(πUij).

SinceS is a sheaf, the latter will hold, provided we know thatπUi ∩ πUj = πUij for every
i, j ∈ I. Hence, lett ∈ πUi ∩ πUj; this means thatπ−1(t) ∩ Ui 6= ∅ andπ−1(t) ∩ Uj 6= ∅.
Sinceπ−1(t) is irreducible, we deduce thatπ−1(t) ∩ Uij 6= ∅, as required.

(ii): The proof of (i) also shows that, for every flabby abelian sheafJ onT2, the abelian sheaf
π∗J is flabby onT1. Hence, ifS is any abelian sheaf onT2, we obtain a flabby resolution of
π∗S of the formπ∗J•, by taking a flabby resolutionS → J• of S onT2. According to lemma
5.1.3, there is a natural isomorphism

π∗π
∗J

∼→ Rπ∗π
∗S

in D(ZT2-Mod). Then the assertion follows from (i). ♦

After these preliminaries, let us return to the log scheme(X,M), and its associated object
X := ((X,M), F (X,M), πX). The assertion to prove is local onX, hence we may assume
thatF (X,M) = (SpecP )♯, for some sharp, fine and saturated monoidP . Next, by theorem
6.6.32 (and its proof) there exists an integral proper simplicial subdivisionϕ : F ′ → F (X,M),
such that the log scheme(X ′,M ′) underlyingϕ∗X is regular,X ′ is regular, and the morphism
X ′ → X restricts to an isomorphismU ′ := (X ′,M ′)tr → U . In this situation, we may
find a further subdivisionϕ′ : F ′′ → F ′ such that bothϕ′ andϕ ◦ ϕ′ are compositions of
saturated blow up of ideals generated by at most two elementsof P (example 3.6.15(iii)). Say
thatϕ ◦ ϕ′ = ϕr ◦ ϕr−1 · · · ◦ ϕ1, where eachϕi is a saturated blow up of the above type. By
proposition 6.6.14(iii), we deduce a sequence of morphismsof log schemes

(X1,M 1)
g1−−→ · · · → (Xr−1,M r−1)

gr−1−−−→ (Xr,M r)
gr−−→ (Xr+1,M r+1) := (X,M)

each of which is the blow up of a corresponding ideal, and by the same token,ϕ′ induces a
morphismg : (X1,M 1) → (X ′,M ′) of (X,M)-schemes. For everyi = 1, · · · , r + 1, set
Ui := (Xi,M i)tr, and letji : Ui → Xi be the open immersion; especially,Ur+1 = U . We shall
show, by induction oni, that

(6.6.40) R1ji∗O
×
Ui

= 0 for i = 1, . . . , r + 1.

Notice first that the stated vanishing translates the following assertion. For everyx ∈ Xi and
every invertibleOUi-moduleL , there exists an open neighborhoodUx of x in Xi such that
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L|Ux∩Ui extends to an invertibleOUx-module. However, it follows immediately from proposi-
tions 5.6.7 and 5.6.14, that every invertibleOU ′-module extends to an invertibleOX′-module.
Sinceg restricts to an isomorphismU1 = g−1U ′ ∼→ U ′, we easily deduce that every invert-
ible OU1-module extends to an invertibleOX1-module (namely : ifL is such a module, extend
g|U1∗L to an invertibleOX′-module, and pull the extension back toX1, via g∗). Summing up,
we see that (6.6.40) holds fori = 1.

Next, suppose that (6.6.40) has already been shown to hold for a giveni ≤ r; by lemma
6.6.34(ii), it follows that (6.6.40) holds fori+ 1, so we are done. �

6.6.41. LetX be a scheme,M a fine log structure on the Zariski site ofX, x a point ofX,
and notice that every fractional ideal ofMx is finitely generated (lemma 3.4.22(iv)). Say that
X(x) = SpecA; in view of lemma 3.4.27(ii) there is a natural map of abeliangroups

Div(Mx)→ Div(A).

Composing with the mapI 7→ I∼ as in (5.6.11), we get, by virtue ofloc.cit., a map

(6.6.42) Div(Mx)→ DivX(x).

Corollary 6.6.43. With the notation of(6.6.41), suppose furthermore that(X,M) is regular at
the pointx. Then(6.6.42)induces an isomorphism

Div(Mx)
∼→ Div(X(x)).

Proof. By virtue of proposition 3.4.37(ii) (and remark 5.6.10(i)), the map under investigation
is already known to be injective. To show surjectivity, letK be the field of fractions ofA, and
L ⊂ K any reflexive fractional ideal ofA; we may then regardL := L∼ as a coherentOX-
submodule ofi∗OX0, wherei : X0 → X is the inclusion map of the subschemeX0 := SpecK.
By proposition 5.6.14, theOU -moduleL|U is invertible, hence it extends to an invertibleOX(x)-
moduleL ′, by virtue of theorem 6.6.38. SinceX(x) is local,L ′ is a freeOX(x)-module, and
thereforeL|U ≃ OU . Thus, picka ∈ L (U) ⊂ K which generatesL|U ; after replacingL by
a−1L, we may assume thatL|U = OU as subsheaves ofi∗OX0. Let Σ be the set of points of
height one ofX(x) contained inX(x) \ U ; for eachy ∈ Σ, the maximal idealmy of OX(x),y is

generated by a single elementay, and there existsky ∈ Z such thatakyy generates theOX(x),y-
submoduleLy of K. To ease notation, letP := Mx, and denoteψ : X(x) → SpecP the
natural continuous map; also, letmψ(y) be the maximal ideal of the localizationPψ(y) for every
y ∈ X(x), and set

I :=
⋂

y∈Σ

m
ky
ψ(y).

In light of lemma 3.4.22(i,ii) and proposition 3.4.32, it iseasily seen thatI/P× is a reflexive
fractional ideal of the fine and saturated monoidP ♯, so I is a reflexive fractional ideal ofP .
ThenIA ⊂ K is a reflexive fractional ideal ofA. SetL ′′ := (IA)∼ ⊂ i∗OX0; thenL ′′

|U =

L|U andL ′′
y = Ly for everyy ∈ Σ. It follows that, for everyy ∈ Σ, there exists an open

neighborhoodUy of y in X(x) such thatL ′′
|Uy

= L|Uy . LetU ′ := U ∪
⋃
y∈Σ Uy, and denote by

j′ : U ′ → X(x) the open immersion. Notice thatδ′(y,OX) ≥ 2 for everyy ∈ X \U ′ (corollary
6.5.29). In light of proposition 5.6.7(ii) (and remark 5.6.10(i)), we deduce

L = j′∗L|U ′ = j′∗L
′′
|U ′ = L ′′

whence the contention. �
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6.6.44. LetM be a log structure on the Zariski site of a local schemeX, such that(X,M) is
a regular log scheme. Letx ∈ X be the closed point, say thatX = SpecB for some local ring
B, and letβ : P → B a chart forM which is sharp atx. As usual, ifM is anyB-module, we
denoteM∼ the quasi-coherentOX-module arising fromM .

Theorem 6.6.45.In the situation of(6.6.44), suppose as well thatdimP = 2 anddimX = 2.
Then every indecomposable reflexiveOX-module is isomorphic to(IB)∼, for some reflexive
fractional idealI ofP . (Notation of(3.4.26).)

Proof. SetQ := Div+(P ) and defineϕ : P → Q as in example 3.4.46. The chartβ defines a
morphismψ : (X,M)→ Spec(Z, P ), and we let(X ′,M ′) be the fibre product in the cartesian
diagram

(X ′,M ′) //

f

��

Spec(Z, Q)

Spec(Z,ϕ)
��

(X,M)
ψ // Spec(Z, P ).

Arguing as in the proof of claim 7.3.36, it is easily seen thatX ′ is a local scheme and(X ′,M ′)
is regular. Moreover,X ′ is a regular scheme, sinceQ is a free monoid (corollary 6.5.35), andf
is a finite morphism of Kummer type (lemma 7.3.7).

Claim 6.6.46. TheOX-modulef∗OX′ is isomorphic to a finite direct sum(I1B ⊕ · · · ⊕ IkB)∼,
whereI1, . . . , Ik are reflexive fractional ideals ofP , andOX is a direct summand off∗OX′.

Proof of the claim.In view of example 3.4.46, we see thatf∗OX′ = (Q⊗P B)∼ is the direct sum
of theOX-modules(grγQ ⊗P B)∼, whereγ ranges over the elements ofQgp/P gp, andgr•Q
denotes theϕ-grading ofQ. But for each suchγ, the natural mapgrγQ ⊗P B → grγQ · B is
an isomorphism, sinceB is P -flat (lemma 6.5.17 and proposition 6.5.32). This shows the first
assertion, and the second is clear as well, sincegr0Q = P . ♦

Denote byx′ the closed point ofX ′; from corollary 6.5.36(i) we see thatU := (X,M)1 is
the complement of{x} andU ′ := (X ′,M ′)1 is the complement of{x′} (notation of definition
6.2.7(i)). Let alsoj : U → X andj′ : U ′ → X ′ be the open immersions.

Claim 6.6.47. (i) The restrictiong : U ′ → U of f is a flat morphism of schemes.
(ii) The restriction functorj∗ : OX-Rflx→ OU -Rflx is an equivalence (notation of (5.6)).

Proof of the claim.(i): It suffices to check that the restrictionSpec(Z, Q)1 → Spec(Z, P )1 of
Spec(Z, ϕ) is flat. However, we have the affine open covering

Spec(Z, P )1 = SpecZ[Pp1 ] ∪ SpecZ[Pp2 ]

wherep1, p2 ⊂ P are the two prime ideals of height one (see example 3.4.17(i)). Hence, we are
reduced to showing that the morphism of log schemes underlying

Spec(Z, ϕpi) : Spec(Z, Qpi)→ Spec(Z, Ppi)

is flat for i = 1, 2. However, it is clear thatQpi is an integralPpi-module, hence it suffices to
check thatQpi is a flatPpi-module, fori = 1, 2 (proposition 3.1.52), or equivalently, thatQ♯

pi

is a flatP ♯
pi-module (corollary 3.1.49(ii)). The latter assertion follows immediately from the

discussion of (3.4.43).
(ii): From proposition 5.6.7 we see thatj∗ is full and essentially surjective. Moreover, it

follows from remark 5.6.4 that every reflexiveOX-module isS1, soj∗ is also faithful (details
left to the reader). ♦

In light of claim 6.6.47(ii), it suffices to show that every indecomposable reflexiveOU -module
F is isomorphic to(IB)∼|U , for some reflexive fractional idealI of P . However, for suchF ,
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claim 6.6.47(i) and lemma 5.6.6(i) imply thatg∗F is a reflexiveOU ′-module. From proposition
5.6.7 and corollary 5.4.22 we deduce thatδ′(x′, j′∗g

∗F ) ≥ 2, soj′∗g
∗F is a freeOX′-module

of finite rank ([30, Ch.0, Prop.17.3.4]), and finally,g∗F is a freeOU ′-module of finite rank.
Taking into account claim 6.6.46, it follows thatg∗g∗F = F ⊗OU g∗OU ′ is a direct sum of
OU -modules of the type(IB)∼|U , for variousI ∈ Div(P ); moreover,F is a direct summand
of g∗g∗F . Then, we may find a decompositiong∗g∗F = F1 ⊕ · · · ⊕ Ft such thatFi is an
indecomposableOU -module fori = 1, . . . , t, andF1 = F (details left to the reader : notice
that – since reflexiveOU -modules areS1 – the lengtht of such a decomposition is bounded by
the dimension of theκ(η)-vector space(g∗g∗F )η, whereη is the maximal point ofX). On the
other hand, notice that

EndOU ((IB)∼|U) = EndB(IB) (claim 6.6.47(ii))

= (IB : IB) (by (3.4.35))

= (I : I)B (lemma 3.4.27(i))

=B (proposition 3.4.37(i))

for everyI ∈ Div(P ). Now the contention follows from theorem 4.3.3. �

6.6.48. Let now(Xét,M) be a quasi-coherent log scheme on the étale site ofX. Pick a
covering family(Uλ | λ ∈ Λ) of X in Xét, and for everyλ ∈ Λ, a chartPλ,Uλ → M |Uλ

.

The latter induce isomorphisms of log schemes(Uλ,M |Uλ
)

∼→ ũ∗(Uλ,Zar, P
log
Uλ,Zar

) (see (6.2.2));
in other words, every quasi-coherent log structure onXét descends, locally onXét, to a log
structure on the Zariski site. However,(Xét,M) may fail to descend to a unique log structure
on the whole ofXZar. Our present aim is to show that, at least under a few more assumptions
onM , we may find a blow up(X ′

ét,M
′) → (Xét,M) such that(X ′

ét,M
′) descends to a log

structure onX ′
Zar. To begin with, for everyλ ∈ Λ let

Tλ := (SpecPλ)
♯ and Sλ := SpecZ[Pλ].

Also, let Sλ := (Spec(Z, Pλ), Tλ, ψPλ) be the object ofK attached toPλ, as in example
6.6.5(i). From the isomorphism

(Uλ,Zar, ũ∗M |Uλ
)

∼→ Uλ ×Sλ Spec(Z, Pλ)
we deduce an object

Uλ := Uλ ×Sλ Sλ = ((Uλ,Zar, ũ∗M |Uλ
), Tλ, ψλ).

Suppose now thatM is a fs log structure; then we may choose for eachPλ a fine and saturated
monoid (lemma 6.1.16(iii)). Next, suppose thatX is quasi-compact; in this case we may assume
thatΛ is a finite set, henceS := {Pλ | λ ∈ Λ} is a finite set of monoids, and consequently
we may choose a finite sequence of integersc(S ) fulfilling the conditions of (3.6.25) relative
to the categoryS -Fan. Then, for everyλ ∈ Λ we have a well defined integral roofρλ :
Tλ(Q+) → Q+, and we denote byfλ : T (ρλ) → Tλ the corresponding subdivision. There
follows a cartesian morphism

f ∗
λUλ → Uλ

whose underlying morphism of log schemes is a saturated blowup of the idealIρλ ũ∗M |Uλ
(proposition 3.6.13 and corollary 6.6.18). Next, forλ, µ ∈ Λ, setUλµ := Uλ ×X Uµ and let

Uλµ := ((Uλµ, ũ∗M |Uλµ
), Tλ, ψλµ)

whereψλµ is the composition ofψλ and the projectionUλµ → Uλ. Denote by(U∼
λ ,M

∼
λ ) (resp.

(U∼
λµ,M

∼
λµ)) the log scheme underlyingf ∗

λUλ (resp. f ∗
λUλµ). Also, for anyλ, µ, γ ∈ Λ, let

πλµγ : Uλµ ×X Uγ → Uλµ be the natural projection.

Lemma 6.6.49.In the situation of(6.6.48), we have :
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(i) There exists a unique isomorphism of log schemesgλµ : (U∼
λµ,M

∼
λµ)

∼→ (U∼
µλ,M

∼
µλ)

fitting into a commutative diagram :

(U∼
λµ,M

∼
λµ)

gλµ //

��

(U∼
µλ,M

∼
µλ)

��
Uλµ Uµλ

whose vertical arrows are the saturated blow up morphisms.
(ii) There exist natural isomorphisms ofOUλµ-modules

ωλµ : g∗λµOUµλ(1)
∼→ OUλµ(1)

such that (π∗
µγλωµλ) ◦ (π∗

λµγωλµ) = π∗
λγµωλγ for everyλ, µ, γ ∈ Λ.

Proof. (i): By the universal property of the saturated blow up, it suffices to show that :

(6.6.50) Iρλũ∗M |Uλµ
= Iρµũ∗M |Uµλ

on Uλµ = Uµλ.

The assertion is local onUλµ, hence letx ∈ Uλµ be any point; we get an isomorphism of
ũ∗Mx-monoids :

OTλ,ψλµ(x)
∼→ OTµ,ψµλ(x)

whence an isomorphism of fansU(ψλµ(x))
∼→ U(ψµλ(x)) (notation of (3.5.16)). Therefore, the

subsetU(x) := ψ−1
λµU(ψλµ(x))∩ψ−1

µλU(ψµλ(x)) is an open neighborhood ofx in Uλµ, and both
ψλµ andψµλ factor through the same morphism of monoidal spaces :

ψ(x) : (U(x), (ũ∗M
♯)|U(x))→ F (x) := (Spec ũ∗Mx)

♯

and open immersionsF (x) → Tλ andF (x) → Tµ. It then follows from (3.6.25) that the
preimage ofIρλ onF (x) agrees with the preimage ofIρµ, whence the contention.

(ii): By inspecting the definitions, it is easily seen that the epimorphism (6.4.17) identifies
naturallyOU∼

λµ
(1) to the idealIρλµOU∼

λµ
of OU∼

λµ
generated by the image ofIρλ ũ∗M |Uλµ

. Hence
the assertion follows again from (6.6.50). �

6.6.51. Lemma 6.6.49 implies that

((U∼
λ ,OU∼

λ
(1)), (gλµ, ωλµ) | λ, µ ∈ Λ)

is a descent datum – relative to the faithfully flat and quasi-compact morphism
∐

λ∈Λ Uλ →
X – for the fibred category of schemes endowed with an ample invertible sheaf. According
to [42, Exp.VIII, Prop.7.8], such a datum is effective, hence it yields a projective morphism
π : X∼ → X together with an ample invertible sheafOX∼(1) on X∼, with isomorphisms
gλ : X

∼ ×X Uλ ∼→ U∼
λ of Uλ-schemes andπ∗

λOX∼(1)
∼→ g∗λOU∼

λ
(1) of invertible modules.

Then the datum(ũ∗M∼
λ , ũ

∗ log gλµ | λ, µ ∈ Λ) likewise determines a unique sheaf of monoids
M∼ onX∼

ét , and the structure maps of the log structuresMλ glue to a well defined morphism
of sheaves of monoidsM∼ → OX∼

ét
, so that(X∼

ét ,M
∼) is a log scheme, and the projectionπ

extends to a morphism of log schemes(π, log π) : (X∼
ét ,M

∼)→ (Xét,M).

Proposition 6.6.52.In the situation of(6.6.51), the counit of adjunction

ũ∗ũ∗(X
∼
ét,M

∼)→ (X∼
ét,M

∼)

is an isomorphism.
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Proof. (This is the counit of the adjoint pair(ũ∗, ũ∗) of (6.1.6), relating the categories of
log structures onX∼

Zar andX∼
ét .) Recall that there exist natural epimorphisms(Q⊕d

+ )T (ρλ) →
OT (ρλ),Q (see (3.6.27)), which induce epimorphisms ofU∼

λ,Zar-monoids

ϑλ : (Q
⊕d
+ )U∼

λ,Zar
→ (M∼

λ )
♯
Q for everyλ ∈ Λ.

The compatibility with open immersions expressed by (3.6.28) implies that the system of maps
(ũ∗ϑλ | λ ∈ Λ) glues to a well defined epimorphism ofX∼

ét-monoids :

ϑ : (Q⊕d
+ )X∼

ét
→ (M∼)♯Q.

In view of lemma 2.4.26(ii), it follows that the counit of adjunction :

ũ∗ũ∗(M
∼)♯Q → (M∼)♯Q

is an isomorphism. By applying again lemma 2.4.26(ii) to themonomorphism(M∼)♯ →
(M∼)♯Q, we deduce that also the counit

ũ∗ũ∗(M
∼)♯ → (M∼)♯

is an isomorphism. Then the assertion follows from proposition 6.2.3(iii). �

Corollary 6.6.53. Let (Xét,M) be a quasi-compact regular log scheme. Then there exists
a smooth morphism of log schemes(X ′

ét,M
′) → (Xét,M) whose underlying morphism of

schemes is proper and birational, and such thatX ′ is a regular scheme. More precisely,f
restricts to an isomorphism(X ′

ét,M
′)tr → (Xét,M)tr on the trivial loci.

Proof. Given such(Xét,M), we construct first the morphismπ : (X∼
ét ,M

∼) → (Xét,M)
as in (6.6.51). Sinceπ ×X 1Uλ is proper for everyλ ∈ Λ, if follows that π is proper ([31,
Ch.IV, Prop.2.7.1]). Likewise, notice that each morphismU∼

λ → Uλ induces an isomorphism
(U∼

λ ,M
∼
λ )tr

∼→ (Uλ, ũ∗M |Uλ
)tr (remark 6.6.17). It follows easily thatπ restricts an isomor-

phism on the trivial loci. Hence, we may replace(Xét,M) by (X∼
ét ,M

∼
ét). Then, by corollary

6.3.27(ii) and proposition 6.6.52 we are further reduced toshowing that there exists a proper
morphismπ′ : (X ′

Zar,M
′) → ũ∗(X

∼
ét,M

∼) with X ′ regular, restricting to an isomorphism on
the trivial loci. However, in light of lemma 6.5.37 (and again, proposition 6.6.52), the soughtπ′

is provided by the more precise theorem 6.6.32. �

6.7. Local properties of the fibres of a smooth morphism.Resume the situation of example
6.6.5(ii), and to ease notation setϕ := (Specλ)♯, and(f, log f) := Spec(R, λ). Suppose now,
thatλ : P → Q is an integral, local and injective morphism of fine monoids.Thenf : S ′ → S
is flat and finitely presented (theorem 3.2.3). Moreover :

Lemma 6.7.1. In the situation of(6.7), for every points ∈ S, the fibref−1(s) is either empty,
or else it is pure-dimensional, of dimension

dim f−1(s) = dimQ− dimP = rkZ Coker λ
gp.

Proof. To begin with, notice thatλ−1Q× = P×, whence the second stated identity, in view of
corollary 3.4.10(i). To prove the first stated identity, we easily reduce to the case whereR is a
field. Notice that the image off is an open subsetU ⊂ S ([31, Ch.IV, Th.2.4.6]), especiallyU
(resp.S ′) is pure-dimensional of dimensionrkZP gp (resp.rkZQgp) by claim 5.9.36(ii). Hence,
fix any closed points ∈ S, and setX := f−1(s). From [31, Ch.IV, Cor.6.1.2] we deduce that,
for every closed points′ ∈ X, the Krull dimension ofOX,s′ equalsr := rkZCoker λ

gp. More
precisely, say thatZ ⊂ X is any irreducible component; we may find a closed points′ ∈ Z
which does not lie on any other irreducible component ofX, and then the foregoing implies
that the dimension ofZ equalsr, as stated.
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Next, lets ∈ U be any point, and denoteK the residue field ofOU,s, andπ : R[P ] → K
the natural map. Lety ∈ SpecK[P ] be theK-rational closed point such thata(y) = π(a)
for everya ∈ P ; then the image ofy in S equalss, and if we letfK := SpecK[λ], we have
an isomorphism ofK-schemesf−1

K (y)
∼→ f−1(s). The foregoing shows thatf−1

K (y) is pure-
dimensional of dimensionr, hence the same holds forf−1(s). �

Now, let us fixs ∈ S, such thatf−1(s) 6= ∅, and suppose thatψP (s) = mP is the closed
point ofTP . For everyq ∈ ϕ−1(mP ), the closure{q} of {q} in TQ is the image of the natural
mapSpecQ/q→ TQ. We deduce natural isomorphisms of schemes :

S0 := ψ−1
P {mp} ∼→ SpecR〈P/mP 〉 S ′

q := ψ−1
Q {q}

∼→ SpecR〈Q/q〉
under which, the restrictionfq : S ′

q → S0 of f is identified withSpecR〈λq〉, whereλq :
P/mP → Q/q is induced byλ. The latter is an integral and injective morphism as well (corol-
lary 3.1.51). Explicitly, setF := Q\q, and letλF : P× → F be the restriction ofλ; then
λq = (λF )◦, and lemma 6.7.1 yields the identity :

(6.7.2) dim f−1
q (s) = dimQ/q = dimQ− ht q.

Also, notice thatTQ is a finite set under the current assumptions (lemma 3.1.20(iii)), and clearly

f−1(s) =
⋃

q∈Max(ϕ−1mP )

f−1
q (s)

where, for a topological spaceT , we denote byMax(T ) the set of maximal points ofT . There-
fore, for every irreducible componentZ of f−1(s) there must existq ∈ Max(ϕ−1mP ) such that
Z ⊂ f−1

q (s), and especially,

(6.7.3) dim f−1(s) = dim f−1
q (s).

Conversely, we claim that (6.7.3) holds for everyq ∈ Max(ϕ−1mP ). Indeed, suppose that
dim f−1

q (s) is strictly less thandim f−1(s) for one suchq, and letZ be an irreducible component
of f−1

q (s); let alsoZ ′ be an irreducible component off−1(s) containingZ. By the foregoing,
there existsq′ ∈ Max(ϕ−1mP ) with Z ′ ⊂ f−1

q′ (s). Setq′′ := q∪ q′; then clearlyq′′ ∈ ϕ−1(mP ),
and

{q′′} = {q} ∩ {q′}.
Especially,Z ⊂ f−1

q′′ (s); however, it follows from (6.7.2) thatdim f−1
q′′ (s) < dim f−1

q (s) (since
ht q < ht q′′); but this is absurd, sincedimZ = dim f−1

q (s) (lemma 6.7.1). The same counting
argument also shows that every maximal point off−1(s) gets mapped necessarily to a maximal
point ofϕ−1(mP ); in other words, we have shown thatψQ restricts to a surjective map :

Max(f−1s)→ Max(ϕ−1mP ).

More precisely, lets′ ∈ f−1(s) be a point such thatψQ(s′) = mQ, the closed point ofTQ. Then
clearly s′ ∈ f−1

q (s) for everyq ∈ Max(ϕ−1mP ), and it follows that the foregoing surjection
restricts further to a surjective map :

(6.7.4) f−1
s′ (s)→ Max(ϕ−1mP ).

On the other hand, sincelogψQ is an isomorphism, we have

(Qlog
S′ )

♯
s′ = OTQ,q = Q♯

q for everys′ ∈ ψ−1
Q (q)

(wheres′ denotes anyτ -point ofS ′ localized ats′); explicitly, if F = Q\q, thenQ♯
q = Q/F ;

likewise, we get(P log
S )♯s = P/ϕ−1F . Taking into account (6.7.2), we deduce :

dim f−1(f(s′))− dim f−1
q (f(s′)) = rkZ Coker (log f)

gp
s′ for everys′ ∈ ψ−1

Q (q).
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Thus, for everyn ∈ N, let

Un := {s′ ∈ S ′ | rkZ Coker (log f)gps′ = n}.
The foregoing implies that for everys ∈ S, the subsetU0 ∩ f−1(s) is open and dense inf−1(s),
andUn ∩ f−1(s) is either empty, or else it is a subset of pure codimensionn in f−1(s).

6.7.5. In the situation of (6.7), suppose moreover thatlog f is saturated; notice that this condi-
tion holds if and only iflogϕ is saturated, if and only if the same holds forλ (lemma 3.2.12(iii)).
Then, corollary 3.2.32(ii) says thatCoker(log f ♯)gps′ is torsion-free for everys′ ∈ S ′; especially,
Coker(log f ♯)gps′ vanishes for everys′ ∈ U0. Then corollary 3.2.32(i) implies thatlog f ♯s′ is an
isomorphism for everys′ ∈ U0, in which case the same holds forlog fs′ (lemma 6.1.4); in other
words,U0 is the strict locus off (see definition 6.2.7(ii)).

Lemma 6.7.6.LetK be an algebraically closed field of characteristicp, andχ : P → (K, ·) a
local morphism of monoids. Let alsoλ : P → Q be as in(6.7.5). We have :

(i) TheK-algebraQ⊗P K is Cohen-Macaulay.
(ii) Suppose moreover, that eitherp = 0, or else the order of the torsion subgroup of

Γ := Coker λgp is not divisible byp. ThenQ ⊗P K is reduced (i.e. its nilradical is
trivial).

Proof. (i): Sinceχ is a local morphism, we haveχ−1(0) = mP , andχ is determined by its
restrictionP× → K×, which is a homomorphism of abelian groups. Notice thatK× is divisible,
hence it is injective in the category of abelian groups; since the unit of adjunctionP → P sat is
local (lemma 3.2.9(iii)), it follows thatχ extends to a local morphismχ′ : P sat → K. Notice
thatQ ⊗P K = Qsat ⊗P sat K (lemma 3.2.12(iv)), hence we may replaceP by P sat andQ by
Qsat, which allows to assume from start thatQ is saturated. In this case, by theorem 5.9.34(i),
bothK[P ] andK[Q] are Cohen-Macaulay; sinceK[λ] is flat, theorem 5.4.36 and [31, Ch.IV,
Cor.6.1.2] imply thatQ⊗P K is Cohen-Macaulay as well.

(ii): Let Q =
⊕

γ∈ΓQγ be theλ-grading ofQ (see remark 3.2.5(iii)). Under the current
assumptions,λ is exact (lemma 3.2.30(ii)), consequentlyQ0 = P (remark 3.2.5(v)). Moreover,
Qγ is a finitely generatedP -module, for everyγ ∈ Γ (corollary 3.4.3), hence eitherQγ = ∅,
or elseQγ is a freeP -module of rank one, say generated by an elementuγ (remark 3.2.5(iv)).
Furthermore,Qk

γ = Qkγ for every integerk > 0 and everyγ ∈ Γ (proposition 3.2.31). Thus,
wheneverQγ 6= ∅, the elementuγ⊗1 is a basis of theK-vector spaceQγ⊗PK, and(uγ⊗1)k is
a basis ofQkγ ⊗P K, for everyk > 0; especially,uγ ⊗ 1 is not nilpotent. In view of proposition
4.4.12(ii), the contention follows. �

6.7.7. Letf : (X,M)→ (Y,N) be a smooth and log flat morphism of fine log schemes. For
everyn ∈ N, let U(f, n) ⊂ X be the subset of allx ∈ X such thatrkZCoker (log f

♯
x)

gp = n,
for anyτ -pointx localized atx. By lemma 6.2.21(iii),U(f, n) is a locally closed subset (resp.
an open subset) ofX, for everyn > 0 (resp. forn = 0).

Theorem 6.7.8.In the situation of(6.7.7), we have :

(i) f is a flat morphism of schemes.
(ii) For all y ∈ Y , every connected component off−1(y), is pure dimensional, andf−1(y)∩

Un is either empty, or else it has pure codimensionn in f−1(y), for everyn ∈ N.
(iii) Moreover, iff is saturated, we have :

(a) The strict locusStr(f) of f is open inX, andStr(f)∩ f−1(y) is a dense subset of
f−1(y), for everyy ∈ Y .

(b) f−1(y) is geometrically reduced and Cohen-Macaulay, for everyy ∈ Y .
(c) Coker(log f ♯x)

gp is a free abelian group of finite rank, for everyτ -pointx ofX.
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Proof. Let ξ be anyτ -point ofX; according to corollary 6.1.33, there exists a neighborhood V
of ξ, and a fine chartPV → N |V , such thatP gp is a free abelian group of finite rank, and the
induced morphism of monoidsP → OY,ξ is local.

By lemma 6.1.12, [31, Ch.IV, Th.2.4.6, Prop.2.5.1] and [33,Ch.IV, Prop.17.5.7], it suffices
to prove the theorem for the morphismf ×Y V : (X,M) ×Y V → (V,N |V ). Hence we may
assume from start thatN admits a fine chartβ : PY → N , such thatP gp is torsion-free and the
induced mapP → OY,ξ is local.

Next, by theorem 6.3.37, remark 6.1.21(i), [31, Ch.IV, Th.2.4.6] and [33, Ch.IV, Prop.17.5.7]
(and again lemma 6.1.12) we may further assume thatf admits a fine chart(β, ωQ : QX →
M,λ), such thatλ is injective, the torsion subgroup ofCoker λgp is a finite group whose order
is invertible inOX , and the induced morphism of schemesX → Y ×SpecZ[Q] SpecZ[P ] is étale.
Moreover, by theorem 6.1.35(iii), we may assume – after replacingQ by a localization, andX
by a neighborhood ofξ in Xτ – that the morphismλ : P → Q is integral (resp. saturated, iff
is saturated), and the morphismQ→ OX,ξ induced byωP,ξ is local, soλ is local as well.

In this case, the same sort of reduction as in the foregoing shows that, in order to prove (i)
and (ii), it suffices to consider a morphismf as in (6.7), for which these assertions have already
been established. Likewise, in order to show (iii), it suffices to consider a morphismf as in
(6.7.5). For such a morphism, assertions (iii.a) and (iii.c) are already known, and (iii.b) is an
immediate consequence of lemma 6.7.6. �

Theorem 6.7.8(iii) admits the following partial converse :

Proposition 6.7.9. Let f : (X,M) → (Y,N) be a smooth and log flat morphism of fs log
schemes, such thatf−1(y) is geometrically reduced, for everyy ∈ Y . Thenf is saturated.

Proof. Fix a τ -point ξ of X; the assertion can be checked on stalks, hence we may assume that
N admits a fine and saturated chartβ : PY → N (lemma 6.1.16(iii)), such that the induced
morphismαP : P → OY,f(ξ) is local (claim 6.1.29). Then, by corollary 6.3.42, we may find
an étale morphismg : U → X and aτ -point ξ′ of U with g(ξ′) = ξ, such that the induced
morphism of log schemesfU : (U, g∗M) → (Y,N) admits a fine and saturated chart(β, ωQ :
QU → g∗M,λ), whereλ is injective, and the induced ring homomorphism

(6.7.10) Q⊗P OY,f(ξ) → OU,ξ′

is étale. By [33, Ch.IV, Prop.17.5.7], the fibres offU are still geometrically reduced, hence
we are reduced to the case whereU = X andξ = ξ′. Furthermore, after replacingQ by a
localization, andX by a neighborhood ofξ, we may assume that the mapαQ : Q → OX,ξ
induced byωQ,ξ is local andλ is integral (theorem 6.1.35(iii) and lemma 3.2.9(i)). Lastly, letK
be the residue field ofOY,f(ξ); our assumption onf−1(y)means that the ringA := OX,ξ⊗OY,f(ξ)K
is reduced.

We shall apply the criterion of proposition 3.2.31. Thus, let Q =
⊕

γ∈ΓQγ be theλ-grading
of Q and notice as well thatλ is a local morphism (since the same holds forαP andαQ),
therefore it is exact (lemma 3.2.30(ii)); consequentlyQ0 = P (remark 3.2.5(v)). Moreover,Qγ

is a finitely generatedP -module, for everyγ ∈ Γ (corollary 3.4.3), hence eitherQγ = ∅, or
elseQγ is a freeP -module of rank one.

We have to prove thatQk
γ = Qkγ for every integerk > 0 and everyγ ∈ Γ. In caseQγ = ∅,

this is the assertion thatQkγ = ∅ as well. However, sinceQ is saturated, the same holds for
Γ′ := (λP )−1Q/(λP )gp (lemma 3.2.9(i,ii)), so it suffices to remark thatΓ′ ⊂ Γ is precisely the
submonoid consisting of all thoseγ ∈ Γ such thatQγ 6= ∅.

Therefore, fix a generatoruγ for everyP -moduleQγ 6= ∅, and by way of contradiction,
suppose that there existγ ∈ Γ′ andk > 0 such thatukγ does not generate theP -moduleQkγ;
this means that there existsa ∈ mP such thatukγ = a · ukγ. Now, notice that the induced
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morphism of monoidsβ : P → K is local, especiallyβ(a) = 0, therefore(uγ ⊗ 1)k = 0 in the
K-algebraQ ⊗P K. Denote byI ⊂ Q ⊗P K the annihilator ofuγ ⊗ 1, and notice that, since
(6.7.10) is flat,IA is the annihilator of the imageu′ of uγ ⊗ 1 in A.

On the other hand, it is easily seen thatI is the graded ideal generated by(uµ ⊗ 1 | µ ∈ Γ′′)
whereΓ′′ ⊂ Γ′ is the subset of allµ such thatuγ · uµ is not a generator of theP -moduleQγ+µ.
Clearlyuµ /∈ Q× for everyµ ∈ Γ′′, therefore the image ofuµ⊗1 in A lies in the maximal ideal.
ThereforeIA 6= A, i.e. u′ is a non-zero nilpotent element, a contradiction. �

6.7.11. Let(X,M) be any log scheme, andx any geometric point, localized at a pointx ∈ X.
Suppose thaty ∈ X is a generization ofx, andy a geometric point localized aty; then, arguing
as in (2.4.22), we may extend uniquely any strict specialization morphismX(y) → X(x) to a
morphism of log schemes(X(y),M(y))→ (X(x),M(x)) fitting into a commutative diagram

(X(y),M(y)) //

��

(X(y),M(y))

��
(X(x),M(x)) // (X(x),M(x))

whose right vertical arrow is induced by the natural isomorphism

(X(y),M(y))
∼→ (X(x),M(x))×X(x) X(y).

A simple inspection shows that the induced morphism

Γ(X(x),M(x))♯ → Γ(X(y),M(y))♯

is naturally identified with the morphismM ♯
x → M ♯

y obtained from the specialization map
Mx →M y.

6.7.12. Letg : (X,M) → (Y,N) be a morphism of log schemes,x any geometric point of
X, and sety := g(x). The log structuresM → OX andN → OY , and the maplog gx induce a
commutative diagram of continuous maps

(6.7.13)

X(x)
gx //

ψx
��

Y (y)

ψy
��

SpecMx
ϕx // SpecNy

(notation of 2.4.19), and notice thatψx (resp.ψy) maps the closed point ofX(x) (resp. ofY (y))
to the closed pointtx ∈ SpecMx (resp.ty ∈ SpecNy).

Proposition 6.7.14.In the situation of(6.7.12), suppose thatg is a smooth morphism of fine
log schemes, and moreover :

(a) eitherg is a saturated morphism
(b) or (X,M) is a fs log scheme.

Then the following holds :

(i) The mapψx restricts to a bijection :

Max(g−1
x (y))

∼→ Max(ϕ−1
x (ty)).

(ii) For every irreducible componentZ of g−1
x (y), set

(Z,M(Z)) := (X(x),M(x))×X(x) Z.

Then theκ(y)-log scheme(Z,M(Z)red) is geometrically pointed regular. (Notation of
example6.1.10(iv)and remark6.5.24(ii).)
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Proof. By corollary 6.1.33, there exists a neighborhoodU → Y of y, and a fine chartβ : PU →
N |U such thatβy is a local morphism, andP gp is torsion-free. Now, let

gx := (gx, log gx) : (X(x),M(x))→ (Y (y), N(y))

be the morphism of log schemes induced byg (notation of 6.7.11); by theorem 6.3.37, we may
find a fine chart forgx of the type(i∗yβ, ω, λ : P → Q), whereλ is injective, and the order of
the torsion subgroup ofCoker λgp is invertible inOX,x. Moreover, setR := OY (y),y; then the
induced mapX(x) → SpecQ ⊗P R is ind-étale, and – after replacingQ by some localization
– we may assume thatωx : Q → OX(x),x is local (claim 6.1.29), hence the same holds forλ.
Furthermore, under assumption (a) (resp. (b)), we may also suppose thatQ is saturated, by
lemmata 3.2.9(ii) and 6.1.16(ii) (resp. thatλ is saturated, by theorem 6.1.35(iii)).

Let us now definef : S ′ → S as in (6.7); notice thatωx induces a closed immersionY (y)→
S, and we have a natural identification ofY (y)-schemes :

SpecQ⊗P R = Y (y)×S S ′.

Denote bys the image ofy in S, ands′ the image ofx in Y (y) ×S S ′ ⊂ S ′; there follows an
isomorphism ofY (y)-schemes :

X(x)
∼→ Y (y)×S(s) S ′(s′)

([33, Ch.IV, Prop.18.8.10]). Moreover, our chart induces isomorphisms :

SpecMx
∼→ TQ SpecN y

∼→ TP

which identifyϕx to the mapϕ : TQ → TP of (6.7). In view of these identifications, we see that
(6.7.13) is the restriction to the closed subsetX(x), of the analogous diagram :

S ′(s′)
fs′ //

ψs′
��

S(s)

ψs
��

TQ
ϕ // TP .

We are thus reduced to the case whereX = S ′, Y = S andg = f . Moreover, lets (resp.s′)
be the support ofs (resp. ofs′); the morphismπ : S ′(s′) → S ′(s′) is flat, hence it restricts to a
surjective map

Max(f−1
s′ s)→ Max(f−1

s′ s).

In order to prove (i), it suffices then to show that the mapMax(f−1
s′ s)→ Max(ϕ−1mP ), defined

as the composition of the foregoing map and the surjection (6.7.4), is injective. This boils
down to the assertion that, for everyq ∈ Max(ϕ−1mP ) the points′ lies on a unique irreducible
component of the fibreπ−1(f−1

q,s′s). However, letβ : P → κ(s) be the composition of the chart
P → R and the projectionR → κ(s); thenf−1

q (s) = SpecQ/q ⊗P κ(s). Sinceπ is ind-étale,
the assertion will follow from [33, Ch.IV, Prop.17.5.7] andcorollary 6.5.29, together with :

Claim 6.7.15. The log schemeWq := Spec〈Z, Q/q〉 ×SpecZ[P ] Spec κ(s) is geometrically
pointed regular.

Proof of the claim.To ease notation, setF := Q \ q; by assumptionλ−1F = P×, so that

Wq = (W ′
q)◦ where W ′

q := Spec(Z, F )×Spec(Z,P×) Spec κ(s)

(notation of (6.2.13); notice that the log structures ofSpec(Z, P×) andSpecκ(s) are trivial).
Moreover, letλF : P× → F be the restriction ofλ; thenλgpF is injective, and

Coker λgpF ⊂ Coker λgp

(corollary 3.2.33(i)), hence the order of the torsion subgroup ofCokerλgpF is invertible inOS,s.
Moreover, ifλ is saturated, then the same holds forλF (corollary 3.2.33(ii)), and it is easily
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seen that, ifQ is saturated, the same holds forF . Consequently, the morphismSpec(Z, λF ) is
smooth (proposition 6.3.34). The same then holds for the morphismW ′

q → Specκ(s) obtained
after base change ofSpec(Z, λF ) along the morphismh : Spec(Z, P×) → Specκ(s) induced
by β (proposition 6.3.24(ii)).

Now we notice that under either of the assumptions (a) or (b),W ′
q is a fs log scheme. Indeed,

under assumption (b), this follows by remarking thatSpecκ(s) is trivially a fs log scheme, and
Spec(Z, λF ) is saturated. Under assumption (a),Spec(Z, F ) is a fs log scheme, and it suffices
to observe thath is a strict morphism. Lastly, since the morphismW ′

q → Specκ(s) is obviously
saturated, we apply corollary 6.5.45 to conclude. ♦

(ii): In light of the foregoing, we see that, for any irreducible componentZ of g−1
x (y), there

exists a uniqueq(Z) ∈ Max(ϕ−1mP ) such thatZ is isomorphic to the strict henselization of
f−1
q(Z)(s), at the geometric points′. Notice now that the log structure ofWq(Z) is reduced, by

virtue of claim 6.7.15 and proposition 6.5.52; then, a simple inspection of the definitions shows
that (Z,M(Z)red) is isomorphic to the strict henselizationWq(Z)(s

′). Invoking again claim
6.7.15, we deduce the contention. �

6.7.16. In the situation of (6.7.12), suppose moreover thatY is a normal scheme, and(Y,N)tr
is a dense subset ofY . Let η be a geometric point ofY (y), localized at the generic pointη. Let

(Uq | q ∈ SpecMx)

be the logarithmic stratification of(X(x),M(ξ)) (see (6.5.49)). Notice thatψx(g−1(η)) lies in
the preimageΣ ⊂ SpecMx of the maximal point∅ of SpecN y; therefore,g−1

x (η) is the union
of the subsetsUq ×Y |η|, for all q ∈ Σ.

Proposition 6.7.17.In the situation of(6.7.16), suppose thatg is a smooth morphism of fine
log schemes. Then the following holds :

(i) X is a normal scheme.
(ii) The schemeg−1

x (η) is normal and irreducible.
(iii) For everyq ∈ Σ, theκ(η)-schemeUq ×Y |η| is non-empty, geometrically normal and

geometrically irreducible, of pure dimensiondim g−1
x (η)− ht q.

(iv) Especially, setW := (X(x)\U∅)×Y |η|; thenψx induces a bijection :

Max(W )
∼→ {q ∈ Σ | htq = 1}.

(v) For everyw ∈ Max(W ), the stalkOg−1
x (η),w is a discrete valuation ring.

Proof. SetR := OY (y),y; arguing as in the proof of proposition 6.7.14, we may find :

• a local, flat and saturated morphismλ : P → Q of fine monoids, such that the order of
the torsion subgroup ofCoker λgp is invertible inR;
• local morphisms of monoidsP → R, Q → OX(x),x which are charts for the log struc-

tures deduced fromN and respectivelyM , and such that the induced morphism of
Y (y)-schemesX(x)→ SpecQ⊗P R is ind-étale.

By [33, Ch.IV, Prop.17.5.7], we may then assume that(X,M) (resp. (Y,N)) is the scheme
SpecQ ⊗P R (resp. SpecR), endowed with the log structure deduced from the natural map
Q → Q ⊗P R (resp. the chartP → R), andg is the natural projection. Suppose first thatR
is excellent, and letR′ be the normalization ofR in a finite extensionK ′ of Frac(R); thenR′

is also strictly local and noetherian, and ify′ denotes the closed point ofY ′ := SpecR′, then
the residue field extensionκ(y) ⊂ κ(y′) is purely inseparable. Set(X ′,M ′) := (X,M)×Y Y ′,
(Y ′, N ′) := (Y,N) ×Y Y ′, and letg′ : (X ′,M ′) → (Y ′, N ′) be the induced morphism of
log schemes; it follows especially that the restrictiong′−1(y′) → g−1(y) is a homeomorphism
on the underlying topological spaces. Hence, there is a geometric pointx′ of X ′, unique up
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to isomorphism, whose image inX agrees withx, and we easily deduce an isomorphism of
Y -schemes ([33, Ch.IV, Prop.18.8.10])

(6.7.18) X ′(x′)
∼→ X(x)×Y Y ′.

Let η′ be the generic point ofY ′; by assumption,N ′ is trivial in a Zariski neighborhood ofη′,
hence(X ′, N ′)×Y ′ |η′| is a fs log schemes (sinceg is saturated), and then the same log scheme
is also regular (theorem 6.5.44), thereforeg′−1(η′) is a normal scheme (corollary 6.5.29). On the
other hand,R′ is a Krull domain (see remark 7.1.27), andg′ is flat with reduced fibres (theorem
6.7.8(iii.b)), soX ′ is a noetherian normal scheme (claim 7.1.32), and consequently the same
holds forX ′(x′) ([33, Ch.IV, Prop.18.8.12(i)]); especially, the latter isirreducible, so the same
holds forX ′(x′) ×Y ′ |η′|. In view of (6.7.18), it follows thatX(x) ×Y |η′| is also normal and
irreducible. SinceK ′ is arbitrary, this completes the proof of (i) and (ii), in this case.

Next, if R is any normal ring, we may writeR as the union of a filtered family(Ri | i ∈ I)
of excellent normal local subrings ([31, Ch.IV, (7.8.3)(ii,vi)]). For eachi ∈ I, denote byyi
the image ofy in SpecRi; then the strict henselizationRsh

i of Ri at yi is also a subring ofR,
so we may replaceRi by Rsh

i , which allows to assume that eachRi is strictly local, normal
and noetherian ( [33, Ch.IV, Prop.18.8.8(iv), Prop.18.8.12(i)]). Up to replacingI by a cofinal
subset, we may assume that the image ofP lies inRi, for everyi ∈ I. For eachi ∈ I, set
Xi := SpecQ⊗P Ri, Yi := SpecRi, and endowXi (resp.Yi) with the log structureM i (resp.
N i) deduced from the natural mapQ → Q ⊗P Ri (resp. P → Ri). There follows a system
of morphisms of log schemesgi : (Xi,M i) → (Yi, N i) for every i ∈ I, whose limit is the
morphismg. Moreover, since(Y,N)tr is dense inY , the image ofP lies inR\{0}, hence it lies
in Ri \{0} for everyi ∈ I, and the latter means that(Yi, N i)tr is dense inYi, for everyi ∈ I.
Let ηi (resp.xi) be the image ofη (resp. ofx) in Yi (resp. inXi); moreover, for eachi ∈ I,
let xi ∈ Xi be the support ofxi. By the previous case, we know thatg−1

i,xi
(ηi) is normal and

irreducible. However,X (resp.g−1
x (η)) is the limit of the system of schemes(Xi | i ∈ I) (resp.

(g−1
i,xi

(ηi) | i ∈ I)), so (i) and (ii) follow. (Notice that the colimit of a filtered system of integral
(resp. normal) domains, is an integral (resp. normal) domain : exercise for the reader.)

(iii): For everyq ∈ SpecQ = SpecMx, setXq := SpecQ/q ⊗P R; since the chartQ →
OX(x),x is local, it is clear thatx ∈ Xq for every suchq, and :

Xq(x) =
⋃

p∈SpecQ/q

Up.

If ϕ(q) = ∅, the induced mapP → Q/q is still flat (corollary 3.1.51), hence the projection
Xq(x) → Y is a flat morphism of schemes, especiallyg−1

x (η) ∩Xq(x) 6= ∅. Furthermore, the
subsetXq(x) is pure-dimensional, of codimensionht q in g−1

x (η), by (6.7.2) and [31, Ch.IV,
Cor.6.1.4]. It follows thatUq is a dense open subset ofXq(x). To conclude, it remains only
to show that eachXq(x) is geometrically normal and geometrically irreducible; however, let
jq : Xq → X be the closed immersion; the induced morphism of log schemesgq : (Xq, j

∗
qM)→

(Y,N) is also smooth, hence the assertion follows from (ii).
(iv) is a straightforward consequence of (iii).
(v): Notice thatA := Og−1

x (η),w is ind-étale over the noetherian ringQ ⊗P κ(η), hence its
strict henselization is noetherian, and thenA itself is noetherian ([33, Ch.IV, Prop.18.8.8(iv)]).
SinceX is normal, andw is a point of height one ing−1

x (η), we conclude thatA is a discrete
valuation ring. �

7. ÉTALE COVERINGS OF SCHEMES AND LOG SCHEMES

7.1. Acyclic morphisms of schemes.For any schemeX, we shall denote by :

Cov(X)
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the category whose objects are the finite étale morphismsE → X; the morphisms(E → X)→
(E ′ → X) are theX-morphisms of schemesE → E ′. By faithfully flat descent,Cov(X) is
naturally equivalent to the subcategory ofX∼

ét consisting of all locally constant constructible
sheaves. Iff : X → Y is any morphism of schemes, andϕ : E → Y is an objectCov(Y ),
thenf ∗ϕ := ϕ ×Y X : E ×Y X → X is an object ofCov(X); more precisely, we have a
fibration :

(7.1.1) Cov→ Sch

over the category of schemes, whose fibre, over any schemeX, is the categoryCov(X).

Lemma 7.1.2.Let f be a morphism of schemes, and suppose that either one of the following
conditions holds :

(a) f is integral and surjective.
(b) f is faithfully flat.
(c) f is proper and surjective.

Thenf is of universal2-descent for the fibred category(7.1.1).

Proof. This is [4, Exp.VIII, Th.9.4]. �

Lemma 7.1.3. In the situation of definition5.5.40, suppose thatLef(X, Y ) holds. LetU ⊂ X
be any open subset such thatY ⊂ U , and denote byj : Y → U the closed immersion. Then the
induced functor

j∗ : Cov(U)→ Cov(Y )

is fully faithful.

Proof. Let Cov(X) be the full subcategory ofOX-Alglfft consisting of all finite étaleOX-
algebras (notation of lemma 5.5.41(ii)); the categoryCov(U) is a full subcategory of the cat-
egoryOU -Alglfft, so lemma 5.5.41(ii) already implies that the functorCov(U) → Cov(X) is
fully faithful, hence we are reduced to showing that the functor :

Cov(X)→ Cov(Y ) A 7→ SpecA ⊗OX
OY

is fully faithful. To this aim, letI ⊂ OX be the ideal defining the closed immersionY ⊂ X;
consider the direct system of schemes

(Yn := SpecOX/I
n+1 | n ∈ N)

and letCov(Y•) be the category consisting of all direct systems(En | n ∈ N) of schemes,
such thatEn is finite étale overYn, and such that the transition mapsEn → En+1 induce
isomorphismsEn

∼→ En+1 ×Yn+1 Yn for everyn ∈ N. The morphisms inCov(Y•) are the
morphisms of direct systems of schemes. We have a natural functor :

Cov(X)→ Cov(Y•) A 7→ (SpecA /I n+1A | n ∈ N)

which is fully faithful, by [26, Ch.I, Cor.10.6.10(ii)]. Finally, the functorCov(Y•)→ Cov(Y )
given by the rule(En | n ∈ N) → E0 is an equivalence, by [33, Ch.IV, Th.18.1.2]. The claim
follows. �

7.1.4. Consider now a cofiltered familyS := (Sλ | λ ∈ Λ) of affine schemes. Denote byS
the limit of S , and suppose moreover thatΛ admits a final element0 ∈ Λ. Let f0 : X0 → S0

be a finitely presented morphism of schemes, and set :

Xλ := X0 ×S0 Sλ fλ := f0 ×S0 Sλ : Xλ → Sλ for everyλ ∈ Λ.

Set as wellX := X0 ×S0 S andf := f0 ×S0 S : X → S. For everyλ ∈ Λ, let pλ : S → Sλ
(resp.p′λ : X → Xλ) be the natural morphism.
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The functorsp′∗λ : Cov(Xλ) → Cov(X) define a pseudo-cocone in the2-categoryCat,
whence a functor :

(7.1.5) 2-colim
λ∈Λ

Cov(Xλ)→ Cov(X).

Lemma 7.1.6. In the situation of(7.1.4), the functor(7.1.5)is an equivalence.

Proof. It is a rephrasing of [32, Th.8.8.2, Th.8.10.5] and [33, Ch.IV, Prop.17.7.8(ii)]. �

Lemma 7.1.7. Let X be a scheme,j : U → X an open immersion with dense image, and
f : X ′ → X an integral surjective and radicial morphism. The following holds :

(i) The morphismf induces an equivalence of sites

f ∗ : X ′
ét → Xét

and the functorf ∗ : Cov(X)→ Cov(X ′) is an equivalence.
(ii) Suppose thatX is separated. Then :

(a) The functorj∗ : Cov(X)→ Cov(U) is faithful.
(b) If moreover,X is reduced and normal, and has finitely many maximal points,j∗ is

fully faithful, and its essential image consists of all the objectsϕ of Cov(U) such
thatϕ×X X(x) lies in the essential image of the pull-back functor :

Cov(X(x))→ Cov(X(x)×X U)
for every geometric pointx ofX. (Notation of definition2.4.17(ii).)

(iii) Furthermore, ifX is locally noetherian and regular, andX \U has codimension≥ 2
in X, thenj∗ is an equivalence.

Proof. (i) follows from [4, Exp.VIII, Th.1.1].
(ii.a): Indeed, letϕ : E → X be any finite étale morphism; it is easily seen thatE is a

separated scheme, and sinceϕ is flat andU is dense inX, we see thatE ×X U is a dense
subscheme ofE, so the claim is clear.

(ii.b): Choose a coveringX =
⋃
i∈I Vi consisting of affine open subsets, and let

g : X ′ :=
∐

i∈I

Vi → X

be the induced morphism; set alsoj′i := j ×X Vi for every i ∈ I. By lemma 7.1.2,g is
of universal2-descent for the fibred categoryCov. On the other hand,X ′′ := X ′ ×X X ′ is
separated, and the induced open immersionj′′ : U ×X X ′′ → X ′′ has dense image, hence
the corresponding functorj′′∗ is faithful, by (i). By corollary 1.5.35(ii), the full faithfulness
of j∗ follows from the full faithfulness of the pull-back functorj′∗ corresponding to the open
immersionj′ := j ×X X ′. The latter holds if and only if the same holds for all the pull-back
functorsj′∗i . Hence, we may replaceX by Vi, and assume from start thatX is affine, say
X = SpecA. Let η1, . . . , ηs ∈ X be the maximal points. Under the current assumptions,
A is the product ofs domains, and its total ring of fractionsFracA is the product of fields
κ(η1)× · · · × κ(ηs). LetE → X andE ′ → X be two objects ofCov(X), andh : E ×X U →
E ′ ×X U a morphism; we may writeE = SpecB, E ′ = SpecB′ for finite étaleA-algebras
B andB′, and the restrictionshηi := h ×U X(ηi) : E(ηi) → E ′(ηi) induce a map ofFracA-
algebras

h♮η :=
s∏

i=1

h♮ηi : B
′ ⊗A FracA→ B ⊗A FracA.

On the other hand, by [33, Ch.IV, Prop.17.5.7],B (resp. B′) is the normalization ofA in
B ⊗A FracA (resp. inB′ ⊗A FracA). It follows thath♮η restricts to a mapB′ → B, and the
corresponding morphismE → E ′ is necessarily an extension ofh. This shows thatj∗ is fully
faithful. To proceed, we make the following general remark.
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Claim 7.1.8. Let Z be a scheme,V0 ⊂ Z an open subset, andϕ : E → V0 an object of
Cov(V0). Suppose that, for every open subsetV ⊂ Z containingV0, the pull-back functor
Cov(V ) → Cov(V0) is fully faithful. Let F be the family consisting of all the data(V, ψ, α)
whereV ⊂ X is any open subset withV0 ⊂ V , ψ : EV → V is a finite étale morphism, andα :
ψ−1V0

∼→ E is an isomorphism ofV0-schemes.F is partially ordered by the relation such that
(V, ψ, α) ≥ (V ′, ψ′, α′) if and only if V ′ ⊂ V and there is an isomorphismβ : ψ−1V ′ ∼→ EV ′

of V ′-schemes, such thatα′ ◦ β|ψ−1V ′ = α|ψ−1V ′. ThenF admits a supremum.

Proof of the claim.Using Zorn lemma, it is easily seen thatF admits maximal elements, and it
remains to show that any two maximal elements(V, ψ, α) and(V ′, α′, ψ) are isomorphic; to see
this, setV ′′ := V ∩ V ′ : by assumption, the isomorphismα′−1 ◦ α : ψ−1V0

∼→ ψ′−1V0 extends
to an isomorphism ofV ′′-schemesψ−1V ′′ ∼→ ψ′−1V ′′, using which one can glueEV andEV ′

to obtain a datum(V ∪ V ′, ψ′′, α′′) which is larger than both our maximal elements, hence it is
isomorphic to both. ♦

Claim 7.1.9. In the situation of claim 7.1.8, suppose thatZ is reduced and normal, and has
finitely many maximal points. Let(Umax, ψ, α) be a supremum forF , andz a geometric point
of Z, such that the morphismϕ ×Z Z(z) extends to a finite étale covering ofZ(z); then the
support ofz lies inUmax.

Proof of the claim.By lemma 7.1.6, there exists an étale neighborhoodg : Y → Z of z, with
Y affine, a finite étale morphismϕY : EY → Y , and an isomorphismh : ϕ×U Y ≃ ϕY ×Z U .
We have a natural essentially commutative diagram :

Cov(gY )
α //

��

Desc(Cov, g) //

��

Cov(Y )

��
Cov(U ∩ gY ) β // Desc(Cov, g ×Z U) // Cov(Y ×Z U)

whereα andβ are equivalences, by lemma 7.1.2. Moreover, letY ′ := Y ×Z Y andY ′′ :=
Y ′ ×Z Y ; by the foregoing, the functors

Cov(Y ′)→ Cov(Y ′ ×Z U) and Cov(Y ′′)→ Cov(Y ′′ ×Z U)
are fully faithful, hence the right square subdiagram is2-cartesian (corollary 1.5.35(iii)). Thus,
the datum(ϕ×Z gY, ϕY , h) determines an objectϕ′ of Cov(gY ), together with an isomorphism
ϕ′×Z U ≃ ϕ×Z gY , which we may use to glueϕ andϕ′ to a single objectϕ′′ of Cov(U ∪gY ).
The claim follows. ♦

The foregoing shows that the assumptions of claim 7.1.8 are fulfilled, with Z := X, V0 := U
and any objectϕ of Cov(U), hence there exists a largest open subsetUmax ⊂ X over whichϕ
extends. However, claim 7.1.9 shows thatUmax = X, so the proof of (ii.b) is complete.

(iii): In view of (ii.b) and [33, Ch.IV, Cor.18.8.13], we arereduced to the case whereX is
a regular local scheme, and it suffices to show thatj∗ is essentially surjective. We argue by
induction on the dimensionn of X \U . If n = 0, thenX \U is the closed point, in which case
it suffices to invoke the Zariski-Nagata purity theorem ([44, Exp.X, Th.3.4(i)]). Supposen > 0
and that the assertion is already known for smaller dimensions. Letϕ be a given finite étale
covering ofU , andx a maximal point ofX \U ; thenX(x)\U = {x}, soϕ|U∩X(x) extends
to a finite étale morphismϕx overX(x). In turns,ϕx extends to an affine open neighborhood
V ⊂ X of X, and up to shrinkingV , this extensionϕ′ agrees withϕ on U ∩ V , by lemma
7.1.6. Hence we can glueϕ andϕ′, and replaceU byU ∪V . Repeating the procedure for every
maximal point ofX\U , we reduce the dimension ofX\U ; then we conclude by the inductive
assumption. �
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Definition 7.1.10. Let f : X → S be a morphism of schemes,x a geometric point ofX
localized atx ∈ X; and sets := f(x), s := f(x). Let alson ∈ N be any integer, andL ⊂ N
any non-empty set of prime numbers.

(i) We say thatx is strict if κ(x) is a separable closure ofκ(x). (Notation of (2.4.16).)
(ii) We associate tox a strict geometric pointxst, constructed as follows. Letκ(xst) :=

κ(x)s, the separable closure ofκ(x) insideκ(x); then the inclusionκ(xst) ⊂ κ(x)
defines a morphism of schemes :

(7.1.11) |x| → |xst| := Specκ(xst)

andx is the composition of (7.1.11) and a unique strict geometricpoint

xst : |xst| → X

localized atx.
(iii) Let f : X → Y be a morphism of schemes; we callf(x)st thestrict imageof x in Y .

Notice that the natural identification|x| = |f(x)| induces a morphism of schemes :

|xst| → |f(x)st|.
(iv) Denote byfx : X(x) → S(s) the morphism of strictly local schemes induced byf .

We say thatf is locally (−1)-acyclic at the pointx, if the schemef−1
x (ξ) is non-empty

for every strict geometric pointξ of S(s).
(v) We say thatf is locally 0-acyclic at the pointx, if the schemef−1

x (ξ) is non-empty and
connected for every strict geometric pointξ of S(s).

(vi) We say that a groupG is a finite L-group if G is finite and all the primes dividing
the order ofG lie in L. We say thatG is anL-group if it is a filtered union of finite
L-groups.

(vii) We say thatf is locally 1-aspherical forL at the pointx, if we have :

H1(f−1
x (ξ)ét, G) = {1}

for every strict geometric pointξ of S(s), and everyL-groupG (where1 denotes the
trivial G-torsor).

(viii) We say thatf is locally (−1)-acyclic(resp.locally0-acyclic, resp.locally1-aspherical
for L), if f is locally (−1)-acyclic (resp. locally0-acyclic, resp. locally1-aspherical
for L) at every point ofX.

(ix) We say thatf is (−1)-acyclic(resp.0-acyclic) if the unit of adjunction :F → f∗f
∗F

is a monomorphism (resp. an isomorphism) for every sheafF onSét.

See section 2.1 for generalities aboutG-torsors for a group objectG on a toposT . Here we
shall be mainly concerned with the case whereT is the étale toposX∼

ét of a schemeX, andG
is representable by a group scheme, finite and étale overX. In this case, using faithfully flat
descent one can show that anyG-torsor is representable by aprincipalG-homogeneous space,
i.e. a finite, surjective, étale morphismE → X with aG-actionG → AutX(E) such that the
induced morphism ofX-schemes

G×E → E ×X E
is an isomorphism.

7.1.12. IfGX is the constantX∼
ét-group arising from a finite groupG andX is non-empty and

connected, rightGX-torsors are also understood asG-valued characters of the étale fundamental
group ofX. Indeed, letξ be a geometric point ofX; recall ([42, Exp.V,§7]) thatπ := π1(Xét, ξ)
is defined as the automorphism group of the fibre functor

Fξ : Cov(X)→ Set (E
f−→ X) 7→ f−1ξ.
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We endowπ with its natural profinite topology, as in (1.6.7), so thatFξ can be viewed as an
equivalence of categories

Fξ : Cov(X)→ π-Set

(see (1.6.7)).

Lemma 7.1.13.In the situation of(7.1.12), there exists a natural bijection of pointed sets :

H1(Xét, GX)
∼→ H1

cont(π,G)

from the pointed set of rightGX-torsors, to the first non-abelian continuous cohomology group
ofP with coefficients inG (see(1.6.1)).

Proof. Let f : E → X be a rightGX-torsor, and fix a geometric points ∈ Fξ(E); given any
σ ∈ π, there exists a uniquegs,σ ∈ G such that

s · gs,σ = σE(s).

Any g ∈ G determines aX-automorphismgE : E → E, and by definition, the automorphism
Fξ(gE) onFξ(E) commutes with the left action of any elementτ ∈ π; howeverFξ(gE) is just
the right action ofg onFξ(E), hence we may compute :

s · gs,τ · gs,σ = (τE(s)) · gs,σ = τE(s · gs,τ) = τE · σE(s)
so the ruleσ 7→ gs,σ defines a group homomorphismρs,f : π → G which is clearly continuous.
We claim that the conjugacy class ofρs,f does not depend on the choice ofs. Indeed, ifs′ ∈
Fξ(E) is another choice, there exists a (unique) elementh ∈ G such thath(s) = s′; arguing as
in the foregoing we see thatσE commutes with the right action ofh onFξ(E). In other words,
σE(s) = h−1 ◦ σE(s′), so thatgs′,σ = h ◦ gs,σ ◦ h−1.

Therefore, denote byρf the conjugacy class ofρs,f ; we claim thatρf depends only on the
isomorphism class of theGX-torsorE. Indeed, any isomorphismt : E

∼→ E ′ of right GX-
torsors induces a bijectionFξ(t) : Fξ(E)

∼→ Fξ(E
′), equivariant for the action ofG, and for any

σ ∈ π we haveFξ(t) ◦ σE = σE′ ◦ Fξ(t), whence the assertion.
Conversely, given a continuous group homomorphismρ : π → G, let us endowG with

the induced leftπ-action, and rightG-action. ThenG is an object ofπ-Set, to which there
corresponds a finite étale morphismEρ → X, with an isomorphismEρ×X |ξ| ∼→ G of sets with
left π-action. Since the right action ofG is π-equivariant, we have a correspondingG-action
by X-automorphisms onEρ, soEρ is G-torsor, and its image under the map of the lemma is
clearly the conjugacy class ofρ.

Finally, in order to show that the map of the lemma is injective, it suffices to prove that, for
any rightGX-torsor (f : E → X,ϕ : E × G → E) and anys ∈ Fξ(E), there exists an
isomorphism of rightGX-torsorsEρs,f

∼→ E. However,s andρs,f determine an identification
of sets with leftπ-action :

(7.1.14) G
∼→ Fξ(E)

whence an isomorphismt : Eρs,f
∼→ E in Cov(X). Moreover, (7.1.14) also identifies the

rightG-action onFξ(E) to the natural rightG-action onG; the latter isπ-equivariant, hence it
induces a rightG-actionϕ′ : E ×G→ E, such thatt isG-equivariant. To conclude, it suffices
to show thatϕ = ϕ′. In view of [33, Ch.IV, Cor.17.4.8], the latter assertion can be checked on
the stalks over the geometric pointξ, where it holds by construction. �

Remark 7.1.15. (i) In the situation of (7.1.12), letE → X be any rightGX-torsor, and
ρE : π → G the corresponding representation. Then the proof of lemma 7.1.13 shows that
the leftπ-action onFξ(E) is isomorphic to the leftπ-action onG induced byρE ; especially,ρE
is surjective if and only ifπ acts transitively onFξ(E), if and only if the schemeE is connected
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(since a decomposition ofE into connected components corresponds to a decomposition of
Fξ(E) into orbits for theπ-action).

(ii) Let ϕ : G′ → G be a homomorphism of finite groups, and

H1
cont(π, ϕ) : H

1
cont(π,G

′)→ H1
cont(π,G)

the induced map. Denote byr (resp.l) the right (resp. left) translation action ofG on itself. Let
alsoE ′ → X be a principalG′-homogeneous space, given by a mapρ : G′ → AutX(E

′), and
denote byc′ ∈ H1

cont(π,G
′) the class ofE ′. Then the classc := H1

cont(π, ϕ)(c) can be described
geometrically as follows. The schemeE ′ ×G admits an obvious rightG-action, induced byr.
Moreover, it admits as well a rightG′-action : namely, to any elementg ∈ G′, we assign the
X-automorphismρg × lϕ(g−1) : E

′ × G ∼→ E ′ × G. SetE := (E × G)/G′; it is easily seen
thatE is a principalG-homogeneous space, and its class is preciselyc (the detailed verification
shall be left as an exercise for the reader).

(iii) Consider a commutative diagram of schemes

E ′
g //

f ′   A
AA

AA
AA

A E

f~~~~
~~

~~
~~

X

wheref (resp.f ′) is aG-torsor (resp. aG′-torsor) for a given finite groupG (resp.G′). Denote
by ρ : G→ AutX(E) andρ′ : G′ → AutX(E

′) the respective actions. We have :

(a) Suppose that there exists a group homomorphismϕ : G′ → G, such thatρ◦ϕ = g ◦ ρ′.
Theng induces aG′-equivariant map

Fξ(E
′)→ Res(ϕ)Fξ(E)

whence an isomorphism(E ′ × G)/G′ ∼→ G of G-torsors. Hence, letc (resp. c′)
denote any representative of the equivalence class ofE (resp.E ′) in H1

cont(π,G) (resp.
H1

cont(π,G
′)); in view of (ii), it follows that

H1(π, ϕ)(c′) = c.

In other words, the induced diagram of continuous group homomorphisms

π1(Xét, ξ)
c′

zzuuu
uu

uu
uu

u
c

$$I
II

III
II

II

G′
ϕ // G

commutes, up to composition with an inner automorphism ofG. (Details left to ther
reader.)

(b) If E is connected, a group homomorphismϕ : G → G′ fulfilling the condition of (a)
exists and is unique up to composition with an inner automorphism ofG. Indeed, fix
any e′ ∈ Fξ(E

′) and lete := f(e′); if g′ ∈ G′, defineϕ(g′) as the uniqueg ∈ G
such thatf(e′ · g′) = e · g; also, in view of (i) we may pickσg′ ∈ π1(X, ξ) such that
σg′ · e′ = e′ · g′, and notice thatσg′ · e = e · ϕ(g′) for everyg′ ∈ G′. Now, if h′ ∈ G′ is
any other element, we may compute :

f(e′ · g′h′) = f(σg′ · e′ · h′) = σg′ · f(e′ · h′) = σg′ · e · ϕ(h′) = e · ϕ(g′) · ϕ(h′)
whenceϕ(g′h′) = ϕ(g′) · ϕ(h′), as required.

Lemma 7.1.16.Let f : X → Y be a morphism of schemes,F , G two sheaves onYét. Then :
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(i) If F is locally constant and constructible, the natural map :

ϑf : f
∗HomY ∼

ét
(F ,G )→HomX∼

ét
(f ∗F , f ∗G )

is an isomorphism.
(ii) If f is 0-acyclic, the functor

f ∗ : Cov(Y )→ Cov(X) : (E → Y ) 7→ (E ×Y X → X)

is fully faithful.

Proof. (i): Suppose we have a cartesian diagram of schemes :

X ′
g′ //

f ′

��

X

f

��
Y ′

g // Y.

Then, according to (2.3.2), we have a natural isomorphism :

ϑg′ ◦ g′∗ϑf ⇒ ϑf ′ ◦ f ′∗ϑg

(an invertible2-cell, in the terminology of (1.3.2)). Now, ifg – and thereforeg′ – is a covering
morphism,ϑg andϑg′ are isomorphisms, andg′∗ϑf is an isomorphism if and only if the same
holds forϑf . Summing up, in this caseϑf is an isomorphism if and only if the same holds for
ϑf ′ . Thus, we may chooseg such thatg∗ is a constant sheaf, and after replacingf by f ′, we
may assume thatF = SY is the constant sheaf associated to a finite setS. Since the functors

HomY ∼
ét
(−,G ) : (Y ∼

ét )
o → Y ∼

ét and f ∗ : Y ∼
ét → X∼

ét

are left exact, we may further reduce to the case whereS = {1} is the set with one element,
in which caseF = 1Y is the final object ofY ∼

ét , andf ∗F = 1X is the final object ofX∼
ét.

Moreover, we have a natural identification :

HomY ∼
ét
(1Y ,G )

∼→ G : σ 7→ σ(1)

and likewise forHomX∼
ét
(1Y , f

∗G ). Using the foregoing characterization, it is easily checked
that, under these identifications,ϑf is the identity map off ∗G , whence the claim.

(ii): It has already been remarked thatCov(Y ) is equivalent to the category of locally con-
stant constructible sheaves onYét, and likewise forCov(X). Let E andF be two objects of
Cov(Y ); we have natural bijections :

HomCov(X)(f
∗E, f ∗F )

∼→Γ(X,HomX∼
ét
(f ∗E, f ∗F ))

∼→Γ(Y, f∗f
∗HomY ∼

ét
(E, F )) by (i)

∼→Γ(Y,HomY ∼
ét
(E, F )) sincef is 0-acyclic

∼→HomCov(Y )(E, F )

as stated. �

Lemma 7.1.17.Letf : X → S be a quasi-compact morphism of schemes, and suppose that :

(a) f is locally (−1)-acyclic.
(b) For every strict geometric pointξ of S, the induced morphismfξ : f−1(ξ) → |ξ| is

0-acyclic (i.e. f has non-empty geometrically connected fibres).

Thenf is 0-acyclic.



538 OFER GABBER AND LORENZO RAMERO

Proof. Let F be a sheaf onSét. For every strict geometric pointξ of S, we have a commutative
diagram :

(7.1.18)

Fξ

εξ //

α

��

(f∗f
∗F )ξ

��

Γ(|ξ|, ξ∗F )
f∗ξ // Γ(f−1(ξ), f ∗

ξ ◦ ξ∗F )

whereε : F → f∗f
∗F is the unit of adjunction. The mapα is an isomorphism, and the

same holds forf ∗
ξ , sincefξ is 0-acyclic. Henceεξ is injective, which shows already thatf

is (−1)-acyclic. It remains to show thatεξ is surjective. Hence, lett ∈ (f∗f
∗F )ξ be any

section. From (7.1.18) we see that there exists a sectiont′ ∈ Fξ such that the images oft and
εξ(t

′) agree onΓ(f−1(ξ), f ∗
ξ ◦ ξ∗F ). We may find an étale neighborhoodg : U → S of ξ,

such thatt′ (resp. t) extends to a sectiont′U ∈ F (U) (resp. tU ∈ Γ(X ×S U, f ∗F )). Let
XU := X ×S U , fU := f ×S U : XU → U , and for every geometric pointx of XU , denote by
f ∗
x : FfU (x) → f ∗

UFx the natural isomorphism (2.4.21). We set

V := {x ∈ XU | tU,x = f ∗
x(t

′
U,f(x))}

wherex is any geometric point ofX localized atx, andtU,x ∈ f ∗Fx (resp. t′U,f(x) ∈ FfU (x))
denotes the image oftU (resp. oft′U ). ClearlyV is an open subset ofXU , and we have :

Claim 7.1.19. (i) V = f−1
U fU(V ).

(ii) fU(V ) ⊂ U is an open subset.

Proof of the claim.(i): Given a pointu ∈ U , choose a strict geometric pointu localized atu,
and sets := g(u)st; by assumption, the morphismfs : f−1(s) → |s| is 0-acyclic, hence the
image oftU in Γ(f−1(s), f ∗

s ◦ s∗F ) is of the formf ∗
s t

′′, for somet′′ ∈ Fs. It follows that
V ∩ f−1

U (u) is either the whole off−1
U (u) or the empty set, according to whethert′′ agrees or

not with the image oft′U in Fs = g∗Fu.
(ii): The subsetX \V is closed, especially pro-constructible; sincef is quasi-compact, we

deduce thatfU(X \V ) is a pro-constructible subset ofU ([30, Ch.IV, Prop.1.9.5(vii)]). It then
follows from (i) thatfU(V ) is ind-constructible, hence we are reduced to showing thatfU (V )
is closed under generizations ([30, Ch.IV, Th.1.10.1]). Tothis aim, sinceV is open, it suffices
to show thatfU is generizing, i.e. that the induced mapsXU(x) → U(u) are surjective, for
everyu ∈ U and everyx ∈ f−1

U (u). However, choose a geometric pointx localized atx, and
let u := fU (x); since the natural mapsXU(x) → XU(x) andU(u) → U(u) are surjective, it
suffices to show that the same holds for the mapfU,x : XU(x) → U(u). The image ofx (resp.
U ) in X (resp. inS) is a geometric point which we denote by the same name; since the natural
mapsXU(x) → X(x) andU(u) → S(u) are isomorphisms, we are reduced to showing that
fx : X(x)→ S(u) is surjective, which holds, sincef is locally (−1)-acyclic. ♦

SetW := fU(V ); in view of claim 7.1.19,W is an étale neighborhood ofξ, and the natural
mapF (W ) → f ∗F (U) sends the restrictiont′U |W of t′U to the restrictiontU |V of tU , whence
the claim. �

7.1.20. Consider now a cartesian diagram of schemes :

(7.1.21)
X ′

g′ //

f ′

��

X

f

��
S ′

g // S
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whereg is a local morphism of strictly local schemes, and denote bys (resp. bys′) the closed
point ofS (resp. ofS ′). Let x′ ∈ f ′−1(s′) be any point,x′ a geometric point ofX ′ localized at
x′, and setx := g′(x′), x := g′(x′). Theng′ induces a morphism ofS ′-schemes :

(7.1.22) X ′(x′)→ X(x)×S S ′.

Lemma 7.1.23.In the situation of(7.1.20), suppose thatg is an integral morphism. Then :

(i) The induced morphismf ′−1(s′) → f−1(s) induces a homeomorphism on the underly-
ing topological spaces.

(ii) (7.1.22) is an isomorphism.

Proof. If g is integral,κ(s′) is a purely inseparable algebraic extension ofκ(s), hence the mor-
phismT ′ := Spec κ(s′) → T := Specκ(s) is radicial, and the same holds for the induced
morphisms :

f ′−1(s′)
∼→ f−1(s)×T T ′ → f−1(s) f−1

x (s)×T T ′ → f−1
x (s)

([26, Ch.I, Prop.3.5.7(ii)]). Especially (i) holds, and therefore the natural mapX ′(x′) →
X(x) ×S S ′ is an isomorphism; we see as well thatf−1

x (s) ×T T ′ is a local scheme. Then
the assertion follows from [33, Ch.IV, Rem.18.8.11]. �

Proposition 7.1.24.Let f : X → S andg : S ′ → S be morphisms of schemes, withg quasi-
finite, and setX ′ := X ×S S ′. Suppose thatf is locally (−1)-acyclic (resp. locally0-acyclic);
then the same holds forf ′ := f ×S S ′ : X ′ → S ′.

Proof. Let s′ be any geometric point ofS ′, and sets := g(s′). Denote bys ∈ S (resp.s′ ∈ S ′)
the support ofs (resp. s′); thenf is locally (−1)-acyclic at the points off−1(s), if and only
if fs := f ×S S(s) : X ×S S(s) → S(s) enjoys the same property at the points off−1

s (s).
Likewise, f ′ is locally (−1)-acyclic (resp. locally0-acyclic) at the points off ′−1(s′), if and
only if f ′

s′ : X
′ ×S′ S ′(s′) → S ′(s′) enjoys the same property at the points off−1

s (s). Hence,
we may replaceg by gs′ : S ′(s′)→ S(s), andf by the induced morphismX ×S S(s)→ S(s),
which allows to assume thatg is finite ([33, Ch.IV, Th.18.5.11]), hence integral. Letξ′ (resp.
x′) be any strict geometric point ofS ′ (resp. off ′−1(s′)), and letξ := g(ξ′)st, (resp. letx be the
image ofx′ in X); we have natural morphisms :

f ′−1
x′ (ξ′)

α−→ X(x)×S ξ′
β−→ f−1

x (ξ).

However,α is an isomorphism, by lemma 7.1.23(ii), andβ is a radicial morphism, since the field
extensionκ(ξ) ⊂ κ(ξ′) is purely inseparable ([26, Ch.I, Prop.3.5.7(ii)]). The claim follows. �

Lemma 7.1.25.LetS be a strictly local scheme,s ∈ S the closed point,f : X → S a morphism
of schemes,x (resp.ξ) a strict geometric point off−1(s) (resp. ofS). Then we may find :

(a) A cartesian diagram(7.1.21), withS ′ strictly local, irreducible and normal.
(b) A strict geometric pointx′ of f ′−1(s′) with g′(x′)st = x.
(c) A strict geometric pointξ′ of S ′ localized at the generic point ofS ′, with g(ξ′)st = ξ,

and such that(7.1.22)induces an isomorphism :

(7.1.26) f ′−1
x′ (ξ′)

∼→ f−1
x (ξ).

Proof. Denote byZ ⊂ S the closure of the image ofξ, endowZ with its reduced subscheme
structure, setY := X ×S Z ⊂ X, and lethx : Y (x) → Z be the natural morphism. Then
Z is a strictly local scheme ([33, Ch.IV, Prop.18.5.6(i)]). Moreover, the closed immersion
Y → X induces an isomorphism ofZ-schemes :Y (x)

∼→ X(x) ×S Z (lemma 7.1.23(ii)). By
construction,ξ factors through a strict geometric pointξ′ of Z, and we deduce an isomorphism :
h−1
x (ξ′)

∼→ f−1
x (ξ) of Z-schemes. Thus, we may replace(S,X, ξ) by (Z, Y, ξ′), and assume that

S is the spectrum of a strictly local domain, andξ is localized at the generic point ofS. Say that
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S = SpecA, and denote byAν the normalization ofA in its field of fractionsF . ThenAν is the
union of a filtered family(Aλ | λ ∈ Λ) of finiteA-subalgebras ofF ; sinceA is henselian, each
Aλ is a product of henselian local rings, hence it is a local henselian ring, so the same holds for
Aν . Moreover, the residue fieldκ(s′) of Aν is an algebraic extension of the residue fieldκ(s) of
A, which is separably closed, henceκ(s′) is separably closed,i.e.Aν is strictly henselian, so we
may fulfill condition (a) by takingS ′ := SpecAν . Condition (b) holds as well, due to lemma
7.1.23(i). Finally, it is clear thatξ lifts to a unique strict geometric pointξ′ of S ′, and it follows
from lemma 7.1.23(ii) that (7.1.26) is an isomorphism, as required. �

Remark 7.1.27. In the situation of lemma 7.1.25, suppose furthermore thatS is noetherian. A
direct inspection reveals that the schemeS ′ exhibited in the proof of the lemma, is the spectrum
of the normalization of a noetherian domain. Quite generally, the normalization of a noetherian
domain is aKrull domain([63, Th.33.10]).

7.1.28. In the situation of (7.1.4), letx ∈ X be any point, ands := f(x). Let alsoξ be a strict
geometric point ofS. We deduce a compatible system of pointsxλ := p′λ(x) ∈ Xλ, whence a
cofiltered system of local schemes

X := (Xλ(xλ) | λ ∈ Λ).

For everyλ ∈ Λ, setξλ := pλ(ξ)
st. This yields a compatible system of strict geometric points

(ξλ | λ ∈ Λ), such that :
ξ

∼→ lim
λ∈Λ

ξλ.

Choose a geometric pointx of X localized atx, and set likewisexλ := p′λ(x); then the sys-
tem X lifts to a systemX sh := (Xλ(xλ) | λ ∈ Λ), whose limit is naturally isomorphic
to X(x) ([33, Ch.IV, Prop.18.8.18(ii)]). Furthermore,X sh induces a natural isomorphism of
κ(ξ)-schemes :

(7.1.29) f−1
x (ξ)

∼→ lim
λ∈Λ

f−1
λ,xλ

(ξλ)

where, as usual,fx : X(x) → S (resp.fλ,xλ : Xλ(xλ) → Sλ) is deduced fromf (resp. from
fλ). These remarks, together with the following lemma 7.1.30,and the previous lemma 7.1.25,
will allow in many cases, to reduce the study of the fibres offx, to the case where the baseS is
strictly local, excellent and normal.

Lemma 7.1.30.Let S be a strictly local normal scheme. Then there exists a cofiltered family
S := (Sλ | λ ∈ Λ) consisting of strictly local normal excellent schemes, such that :

(a) S is isomorphic to the limit ofS .
(b) The natural morphismS → Sλ is dominant for everyλ ∈ Λ.

Proof. Say thatS = SpecA, and writeA as the union of a filtered familyA := (Aλ | λ ∈ Λ)
of excellent noetherian local subrings, which we may assumeto be normal, by [31, Ch.IV,
(7.8.3)(ii),(vi)]. Proceeding as in (7.1.28), we choose a compatible family of geometric points
sλ localized at the closed points ofSpecAλ, for everyλ ∈ Λ; using these geometric points,
we lift A to a filtered family(Ash

λ | λ ∈ Λ) of strict henselizations, whose colimit is natu-
rally isomorphic toA. Moreover, eachAsh

λ is noetherian, normal and excellent ([33, Ch.IV,
Prop.18.8.8(iv), Prop.18.8.12(i)] and proposition 4.8.35(ii)). Let η be the generic point ofS,
hλ : S → Sλ := SpecAsh

λ the natural morphism, andηshλ := hλ(η) for everyλ ∈ Λ. The
cofiltered system(Sλ | λ ∈ Λ) fulfills condition (a). Moreover, by construction, the image of
ηshλ in SpecAλ is the generic pointηλ; thenηshλ is the generic point ofSλ, since the latter is the
only point ofSλ lying overηλ. Hence (b) holds as well. �

Proposition 7.1.31.Letf : X → S be a flat morphism of schemes. We have :

(i) f is locally (−1)-acyclic.
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(ii) Suppose moreover, thatf has geometrically reduced fibres, and :
(a) eitherf is locally finitely presented,
(b) or else,S is locally noetherian.

Thenf is locally0-acyclic.

Proof. Let x ∈ X be any point, sets := f(x), choose a geometric pointx of X localized atx,
sets := f(x), and letξ be any strict geometric point ofS(s).

(i): If f is flat, the induced morphismfx : X(x) → S(s) is faithfully flat; especially,fx is
surjective ([61, Th.7.3(i)]).

(ii): We shall use the following :

Claim 7.1.32. Let A be a Krull domain,F the field of fractions ofA, B a flatA-algebra, and
suppose thatB ⊗A κ(p) is reduced, for every prime idealp ∈ SpecA of height one. ThenB is
integrally closed inB ⊗A F .

Proof of the claim.See [61,§12] for the basic generalities on Krull domains; especially, [61,
Th.12.6] asserts that, ifA is a Krull domain, the natural sequence ofA-modules :

E : 0→ A→ F →
⊕

ht p=1

F/Ap → 0

is short exact, wherep ∈ SpecA ranges over the prime ideals of height one. By flatness,E ⊗AB
is still exact, henceB =

⋂
ht p=1B ⊗A Ap (where the intersection takes place inB ⊗A F ). We

are therefore reduced to the case whereA is a discrete valuation ring. Lett denote a chosen
generator of the maximal ideal ofA, and suppose thatx ∈ B ⊗A F is integral overB, so that
xn+ b1x

n−1 + · · ·+ bn = 0 in B⊗A F , for someb1, . . . , bn ∈ B; let alsor ∈ N be the minimal
integer such that we havex = t−rb for someb ∈ B. We have to show thatr = 0; to this aim,
notice thatbn + trb1b

n−1 + · · · + trnbn = 0 in B; if r > 0, it follows that the imageb of b in
B/tB satisfies the identity :bn = 0, thereforeb = 0, since by assumption,B/tB is reduced.
Thusb = tb′ for someb′ ∈ B, andx = t1−rb′, contradicting the minimality ofr. ♦

Now, in the general situation of (ii), setX ′ := X×S S(s). The natural morphismX(x)→ X
factors uniquely through a morphism ofS(s)-schemesj : X(x) → X ′, and if we denote by
x′ the image inX ′ of x, thenj induces an isomorphism ofS(s)-schemes :X(x)

∼→ X ′(x′).
Hence,f is locally 0-acyclic at the pointx, if and only if the induced morphismX ′ → S(s)
is locally 0-acyclic at the supportx′ of x′, so we may replaceS by S(s), and assume thatS is
strictly local, when (a) holds, and even strictly local and noetherian, when (b) holds.

We have to show thatf−1
x (ξ) is connected, and by lemma 7.1.25 and remark 7.1.27, we are

further reduced to the case whereS = S(s) = SpecA is strictly local and normal,ξ is localized
at the generic point ofS, and moreover :

(a’) eitherf is finitely presented,
(b’) or else,A is a (not necessarily noetherian) Krull domain.

Claim7.1.33. In case (b’) holds,f−1
x (ξ) is connected.

Proof of the claim.Indeed, letF be the field of fractions ofA; the fieldκ(ξ) is algebraic over
F , hence it suffices to show thatX(x) ×S SpecK is connected for every finite field extension
F ⊂ K ([32, Ch.IV, Prop.8.4.1(ii)]). LetAK be the normalization ofA in K; thenAK is
again a Krull domain ([14, Ch.VII,§1, n.8, Prop.12]), andB := O sh

X,x ⊗A AK is a flatAK-
algebra. Notice that the geometric fibres of the induced morphismfx,K : SpecB → SpecAK
are cofiltered limits of schemes that are étale over the fibres of f ; since the fibres off are
geometrically reduced, it follows that the same holds for the fibres offx,K . HenceB is integrally
closed inB⊗AF (claim 7.1.32); especially these two rings have the same idempotents, whence
the contention. ♦



542 OFER GABBER AND LORENZO RAMERO

Finally, suppose that (a’) holds. By lemma 7.1.30, the scheme S is the limit of a cofiltered
family (Sλ | λ ∈ Λ) of strictly local excellent and normal schemes, such that the natural maps
S → Sλ are dominant. By [32, Ch.IV, Th.8.8.2(ii)], we may findλ ∈ Λ, a finitely presented
morphismfλ : Xλ → Sλ, and an isomorphism ofS-schemes :X

∼→ Xλ ×Sλ S. We set
Xµ := Xλ ×Sλ Sµ, for everyµ ∈ Λ with µ ≥ λ; then, up to replacingΛ by a cofinal subset,
we may assume thatfµ : Xµ → Sµ is defined for everyµ ∈ Λ. By [32, Ch.IV, Cor.11.2.6.1],
after replacingΛ by a cofinal system, we may assume thatfλ is flat for everyλ ∈ Λ. For every
µ ∈ Λ, let Zµ ⊂ Sµ be the subset consisting of all pointss ∈ Sµ such that the fibref−1

µ (s)
is not geometrically reduced; by [32, Ch.IV, Th.9.7.7],Zµ is a constructible subset ofSµ. By
assumption, we have ⋂

µ∈Λ

p−1
µ Zµ = ∅

and it is clear thatp−1
µ Zµ ⊂ p−1

λ Zλ wheneverµ ≥ λ. Then,Zµ = ∅ for someµ ∈ Λ ([30, Ch.IV,
Prop.1.8.2, Cor.1.9.8]), hence we may replaceΛ by a still smaller cofinal subset, and achieve
that all thefλ have geometrically reduced fibres. For everyλ ∈ Λ, let xλ ∈ Xλ be the image
of the pointx. Arguing as in (7.1.28), we obtain a compatible system of strict geometric points
ξλ of Sλ (resp.xλ of Xλ), such thatpλ(ξ) factors throughξλ; whence an isomorphism (7.1.29).
Thus,f−1

x (ξ) is reduced if and only iff−1
λ,xλ

(ξλ) is reduced for every sufficiently largeλ ∈ Λ
([32, Ch.IV, Prop.8.7.2]). Furthermore, sincepλ is dominant,ξλ is localized at the generic point
of Sλ, for everyλ ∈ Λ. Thus, we are reduced to the case whereS = S(s) is the spectrum of
a strictly local noetherian normal domainA, andξ is localized at the generic point ofS; since
suchA is a Krull domain ([61, Th.12.4(i)]), this is covered by claim 7.1.33. �

Example 7.1.34.(i) Let A be an excellent local ring, andA∧ the completion ofA. Then the
natural morphism :

f : SpecA∧ → SpecA

is locally 0-acyclic. Indeed, this follows from proposition 7.1.31(ii) (and from the excellence
assumption, which includes the geometric regularity of theformal fibres ofA).

(ii) Suppose additionally, thatA is strictly local. Thenf is 0-acyclic. To see this, we apply
the criterion of lemma 7.1.17 : indeed, sincef is flat, it is (−1)-acyclic (proposition 7.1.31(i));
it remains to show thatf has geometrically connected fibres, and sinceA∧ is strictly local ([33,
Ch.IV, Prop.18.5.14]), this is the same as showing thatf is locally0-acyclic at the closed point
of SpecA∧, which has already been remarked in (i).

(iii) More generally,f is 0-acyclic wheneverA is excellent and henselian. Indeed, in this
case the argument of (ii) again reduces to showing thatf has geometrically connected fibres.
However, consider the natural commutative diagram :

(7.1.35)

Spec (A∧)sh //

fsh

��

SpecA∧

f

��
SpecAsh // SpecA.

SinceA is henselian,Ash is the colimit of a filtered family of finite étale and localA-algebras.
SinceA andA∧ have the same residue field, it follows easily thatA∧ ⊗A Ash is the colimit of
a filtered family of finite étale and localA∧-algebras, hence it is strictly henselian, and there-
fore (7.1.35) is cartesian, especially the geometric fibresof f are connected if and only if the
same holds for the geometric fibres off sh, and the latter are reduced (even regular), sinceA is
excellent. Hence, we come down to showing thatf sh is locally 0-acyclic at the closed point of
Spec (A∧)sh, which holds again by proposition 7.1.31(ii).

For future use, we point out the following
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Proposition 7.1.36.Let g : X → Y be a flat morphism of excellent noetherian schemes, with
X strictly local, andY normal. LetU ⊂ X be an open subset, andZ ⊂ Y a closed subscheme.
Suppose that :

(i) g−1(z) ⊂ U for every maximal pointz ofZ.
(ii) U ∩ g−1(z) is a dense open subset ofg−1(z), for everyz ∈ Z.

(iii) The fibresg−1(z) are reduced, for everyz ∈ Z.

Then the induced functorCov(U)→ Cov(U ×Y Z) is fully faithful.

Proof. Indeed, say thatX = SpecB, Y = SpecA, Z = V (I) for some idealI ⊂ A, and
denote byB∧ themB-adic completion of the local ringB (wheremB ⊂ B denotes the maximal
ideal). Let alsof : SpecB∧ → Y be the induced morphism, andU∧ ⊂ SpecB∧ the preimage
of U . In light of example 7.1.34(ii) and lemma 7.1.16(ii), it suffices to show that the induced
functorCov(U∧) → Cov(U∧ ×Y Z) is fully faithful. In view of lemma 7.1.3, we are further
reduced to checking that conditions (a)–(c) of proposition5.5.44 hold for the induced ring
homomorphismϕ : A → B∧, the open subsetU∧, and the idealI. However, by example
5.5.39, we haveAssA(I, A) = Max(Z), hence (c) follows trivially from our assumption (i).
Next, sinceB∧ is a faithfully flatB-algebra, assumption (ii) implies thatU∧∩f−1(z) is a dense
open subset off−1(z), for everyz ∈ Z. Moreover, sinceB is excellent, the natural morphism
SpecB∧ → X is regular, so the same holds for the induced morphismf−1(z) → g−1(z), and
then our assumption (iii) implies – together with [61, Th.32.3(i)] – thatf−1(z) is reduced, for
everyz ∈ Z, whence condition (b). Lastly, we check condition (a),i.e. we show thatB∧ is
I-adically complete. Indeed, letC be theI-adic completion ofB∧; the natural mapB∧ → C is
injective, and it admits a left inverse, constructed as follows. Leta := (an | n ∈ N) be a given
sequence of elements ofB∧, which is Cauchy for theI-adic topology; thena is also Cauchy for
themB-adic topology, and it is easily seen that the limitl of a in themB-adic topology depends
only on the class[a] of a in C, so we get a well defined ring homomorphismλ : C → B∧ by
the rule :[a] 7→ l, and clearlyλ is the sought left inverse. It remains to check thatλ is injective;
thus, suppose thatl = 0, and that[a] 6= 0; this means that there existsN ∈ N such thatan /∈ IN ,
for everyn ∈ N. Now, the induced sequence(an | n ∈ N) of elements ofB∧/IN is stationary,
and on the other hand, it convergesmB-adically to0; thereforean = 0 for every sufficiently
largen ∈ N, a contradiction. �

7.1.37. LetA be a noetherian normal ring, and endow theA-algebraA[[t]] with its t-adic
topology. Let

ϕ : X := Spf A[[t]]→ X := SpecA[[t]] π : X → S := SpecA i : S → X

be respectively the natural morphism of locally ringed spaces, the natural projection, and the
closed immersion determined by the ring homomorphismA[[t]]→ A given by the rule :f(t) 7→
f(0), for everyf(t) ∈ A[[t]]. Let alsoU0 ⊂ SpecA be an open subset,U := π−1U0 and
U := ϕ−1U . Finally, denote byE a locally freeOU -module of finite rank, and setE ∧ := ϕ∗

|UE ,
which is a locally freeOU-module of finite rank.

Lemma 7.1.38. In the situation of(7.1.37), suppose thatS \U0 has codimension≥ 2 in S.
Then:

(i) The natural map
Γ(U, E )→ Γ(U, E ∧)

is an isomorphism ofA[[t]]-modules.
(ii) The pull-back functor :

i∗|U0
: Cov(U)→ Cov(U0) : (E → U) 7→ (E ×U U0 → U0)

is an equivalence.
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Proof. (i): To begin with, setZ := S\U0; since the morphismπ is flat, hence generizing ([61,
Th.9.5]), the closed subsetX \U = π−1Z has codimension≥ 2 in X. SinceA andA[[t]] are
both normal, we deduce :

(7.1.39) depthX\V OX ≥ 2 depthZOS ≥ 2

(theorem 5.4.20(ii) and [61, Th.23.8]); therefore (corollary 5.4.22) :

(7.1.40) Γ(U,OX) = Γ(X,OX) = A[[t]].

Next, the short exact sequences ofOX-modules :

0→ i∗OS → OX/t
n+1OX → OX/t

nOX → 0 for everyn ∈ N

induce exact sequences

(7.1.41) RjΓZ i∗OS → RjΓZOX/t
n+1OX → RjΓZOX/t

nOX for everyn, j ∈ N.

Then (7.1.39) and (7.1.41) yield inductively :

depthZOX/t
nOX ≥ 2 for everyn ∈ N

and again corollary 5.4.22 implies :

(7.1.42) Γ(U,OX/t
nOX) = A[t]/tnA[t] for everyn ∈ N.

SinceU is quasi-compact, we may find a left exact sequenceP := (0 → E → O⊕m
U → O⊕n

U )
of OU -modules (corollary 5.2.17). Sinceϕ is a flat morphism of locally ringed spaces, the
sequenceϕ∗P is still left exact. Since the global section functors are left exact, we are then
reduced to the case whereE = OU . Then we may write :

E ∧ = OU = lim
n∈N

OU/t
nOU

where, for eachn ∈ N, we regardOU/tnOU as a sheaf of (pseudo-discrete) rings onU =
V (t) ⊂ U . The functorΓ(U,−) is a right adjoint, hence commutes with limits, and we deduce
an isomorphism :

Γ(U, E ∧)
∼→ lim

n∈N
Γ(U,OU/t

nOU).

(This is even a homeomorphism, provided we view the target asa limit of rings with the discrete
topology.) Taking (7.1.42) into account, we obtainΓ(U, E ∧) = A[[t]] which, together with
(7.1.40), implies the contention.

(ii): Notice first that (i) and lemma 5.5.42 imply thatLef(U, i(U0)) holds (see definition
5.5.40). Since the pull-back functorπ∗

|U : Cov(U0)→ Cov(U) is a right quasi-inverse toi|U0,
it is clear that the latter is essentially surjective. The full faithfulness is a special case of lemma
7.1.3. �

7.2. Local asphericity of smooth morphisms of schemes.Let S be a strictly local scheme,
s ∈ S the closed point,f : X → S a smooth morphism,x any geometric point off−1(s), and
denote byfx : X(x)→ S the induced morphism of strictly local schemes. For any opensubset
U ⊂ S we have a base change functor :

(7.2.1) f ∗
x : Cov(U)→ Cov(f−1

x U) (E → U) 7→ (E ×U f−1
x U).

Theorem 7.2.2.In the situation of(7.2), we have :

(i) The functor(7.2.1)is fully faithful.
(ii) Suppose moreover thatS is excellent and normal, and thatS\U has codimension≥ 2

in S. Then(7.2.1)is an equivalence of categories.
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Proof. (i): In view of lemma 7.1.16(ii) it suffices to show thatfx is 0-acyclic (since in that case,
the same will obviously hold also for its restrictionf−1

x U → U). To begin with,fx is locally
(−1)-acyclic, by proposition 7.1.31(i), hence it remains only to show thatf is locally0-acyclic
at the pointx (lemma 7.1.17). The latter assertion follows from proposition 7.1.31(ii) and [33,
Ch.IV, Th.17.5.1].

(ii): In light of (i), it suffices to show that (7.2.1) is essentially surjective, under the assump-
tions of (ii). We argue by induction on the relative dimension n of f . Let x ∈ X be the support
of x. We may find an open neighborhoodU ⊂ X of x, and an étale morphism ofS-schemes
ϕ : U → An

S ([33, Ch.IV, Cor.17.11.4]). Letx′ := ϕ(x); there follows an isomorphism of
S-schemes :X(x)

∼→ An
S(x

′), hence we may assume from start thatX = An
S, andf is the

natural projection. Especially, the theorem holds forn = 0. Suppose then, thatn > 0, and that
the theorem is already known when the relative dimension is< n. Write f as the composition
f = h ◦ g, where

g : X ≃ An−1
S ×S A1

S → A1
S and h : A1

S → S

are the natural projections; setx1 := g(x), andU1 := h−1
x1
U , (wherehx1 : S1 := A1

S(x1)→ S is
the morphism induced byh). We haveS1\U1 = h−1

x1
(S\U), and since flat maps are generizing

([61, Th.9.5]) we easily see that the codimension ofS1 \U1 in S1 equals the codimension of
S\U in S. From our inductive assumption, we deduce that the base change functorCov(U1)→
Cov(f−1

x U) is essentially surjective, and hence it suffices to show thatthe same holds for the
functorCov(U)→ Cov(U1). Thus, we are reduced to the case whereX = A1

S. Suppose now,
thatE → f−1

x U is a finite étale morphism; we can writefx as the limit of a cofiltered family
of smooth morphisms(fλ : Yλ → S | λ ∈ Λ), where eachYλ is an affine étaleA1

S-scheme.
Thenf−1

x U is the limit of the family(Yλ×S U | λ ∈ Λ). By [32, Ch.IV, Th.8.8.2(ii), Th.8.10.5]
and [33, Ch.IV, Prop.17.7.8], we may find aλ ∈ Λ, a finite étale morphismEλ → Yλ ×S U
and an isomorphism off−1

x U-schemes :Eλ ×Yλ A1
S(x)

∼→ E. Denote byy ∈ Yλ the image
of the closed point ofA1

S(x), and byy the geometric point ofYλ obtained as the image ofx
(the latter is viewed naturally as a geometric point ofA1

S(x)); by construction,y lies in the
closed fibreY0 := Yλ ×S Spec κ(s), which is an étaleA1

κ(s)-scheme, and we may therefore find
a specializationz ∈ Y0 of y, with z a closed point. Pick a geometric pointz of Y0 localized at
z, and a strict specialization mapYλ(z) → Yλ(y) as in (2.4.22); there follows a commutative
diagram :

A1
S(x) ≃ Yλ(y) //

��

Yλ(z)

��
Yλ(y) // Yλ(z).

The finite étale coveringEλ ×Yλ Yλ(y)→ Yλ(y)×S U lies in the essential image of the functor

Cov(Yλ(z)×S U)→ Cov(Yλ(y)×S U) C 7→ C ×Yλ(z) Yλ(y).
It follows thatE → f−1

x U lies in the essential image of the functor

Cov(f−1
λ,zU)→ Cov(f−1

x U) C 7→ C ×Y (z) Y (y) ≃ C ×Y (z) A
1
S(x)

and therefore it suffices to show that the pull-back functorCov(U) → Cov(f−1
z U) is essen-

tially surjective. In other words, we may replacex by z, and assume throughout thatx is a
closed point ofA1

S.

Claim7.2.3. Under the current assumptions, we may find a strictly local normal schemeT , with
closed pointt, a finite surjective morphismg : T → S, and a finite morphism ofSpecκ(s)-
schemes :

Specκ(t)→ Spec κ(x).
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Proof of the claim.Sinceκ(x) is a finite extension ofκ(s), it is generated by finitely many
algebraic elementsu1, . . . un, and an easy induction allows to assume thatn = 1. In this case,
one constructs first a schemeT ′ by taking any lifting of the minimal polynomial ofu1 : for
the details, see e.g. [28, Ch.0, (10.3.1.2.)], which shows that the resultingT is local, finite and
flat overS, soT ′ maps surjectively ontoS. Next, we may replaceT ′ by its maximal reduced
subscheme, which is still strictly local and finite overS. Next, sinceS is excellent, the nor-
malization(T ′)ν of T ′ is finite overS ([31, Ch.IV, Scholie 7.8.3(vi)]); letT be any irreducible
component of(T ′)ν ; by [33, Ch.IV, Prop.18.8.10],T fulfills all the sought conditions. ♦

Chooseg : T → S as in claim 7.2.3; since the residue field extensionκ(s) → κ(t) is
algebraic and purely inseparable, there exists a unique point x′ ∈ A1

S(x)×S T lying overt, and
we may find a unique strict geometric pointx′ of A1

S(x)×S T localized atx′, and lying overx.
In view of [33, Ch.IV, Prop.18.8.10], there follows a natural isomorphism ofT -schemes :

A1
S(x)×S T

∼→ A1
T (x

′).

Denote byfx′ := fx ×S T : A1
T (x

′) → T the natural projection, and setUT := g−1U ; since
the morphismg : T → S is generizing ([61, Th.9.4(ii)]), it is easily seen thatT \UT has
codimension≥ 2 in T .

Let F : Cov → Sch be the fibred category (7.1.1). We have a natural essentiallycommuta-
tive diagram of categories :

(7.2.4)

Cov(U) //

��

Desc(F, g ×S U)
δ
��

Cov(f−1
x U) // Desc(F, g ×S f−1

x U)

where, for any morphism of schemesh, we have denoted byDesc(F, h) the category of descent
data for the fibred categoryF , relative to the morphismh.

According to lemma 7.1.2, the morphismg is of universal2-descent for the fibred category
F , so the horizontal arrows in (7.2.4) are equivalences. Hence, the theorem will follow, once
we know thatδ is essentially surjective. However, we have :

Claim 7.2.5. (i) SetU ′
T := UT ×S T andU ′′

T := U ′
T ×S T . The pull-back functors :

Cov(U ′
T )→ Cov(A1

T (x
′)×T U ′

T ) Cov(U ′′
T )→ Cov(A1

T (x
′)×T U ′′

T )

are fully faithful.

(ii) Suppose that the pull-back functor

Cov(UT )→ Cov(f−1
x′ UT )

is essentially surjective. Then the same holds for the functor δ.

Proof of the claim.(i): Let z′′ be any geometric point ofX ′′ := A1
T ×S T ×S T whose strict

image inA1
T is x′, and letz′ be the image ofz′′ in X ′ := A1

T ×S T ; by lemma 7.1.23(ii), the
natural morphisms :

X ′(z′)→ A1
T (x

′)×S T X ′′(z′′)→ A1(x′)×S T ×S T
are isomorphisms (notice thatT ×S T is also strictly local). Then the claim follows from
assertion (i) of the theorem, applied to the projectionsX ′ → T ×S T andX ′′ → T ×S T ×S T .

(ii): Recall that an object ofDesc(F, g ×S f−1
x′ U) consists of a finite étale morphismE ′

T →
f−1
x′ UT and aX ′-isomorphismβ ′ : E ′

T ×S T
∼→ T ×S E ′

T fulfilling a cocycle condition on
E ×S T ×S T . By assumption,ET descends to a finite étale morphismET → UT ; then (i)
implies thatβ ′ descends to aU ′

T -isomorphismβ : ET ×S T ∼→ T ×S ET , and the cocycle
identity forβ ′ descends to a cocycle identity forβ. ♦
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In view of claim 7.2.5, we may replace(S, U, x) by (T, UT , x
′), and therefore assume thatx

is aκ(s)-rational point ofA1
κ(s). In this case, any choice of coordinatet onA1

S yields a section
σx : S → A1

S(x) of the natural projection, such thatσx(s) = x. To conclude the proof of the
theorem, it suffices to show that the pull-back functor :

Cov(f−1
x U)

σ∗x−→ Cov(U)

is fully faithful.
Say thatS = SpecA; then the schemeA1

S(x) is the spectrum ofA{t}, the henselization
of A[t] along the idealm{t} generated byt and the maximal idealm of A. Let A∧ (resp.
A{t}∧) be them-adic (resp.m{t}-adic) completion ofA (resp. ofA{t}), and notice the natural
isomorphism:

A{t}∧/tA{t}∧ ∼→ A∧

(indeed, it is easy to check thatA{t}∧ ≃ A∧[[t]]), whence a natural diagram of schemes :

X∧ := SpecA{t}∧ g′ //

π

��

SpecA{t}
fx

��
S∧ := SpecA∧ g //

σ

OO

SpecA

σx

OO

(whereπ is the natural projection) whose horizontal arrows commutewith both the downward
arrows and the upward ones. SetU∧ := g−1U ; by example 7.1.34(ii) and lemma 7.1.16(ii), the
pull-back functors

g∗ : Cov(U)→ Cov(U∧) g′∗ : Cov(f−1
x U)→ Cov(π−1U∧)

are fully faithful. Consequently, we are easily reduced to showing that the pull-back functor :

Cov(π−1U∧)
σ∗−→ Cov(U∧) is an equivalence. The latter holds by lemma 7.1.38(ii). �

Example 7.2.6.As an application of theorem 7.2.2, suppose thatK ⊂ E is an extension of
separably closed fields,VK a geometrically normal and strictly localK-scheme,U ⊂ VK an
open subset, andξ a geometric point ofVE := VK ×K E, whose image inVK is supported on
the closed point. Then the induced functor

Cov(U)→ Cov(U ×VK VE(ξ))
is fully faithful, and it is an equivalence in caseVK\U has codimension≥ 2 in VK .

Indeed, letKa (resp.Ea) be an algebraic closure ofK (resp.E), and choose a homomor-
phismKa → Ea extending the inclusion ofK into E. Then bothVKa := VK ×K Ka and
VEa(ξ) := VE(ξ)×E Ea are still normal and strictly local (lemma 7.1.23(ii)), andthe induced
functors

Cov(U)→ Cov(U ×K Ka) Cov(U ×VK VE(ξ))→ Cov(U ×VK VEa(ξ))

are equivalences (lemma 7.1.7(i)). It then suffices to show that the induced functor

Cov(U ×K Ka)→ Cov(U ×VK VEa(ξ))

has the asserted properties. Hence, we may replaceK by Ka andE by Ea, and assume from
start thatK ⊂ E is an extension of algebraically closed fields. In this case,E can be written
as the colimit of a filtered family(Rλ | λ ∈ Λ) of smoothK-algebras; correspondingly,VE is
the limit of a cofiltered system(Vλ | λ ∈ Λ) of smoothVK-schemes, and – by lemma 7.1.6 –
Cov(U ×VK VE(ξ)) is the2-colimit of the system of categories

Cov(U ×VK Vλ(ξλ)) (λ ∈ Λ)

(where, for eachλ ∈ Λ, we denote byξλ the image ofξ in Vλ). Now the contention follows
directly from theorem 7.2.2.
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Theorem 7.2.7.Let f : X → S is a smooth morphism of schemes,L ⊂ N be a set of primes,
and suppose that all the elements ofL are invertible inOS. Thenf is 1-aspherical forL.

Proof. Let x be any geometric point ofX, s := f(x), andη a strict geometric point ofS(s). To
ease notation, setT := X(x), let fx : T → S be the natural map, andTη := f−1

x (η); we have
to show thatH1(Tη,ét, G) = {1} for everyL-groupG. Arguing as in the proof of proposition
7.1.31, we reduce to the case whereS = S(s). Then, by lemma 7.1.25, we can further assume
thatS is normal andη is localized at the generic pointη of S. By lemma 7.1.30,S is the limit
of a cofiltered system(Sλ | λ ∈ Λ) of strictly local, normal and excellent schemes, and as usual,
after replacingΛ by a cofinal subset, we may assume thatf (resp.η) descends to a compatible
system of morphisms(fλ : Xλ → Sλ | λ ∈ Λ), (resp. of strict geometric pointsηλ localized
at the generic point ofSλ). By [33, Ch.IV, Prop.17.7.8(ii)], there existsλ ∈ Λ such thatfµ
is smooth for everyµ ≥ λ. Then, in view of [4, Exp.VII, Rem.5.14] and the isomorphism
(7.1.29), we may replacef by fλ, andη by ηλ, and assume from start thatS is strictly local,
normal and excellent, andG is a finiteL-group.

Let ϕ : Eη → Tη be a principalG-homogeneous space; we come down to showing that
Eη admits a sectionTη → Eη. By [33, Ch.IV, Prop.17.7.8(ii)] and [32, Ch.IV, Th.8.8.2(ii),
Th.8.10.5], we may find a finite separable extensionκ(η) ⊂ L, and a principalG-homogeneous
space

ϕL : EL → TL := T ×S SpecL ρL : G→ AutTL(EL)

such that
ϕ = ϕL ×SpecL Spec κ(η) ρ = ρL ×SpecL Specκ(η).

Say thatS = SpecA, denote byAL the normalization ofA in L, and setSL := SpecAL. Then
SL is again normal and excellent ([31, Ch.IV, (7.8.3)(ii),(vi)]), and the residue field ofAL is
an algebraic extension of the residue field ofA, hence it is separably closed, soSL is strictly
local as well. Thus, we may replaceS by SL, and assume thatEη descends to a principal
G-homogeneous spaceEη → Tη := f−1

x (η) on Tη. Next, we may writeη as the limit of
the filtered system of affine open subsets ofS, so that – by the same arguments – we find an
affine open subsetU ⊂ S and a principalG-homogeneous spaceEU → TU := f−1

x U , with
aG-equivariant isomorphism ofTη-schemes :EU ×TU Tη

∼→ Eη. Denote byD1, . . . , Dn the
irreducible components ofS \U which have codimension one inS, and for everyi ≤ n, set
D′
i := f−1

x Di. Let alsoηT be the generic point ofT .

Claim7.2.8. For giveni ≤ n, let y be the generic point ofDi, andz a maximal point ofD′
i. We

have:

(i) T andEU are normal schemes, andT (y) is regular.
(ii) D′

i is a closed subset of pure codimension one inT .
(iii) Let my (resp.mz) be the maximal ideal ofOS,y (resp. ofOT,z); thenmy ·OT,z = mz.
(iv) Let t ∈ A be any element such thatt · OS,y = my. Then there exist an integerm > 0

such that(m, char κ(s)) = 1, a finite étale covering

Ey → T (y)[t1/m] := T (y)×S SpecA[T ]/(Tm − t)
and an isomorphism ofT (y)[t1/m]×T TU -schemes :

Ey ×T TU ∼→ EU ×T T (y)[t1/m].
Proof of the claim.(i): SinceS is normal by assumption, the assertion forT andEU follows
from [33, Ch.IV, Prop.17.5.7, Prop.18.8.12(i)]. Next, setW := X(y); sinceOS,y is a discrete
valuation ring,W is a regular scheme ([33, Ch.IV, Prop.17.5.8(iii)]). For any w ∈ T (y) ⊂
W , the natural mapOT (y),w → W (w)sh is faithfully flat, andW (w)sh is regular ([33, Ch.IV,
Cor.18.8.13]), thereforeOT (y),w is regular, by [30, Ch.0, Prop.17.3.3(i)].
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(ii): Say thatp ⊂ A is the prime ideal of height one such thatV (p) = Di; to ease notation, let
alsoB := O sh

X,x. Let {q1, . . . , qk} ⊂ SpecB be the set of maximal points ofD′
i. Using the fact

that flat morphisms are generizing ([61, Th.9.5]), one verifies easily thatA ∩ qj = p for every
j ≤ k. Fix j ≤ k, and setq := qj. SinceA is normal,Ap is a discrete valuation ring, hence
pAp is a principal ideal, say generated byt ∈ Ap; thereforeqBq is the minimal prime ideal
of Bq containingt, soqBq has height at most one, by Krull’s Hauptidealsatz ([61, Th.13.5]).
However, a second application of [61, Th.9.5] shows that theheight ofq in B cannot be lower
than one, henceq has height one, which is the contention.

(iii): From (i) and (ii) we see thatOS,y andOT,z are discrete valuation rings; then the assertion
follows easily from [33, Ch.IV, Th.17.5.1].

(iv): To begin with, sinceT (y) is regular, it decomposes as a disjoint union of connected
components, in natural bijection with the set of maximal points ofD′

i. Let Z ⊂ T (y) be
the connected open subscheme containingz; it suffices to show that there exists a finite étale
covering :

EZ → Z[t1/m] := Z ×T (y) T (y)[t1/m]
with an isomorphism ofZ[t1/m] ×T TU -schemes :EZ ×T TU ∼→ EU ×T Z[t1/m]. By (iii) we
havet·OT,z = mz. Notice thatT (z)×T TU = T (ηT ), andEηT := EU×T T (z) is a disjoint union
of spectra of finite separable extensionsL1, . . . , Lk of κ(ηT ). Moreover,EηT is a principalG-
homogeneous space overT (ηT ), i.e. everyLj is a Galois extension ofκ(ηT ), with Galois group
Gj := Gal(Lj/κ(ηT )) ⊂ G. SinceG is anL-group, the same holds forGj, henceEU ×T Z is
tamely ramified along the divisor{z} (the topological closure of{z} ⊂ Z), and the assertion
follows from Abhyankar’s lemma [42, Exp.XIII, Prop.5.2]. ♦

Claim7.2.9. There exist :

(a) a finite dominant morphismS ′ → S, such that bothS ′ andT ′ := T ×S S ′ are strictly
local and normal;

(b) an open subsetU ′ ⊂ S ′, such thatS ′\U ′ has codimension≥ 2 in S ′;
(c) a finite étale morphismE ′ → T ′

U ′ := T ×S U ′, with an isomorphism ofT ′
U ′-schemes :

E ′ ×T Tη ≃ Eη ×T T ′
U ′ .

Proof of the claim.For everyi ≤ n, let yi be the maximal point ofDi, and chooseti ∈ A whose
image inOS,yi generates the maximal ideal. Choose alsomi ∈ N with (mi, char κ(s)) = 1

and such that there exists a finite étale coveringEi → T (yi)[t
1/mi
i ] extending the étale covering

EU ×T T (yi)[t1/mii ] (claim 7.2.8(ii.d)). LetS ′ be the normalization ofSpecA[t1/m1

1 , . . . , t
1/mn
s ].

ThenS ′ is finite overS, hence it is excellent ([31, Ch.IV, (7.8.3)(ii,vi)]), and strictly local (cp.
the proof of lemma 7.1.25). SetE ′

η := Eη ×S S ′, T ′ := T ×S S ′; since the geometric fibres of
fx are connected (proposition 7.1.31(ii)), the same holds forthe geometric fibres of the induced
morphismT ′ → S ′, thereforeT ′ is connected, and then it is also strictly local, by the usual
arguments. Notice also thatT ′ is the limit of a cofiltered family of smoothS ′-schemes, hence
it is reduced and normal ([33, Ch.IV, Prop.17.5.7]). Say that E ′

η = SpecC, T = SpecB,
T ′ = SpecB′, and letC ′ be the integral closure ofB′ in C. Notice thatC ⊗B κ(ηT ) is a finite
product of finite separable extensions of the fieldB′ ⊗B κ(ηT ), and consequently the natural
morphismϕ′ : ET ′ := SpecC ′ → T ′ is finite ([61,§33, Lemma 1]). Define :

U ′ := {y ∈ S ′ | ϕ′ ×S′ S ′(y) : ET ′(y)→ T ′(y) is étale}.

Let now y ∈ U ′ any point; thenS ′(y) is the limit of the cofiltered family(Uλ | λ ∈ Λ) of
affine open neighborhoods ofy in S ′, andϕ′ ×S′ S ′(y) the limit of the system of morphisms
(ϕ′

λ := ϕ′ ×S′ Uλ | λ ∈ Λ); we may then findλ ∈ Λ such thatϕ′
λ is étale ([33, Ch.IV,



550 OFER GABBER AND LORENZO RAMERO

Prop.17.7.8(ii)]), henceUλ ⊂ U ′, which shows thatU ′ is open. Furthermore, from [33, Ch.IV,
Prop.17.5.7] it follows thatEU ×T T ′ is normal, whence an isomorphism ofT ′-schemes :

ET ′ ×S U ≃ EU ×T T ′

(cp. the proof of lemma 7.1.7(ii.b)) especially,U ×S S ′ ⊂ U ′. Likewise, by construction we
have natural morphisms :T ′(yi)→ T (yi)[t

1/mi
i ], and using the fact that all the schemes in view

are normal we deduce isomorphisms ofT ′(yi)-schemes :

ET ′(yi)
∼→ Ei ×T (yi)[t1/mii ]

T ′(yi).

Thus,U ′ contains all the points ofS ′ of codimension≤ 1, since the image inS of any such
point lies inU ∪ {y1, . . . , yn}. The morphismE ′ := ET ′ ×S′ U ′ → T ′

U ′ fulfills conditions
(a)-(c). ♦

Now, chooseS ′ → S, U ′ ⊂ S ′, andE ′ → T ′
U ′ as in claim 7.2.9; since the corresponding

T ′ is local, there exists a unique pointx′ ∈ X ′ := X ×S S ′ lying overx; pick a geometric
pointx′ of X ′ localized atx′, and lying overx; it then follows from [33, Ch.IV, Prop.18.8.10]
that the natural morphismX ′(x′) → T ′ is an isomorphism. In such situation, theorem 7.2.2
says that there exists a finite étale coveringE → U ′ with an isomorphism ofT ′

U ′-schemes :
E ×U ′ T ′

U ′

∼→ E ′, whence an isomorphism ofTη-schemes :

Eη ≃ E(η)×Spec κ(η) Tη.

Sinceκ(η) is separably closed, the étale morphismE(η) → Specκ(η) admits a section, hence
the same holds forϕ, as claimed. �

7.2.10. Letf : X → S be a morphism of schemes, andj : U ⊂ X an open immersion such
thatUη := U ∩ f−1(η) 6= ∅ for everyη ∈ Smax, whereSmax ⊂ S denotes the subset of all
maximal points ofS. We deduce a natural essentially commutative diagram of functors :

D(S, f, U) :

Cov(X)
j∗ //

∏
η ι

∗
η

��

Cov(U)
∏
η ι

∗
η|U

��∏
η∈Smax

Cov(f−1η)

∏
η j

∗
η //
∏

η∈Smax
Cov(Uη)

wherejη : Uη → f−1(η) is the restriction ofj andιη : f−1(η) → X is the natural immersion.
Let us say thatU ⊂ X is fibrewise dense, if f−1(s) ∩ U is dense inf−1(s), for everys ∈ S.
Then we have :

Theorem 7.2.11.In the situation of(7.2.10), suppose thatf is smooth, andU is fibrewise
dense. The following holds :

(i) The restriction functorj∗ is fully faithful.
(ii) The diagramD(S, f, U) is 2-cartesian.

(iii) If furthermore,f−1Smax ⊂ U , thenj∗ is an equivalence.

Proof. Assertion (ii) means that the functorsj∗ and ι∗η induce an equivalence(j, ι•)∗ from
Cov(X) to the categoryC (X,U) of data

(7.2.12) E := (ϕ, (ψη, αη | η ∈ Smax))

whereϕ (resp. ψη) is an object ofCov(U) (resp. ofCov(f−1η), for everyη ∈ Smax), and
αη : ϕ×U Spec κ(η)

∼→ ψη ×f−1η Uη is an isomorphism ofU-schemes, for everyη ∈ Smax (see
(1.3.16)). On the basis of this description, it is easily seen that (i),(ii)⇒(iii). Furthermore, we
remark :

Claim 7.2.13. (i) If j∗ is fully faithful, then the same holds for(j, ι•)∗.
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(ii) For every open subsetU ′ ⊂ X containingU , suppose that :
(a) The pull-back functorCov(U ′)→ Cov(U) is fully faithful.
(b) If f−1Smax ⊂ U ′, the pull-back functorCov(X)→ Cov(U ′) is an equivalence.

Then assertion (ii) holds.

Proof of the claim.(i): Sincef−1η is a normal (even regular) scheme ([33, Ch.IV, Prop.17.5.7]),
the pull-back functorsι∗η are fully faithful (lemma 7.1.7(ii.b)); the assertion is animmediate
consequence.

(ii): In light of (i), it remains only to check that(j, ι•)∗ is essentially surjective. Thus, let
ϕ : E → U be a finite étale morphism, such thati∗ηϕ extends to a finite étale morphism
ϕ′
η : E ′

η → f−1(η), for every maximal pointη ∈ S. By claim 7.1.8, there is a largest open
subsetUmax containingU , over whichϕ extends to a finite étale morphismϕmax. To conclude,
we have to show thatUmax = X. However, for any maximal pointη, let iη : f−1(η) → X(η)
be the natural closed immersion. By lemma 7.1.7(i),i∗η is an equivalence, hence we may find a
finite étale morphismϕ′

(η) : E
′(η) → X(η) such thati∗ηϕ

′
(η) ≃ ϕ′

η. By the same token, we also
see thatE ′(η)×X(η) U(η) isU(η)-isomorphic toE ×U U(η).

Next,S(η) is the limit of the filtered systemV of all open subsetsV ⊂ S with η ∈ V , hence
lemma 7.1.6 ensures that we may findV ∈ V and an objectϕ′

V : E ′
V → f−1V of Cov(f−1V )

such thatϕ′
V ×V S(η) ≃ ϕ′

(η), and after shrinkingV , we may also assume (again by lemma
7.1.6) thatE ′

V ×X U is U-isomorphic toE ×S V . Hence we may glueE ′ andE along the
common intersection, to deduce a finite étale morphismE ′ → U ′ := U ∪ f−1V that extends
ϕ. It follows thatf−1(η) ⊂ f−1V ⊂ Umax. Sinceη is arbitrary, (b) implies that the pull-back
functorCov(X) → Cov(Umax) is an equivalence, especiallyϕ lies in the essential image of
j∗, as claimed. ♦

Claim7.2.14. (i) Suppose thatS is noetherian and normal, andX is separated. Then (i) holds.
(ii) If furthermore,S is also excellent, then (ii) holds as well.

Proof of the claim.(i): Under the assumptions of the claim,X is normal and noetherian ([33,
Ch.IV, Prop.17.5.7]), so (i) follows from lemma 7.1.7(ii.b), which also says – more generally –
that assumption (a) of claim 7.2.13(ii) holds in this case, hence in order to show (ii) it suffices
to check that assumption (b) of claim 7.2.13(ii) holds whenever U ∪ f−1Smax ⊂ U ′ ⊂ X,
especiallyX\U ′ has codimension≥ 2 inX. Suppose first thatS is regular; then the same holds
for X ([33, Ch.IV, Prop.17.5.8]), and the contention follows from lemma 7.1.7(iii).

In the general case, letSreg ⊂ S be the regular locus, which is open sinceS is excellent,
and contains all the points of codimension≤ 1, by Serre’s normality criterion ([31, Ch.IV,
Th.5.8.6]). Consider the restrictionf−1Sreg → Sreg of f , and the fibrewise dense open im-
mersionjreg : U ′ ∩ f−1Sreg ⊂ f−1Sreg; by the foregoing, the functorj∗reg is an equivalence,
hence we are easily reduced to showing that the functorCov(X) → Cov(U ′ ∪ f−1Sreg) is an
equivalence,i.e. we may assume thatV := f−1Sreg ⊂ U ′. Moreover, since the full faithfulness
of j∗ is already known, we only need to show that any finite étale morphismϕ : E → U ′

extends to an object ofCov(X). To this aim, by lemma 7.1.7(ii.b), it suffices to prove that
ϕ ×U ′ (X(x) ×X U ′) extends to an object ofCov(X(x)), for every geometric pointx of X.
Let s := f(x), and denote bys ∈ S the support ofs; by assumption, we may find a geomet-
ric point ξ of f−1(s), whose support lies inU ′ ∩ f−1(s), and a strict specialization morphism
X(ξ)→ X(x). There follows an essentially commutative diagram :

Cov(X(x))
ρ //

δ
��

Cov(X(x)×X V )

γ

��

Cov(S(s)×S Sreg)
αoo

βuujjjjjjjjjjjjjjj

Cov(X(ξ))
τ // Cov(X(ξ)×X V )
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whereα andβ are both equivalences, by theorem 7.2.2(ii); henceγ is an equivalence as well.
Moreover, bothCov(X(x)) andCov(X(ξ)) are equivalent to the category of finite sets, andδ
is obviously an equivalence. By construction,γ(ϕ×U ′ (X(ξ)×X V )) lies in the essential image
of τ , henceϕ×U ′ (X(ξ)×X V ) lies in the essential image ofρ, so say it is isomorphic toρ(ϕ′)
for some objectϕ′ of Cov(X(x)). Using (i) (and [33, Ch.IV, Prop.18.8.12]) one checks easily
thatϕ′ ×X U ′ ≃ ϕ×U ′ (X(ξ)×X U ′), whence the contention. ♦

Claim 7.2.15. Let m ∈ N be any integer. Assertions (i) and (ii) hold ifS andX are affine
schemes of finite type overSpecZ, the fibres off have pure dimensionm, and furthermore :

(7.2.16) dim f−1(s)\U < m for everys ∈ S.
Proof of the claim.Indeed, in this situation,S admits finitely many maximal points, hence the
normalization morphismSν → S is integral and surjective. Set :

S2 := Sν ×S Sν U1 := U ×S Sν U2 := U ×S S2.

Let β : X1 := X ×S Sν → X, f1 : X1 → Sν and j2 : U2 → X2 := X ×S S2 be the
induced morphisms; clearlyf−1

1 (s′) has pure dimensionm for everys′ ∈ Sν , and from (7.2.16)
we deduce thatdim f−1

1 (s′) \U1 < m, especially,U1 is dense in every fibre off1; by the
same token,U2 is dense inX2. Thenj∗2 is faithful (lemma 7.1.7(ii.a)), and lemma 7.1.2 and
corollary 1.5.35(ii) imply thatj∗ is fully faithful, provided the same holds for the functorj∗1 :
Cov(X1) → Cov(U1). In other words, in order to prove assertion (i), we may replace(f, U)
by (f1, U1), which allows to assume thatS is an affine normal scheme, and then it suffices to
invoke claim 7.2.14, to conclude.

Concerning assertion (ii) : by the foregoing, we already know thatj∗ is fully faithful, hence
the same holds for(j, ι•)∗ (claim 7.2.13(i)). To show that(j, ι•)∗ is essentially surjective, let
E be an object as in (7.2.12) of the categoryC (X,U); the normalization morphism induces a
bijectionSνmax

∼→ Smax : ην 7→ η, and clearlyκ(ην) = κ(η) for everyη ∈ Smax, whence a
datum

Eν := (ϕ1 := ϕ×U U1, (ψη, αη | ην ∈ Sνmax))

of the analogous categoryC (X1, U1); by claim 7.2.14(ii), we may find an objectϕ′
1 of Cov(X1)

and an isomorphismα : ϕ′
1 ×X1 U1

∼→ ϕ1. Let U3 := U2 ×U U1, and denote byj3 : U3 →
X3 := X2 ×X X1 the natural open immersion; by the foregoing, we know already that bothj∗2
andj∗3 are fully faithful; then corollary 1.5.35(iii) says that the natural essentially commutative
diagram :

Desc(Cov, β) //

��

Desc(Cov, β ×X U)

��
Cov(X1) // Cov(U1)

is 2-cartesian. Thus, letρ : Cov(U)→ Desc(Cov, β ×X U) be the functor defined in (1.5.27);
it follows that the datum(ϕ′

1, ρ(ϕ), α) comes from a descent datum(ϕ′
1, ω) in Desc(Cov, β).

By lemma 7.1.2, the latter descends to an objectϕ′ of Cov(X), and by construction we have
(j, ι•)

∗ϕ′ = E, as required. ♦

Next, we consider assertions (i) and (ii) in case where bothX andS are affine. We may
find an affine open coveringX = V0 ∪ · · · ∪ Vn such that the fibres off|Vi : Vi → fVi are
of pure dimensioni, for everyi = 0, . . . , n ([33, Ch.IV, Prop.17.10.2]). Fori = 0, . . . , n, let
ji : Vi ∩ U → Vi be the induced open immersion; we have natural equivalencesof categories :

Cov(X)
∼→

n∏

i=0

Cov(Vi) Cov(U)
∼→

n∏

i=0

Cov(Vi ∩ U)
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which induce a natural identification :j∗ = j∗0 × · · · × j∗n. It follows j∗ is fully faithful if
and only if the same holds for everyj∗i , and moreoverD(S, f, U) decomposes as a product
of n diagramsD(S, f|Vi, U ∩ Vi). Hence we may replacef by f|Vm , for anym ≤ n, after
which we may also assume that all the fibresf have the same pure dimensionm. In that case,
notice that the assumption onU is equivalent to (7.2.16). Next, say thatX = SpecA, and let
I ⊂ A be an ideal such thatV (I) = X \U ; we may writeI as the union of the filtered family
(Iλ | λ ∈ Λ) of its finitely generated subideals. SetUλ := X\V (Iλ) for everyλ ∈ Λ; it follows
thatU =

⋃
λ∈Λ Uλ. For everyλ ∈ Λ, set

Zλ := {s ∈ S | dim f−1(s)\Uλ < m}.

Claim7.2.17. (i) Zλ is a constructible subset ofS, for everyλ ∈ Λ.

(ii) We haveZλ ⊂ Zµ wheneverµ ≥ λ, and moreoverS =
⋃
λ∈Λ Zλ.

Proof of the claim.(i): Let Vλ := {x ∈ X | dimx f
−1(f(x)) \ Uλ = m}; according to [32,

Ch.IV, Prop.9.9.1], everyVλ is a constructible subset ofX, hencef(Vλ) is a constructible subset
of S ([30, Ch.IV, Th.1.8.4]), so the same holds forZλ = S\f(Vλ).

(ii): Let µ, λ ∈ Λ, such thatµ ≥ λ; then it is clear thatf−1(s)\Uλ ⊂ f−1(s)\Uµ for every
s ∈ S; using (7.2.16), the claim follows easily. ♦

Claim 7.2.17 and [30, Ch.IV, Cor.1.9.9] imply thatZλ = S for every sufficiently largeλ ∈ Λ.
Hence, after replacingΛ by a cofinal subset, we may assume that all the open subsetsUλ are
fibrewise dense. We have a natural essentially commutative diagram :

Cov(U) //

��

2-lim
λ∈Λ

Cov(Uλ)

��∏
η∈Smax

Cov(Uη) //
∏

η∈Smax
2-lim
λ∈Λ

Cov(f−1(η) ∩ Uλ)

whose horizontal arrows are equivalences (notation of definition 1.3.12(i)); it follows formally
that j∗ is fully faithful, provided the same holds for all the pull-back functorsCov(X) →
Cov(Uλ), and likewise,D(S, f, U) is 2-cartesian, provided the same holds for all the diagrams
D(S, f, Uλ). Hence, we may replaceU byUλ, and assume thatU is constructible, and (7.2.16)
still holds.

Next, we may writeS as the limit of a cofiltered family(Sλ | λ ∈ Λ) of affine schemes of
finite type overSpecZ, andf as the limit of a cofiltered familyf• := (fλ : Xλ → Sλ ∈ Λ) of
affine finitely presented morphisms, such that :

• The natural morphismgλ : S → Sλ is dominant for everyλ ∈ Λ.
• fλ is smooth for everyλ ∈ Λ ([33, Ch.IV, Prop.17.7.8(ii)]), andfµ = fλ ×Sλ Sµ

wheneverµ ≥ λ.

Furthermore, we may findλ ∈ Λ such thatU = Uλ ×Sλ S ([32, Ch.IV, Cor.8.2.11]), so thatj is
the limit of the cofiltered system of open immersions(jµ : Uµ := Uλ ×Sλ Sµ → Xλ | µ ≥ λ),
and after replacingΛ by a cofinal subset, we may assume thatjµ is defined for everyµ ∈ Λ.
For everyλ ∈ Λ andn ∈ N, let Xλ,n ⊂ Xλ be the open and closed subset consisting of all
x ∈ Xλ such thatdimx f

−1f(x) = n; clearlyf• restricts to a cofiltered familyf•,m := (fλ|Xλ,m :
Xλ,m → Sλ | λ ∈ Λ), whose limit is againf . Hence we may replaceXλ byXλ,m, and assume
that the fibres offλ have pure dimensionm, for everyλ ∈ Λ. For everyλ ∈ Λ, let :

Z ′
λ := {s ∈ Sλ | dim f−1

λ (s)\Uλ = m}.
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and endowZ ′
λ with its constructible topologyTλ; sinceZ ′

λ is a constructible subset ofSλ ([32,
Ch.IV, Prop.9.9.1]),(Z ′

λ,Tλ) is a compact topological space, and due to (7.2.16), we have :

lim
λ∈Λ

Z ′
λ = ∅.

Then [20, Ch.I,§9, n.6, Prop.8] implies thatZ ′
λ = ∅ for every sufficiently largeλ ∈ Λ. Set :

Cov(X•) := 2-colim
µ≥λ

Cov(Xµ) Cov(U•) := 2-colim
µ≥λ

Cov(Uµ).

(See definition 1.3.12(ii).) There follows an essentially commutative diagram of categories:

(7.2.18)

Cov(X) //

j∗

��

Cov(X•)

j∗•
��

Cov(U) // Cov(U•)

wherej∗• is the2-colimit of the system of pull-back functorsj∗µ : Cov(Xµ) → Cov(Uµ). In
light of lemma 7.1.6, the horizontal arrows of (7.2.18) are equivalences, soj∗ will be fully
faithful, provided the same holds for the functorsj∗µ, for every large enoughµ ∈ Λ.

Hence, in order to prove assertion (i) whenX andS are affine, we may assume thatS is of
finite type overSpecZ, the fibres off have pure dimensionm, and (7.2.16) holds, which is the
case covered by claim 7.2.15.

Concerning assertion (ii), since the morphismgµ is dominant, for everyη′ ∈ (Sµ)max we may
find η ∈ Smax such thatgµ(η) = η′. Denote by :

h : f−1η → f−1
µ η′ and j′µ : (Uµ)η′ := Uµ ∩ f−1

µ η′ → f−1
µ η′

the natural morphisms. With this notation, we have the following :

Claim 7.2.19. The induced essentially commutative diagram :

Cov(f−1
µ η′)

j′∗µ //

h∗

��

Cov((Uµ)η′)

h∗U
��

Cov(f−1η)
j∗η // Cov(Uη)

is 2-cartesian.

Proof of the claim.The pair(h∗, j′∗µ ) induces a functor(h, j′µ)
∗ fromCov(f−1

µ η′) to the category
of data of the form(ϕ, ϕ′, α), whereϕ′ (respϕ) is a finite étale covering of(Uµ)η′ (resp. of
f−1η) andα : ϕ×f−1η Uη

∼→ ϕ′×η′ η is an isomorphism inCov(Uη), and the contention is that
(h, j′µ)

∗ is an equivalence. The full faithfulness of the functorsj′∗µ andj∗η (lemma 7.1.7(ii.b))
easily implies the full faithfulness of(h, j′µ)

∗. To prove that(h, j′µ)
∗ is essentially surjective,

amounts to showing that ifϕ′ : E ′ → (Uµ)η′ is a finite étale morphism and

ϕ′′ := ϕ′ ×η′ η : E ′′ := E ′ ×η′ η → Uη

extends to a finite étale morphismϕ : E → f−1η, thenϕ′ extends to a finite étale covering
of f−1

µ η′. Now, letL be the maximal purely inseparable extension ofκ(η′) contained inκ(η).
Since the induced morphismη′′ := SpecL→ Specκ(η′) is radicial, the base change functors

Cov(f−1
µ η′)→ Cov((f−1

µ η′)×η′ η′′) Cov((Uµ)η′)→ Cov((Uµ)η′ ×η′ η′′)
are equivalences (lemma 7.1.7(i)). Thus, we may replaceη′ by η′′, and assume that the field
extensionκ(η′) ⊂ κ(η) is separable, hence the induced morphismSpec κ(η) → Specκ(η′)
is regular ([14, Ch.VIII,§7, no.3, Cor.1]), and then the same holds for the morphismh ([31,
Ch.IV, Prop.6.8.3(iii)]). Givenϕ′ as above, setA := (j′µ ◦ ϕ′)∗OE′; thenA is a quasi-coherent
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Of−1
µ η′-algebra, and we may define the quasi-coherentOf−1

µ η′-algebraB as the integral clo-
sure ofOf−1

µ η′ in A . By [31, Ch.IV, Prop.6.14.1],h∗B is the integral closure ofOf−1η in
h∗A = jη∗ ◦ h∗U(ϕ′′

∗OE′′) = jη∗(ϕ∗OE). By [33, Ch.IV, Prop.17.5.7], it then follows that
h∗B = ϕ∗OE, thereforeB is a finite étaleOf−1

µ η′-algebra ([33, Ch.IV, Prop.17.7.3(ii)] and [31,
Ch.IV, Prop.2.7.1]). The claim follows. ♦

By the foregoing, we already know thatj∗ is fully faithful, hence the same holds for(j, ι•)∗

(claim 7.2.13(i)). To show that(j, ι•)∗ is essentially surjective, consider anyE as in (7.2.12);
we may findµ ∈ Λ, and a finite étale morphismϕ′ : Eµ → Uµ such thatϕ = ϕ′×Uµ U , whence
objectsϕ′

η′ := ϕ′×Uµ (Uµ)η′ in Cov((Uµ)η′), for everyη′ ∈ (Sµ)max. By construction, we have
ϕ′
η′ ×η′ η ≃ ψη×f−1η Uη for everyη′ ∈ (Sµ)max and everyη ∈ Smax such thatgµ(η) = η′. Then

claim 7.2.19 shows that, for everyη′ ∈ (Sµ)max there exists an objectψ′
η′ of Cov(f−1

µ η′) with
isomorphisms :

ψ′
η′ ×f−1

µ η′ f
−1η ≃ ψη αη′ : ψ

′
η′ ×f−1

µ η′ (Uµ)η′
∼→ ϕ′

η′ .

Therefore, the datumEµ := (ϕ′, (ψ′
η′ , α

′
η′ | η′ ∈ (Sµ)max)) is an object of the2-limit of the

diagram of categories

Cov(Uµ)
j∗µ←− Cov(Xµ)

∏
η′ ι

∗
η′−−−−→

∏

η′∈(Sµ)max

Cov(f−1
µ η′)

(whereιη′ : f−1
µ η′ → Xµ is the natural immersion, for everyη′ ∈ (Sµ)max). By claim 7.2.15,

the datumEµ comes from an objectϕµ of Cov(Xµ). Let ϕ′′ be the image ofϕ′
µ in Cov(X);

by construction we have(j, ι•)∗ϕ′′ = E, as required.
This conclude the proof of (i) and (ii), in caseX andS are affine. To deal with the general

case, letX =
⋃
i∈I Vi be a covering consisting of affine open subschemes, and for every i ∈ I,

let fVi =
⋃
λ∈Λi

Siλ be an affine open covering of the open subschemefVi ⊂ S; set also
Viλ := Vi ∩ f−1Siλ for everyi ∈ I andλ ∈ Λi. The restrictionsf|Viλ : Viλ → Siλ are smooth
morphisms; moreover, the image of the open immersion

jiλ := j|U∩Viλ : U ∩ Viλ → Viλ

is dense in every fibre off|Vi. The induced morphism

(7.2.20) β : X ′ :=
∐

i∈I

∐

λ∈Λi

Viλ → X

is faithfully flat, hence of universal2-descent for (7.1.1); moreover, it is easily seen thatX ′′ :=
X ′ ×X X ′ is separated, andj′′ := j ×X X ′′ is a dense open immersion, hencej′′∗ is faithful
(lemma 7.1.7(ii.a)). Then, by corollary 1.5.35(ii),j∗ is fully faithful, provided the pull-back
functorCov(X ′) → Cov(X ′ ×X U) is fully faithful, i.e. provided the same holds for the
functorsj∗iλ : Cov(Viλ)→ Cov(Viλ∩U). However, eachViλ is affine ([26, Ch.I, Prop.5.5.10]),
hence assertion (i) is already known for the morphismsf|Viλ and the open subsetsU ∩ Viλ; this
concludes the proof of (i).

To show (ii), we use the criterion of claim 7.2.13(ii) : indeed, assumption (a) is already
known, hence we are reduced to showing that assertion (iii) holds. To this aim, we consider
again the morphismβ of (7.2.20), and denote byf ′′ : X ′′ → S the induced morphism. Clearly
f ′′ is smooth, andj′′ is an open immersion, such thatf ′′−1(s) ×X U is dense inf ′′−1(s), for
everys ∈ S; then assertion (i) implies thatj′′∗ is fully faithful. Moreover it is easily seen that
X ′′′ := X ′′ ×X X ′ is separated, andj ×X X ′′′ is a dense open immersion, soj′′′∗ is faithful
(lemma 7.1.7(ii.a)), and therefore corollary 1.5.35(ii) reduces to showing that the pull-back
functorCov(X ′) → Cov(X ′ ×X U) is an equivalence, or – what is the same – that this holds
for the pull-back functorsj∗iλ, which is already known. �
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7.2.21. We consider now the local counterpart of theorem 7.2.11. Namely, suppose thatf :
X → S is a smooth morphism, letx be any geometric point ofX, sets := f(x), and let
s ∈ S be the support ofs. Thenf induces the morphismfx : X(x) → S(s), and for every
open immersionj : U → X(x), we may then consider the diagramD(S(x), fx, U) as in
(7.2.10). Notice as well that, for every geometric pointξ of S, the fibref−1

x (ξ) is normal, since
it is a cofiltered limit of smooth|ξ|-schemes; on the other hand,f−1

x (ξ) is also connected, by
proposition 7.1.31(ii), hencefx has geometrically irreducible fibres.

Theorem 7.2.22.In the situation of(7.2.21), suppose thatU contains the generic point of
f−1
x (s). Then :

(i) j∗ : Cov(X(x))→ Cov(U) is fully faithful.
(ii) The diagramD(S(x), fx, U) is 2-cartesian.

Proof. (i): To begin with, sincefx is generizing ([61, Th.9.5]), andS is local, every fibre offx
has a point that specializes to the generic pointηs of f−1

x (s); since the fibres are irreducible, it
follows that the generic point of every fibre specializes toηs. ThereforeU is fibrewise dense in
X(x), and moreover it is connected. Now, the categoryCov(X) is equivalent to the category
of finite sets, hence every object in the essential image ofj∗ is (isomorphic to) a finite disjoint
union of copies ofU ; sinceU is connected, the morphisms ofU-schemes between two such
objectsE andE ′ are in natural bijection with the set-theoretic mappingsπ0(E) → π0(E

′) of
their sets of connected components, whence the assertion.

(ii): Let us writeU as the union of a filtered family(Uλ | λ ∈ Λ) of constructible open
subsets ofX(x); up to replacingΛ by a cofinal subset, we may assume thatηs ∈ Uλ for every
λ ∈ Λ. Arguing as in the proof of theorem 7.2.11, we see thatD(S(x), fx, U) is the2-limit of
the system of diagramsD(S(x), fx, Uλ), hence it suffices to show the assertion withU = Uλ,
for everyλ ∈ Λ, which allows to assume thatU is quasi-compact. Next, arguing as in the proof
of proposition 7.1.31, we are reduced to the case whereS = S(s). We may writeX(x) as
the limit of a cofiltered system(Xλ | λ ∈ Λ) of affine schemes, étale overX, and forλ ∈ Λ
large enough, we may find an open subsetUλ ⊂ Xλ such thatU = Uλ ×Xλ X(x) ([32, Ch.IV,
Cor.8.2.11]). For everyµ ≥ λ, setUµ := Uλ ×Xλ Xµ, and denote byfµ : Xµ → S the natural
morphism. Suppose first thatS is irreducible; then, from lemma 7.1.6 it is easily seen that
D(S, fx, U) is the2-colimit of the system of diagramsD(S, fµ, Uµ), so the assertion follows
from theorem 7.2.11(ii) (more generally, this argument works wheneverSmax is a finite set,
since filtered2-colimits of categories commute with finite products).

In the general case, letϕ : E → U be a finite étale morphism, and suppose thatϕη :=
ϕ×X(x) f

−1
x (η) extends to an objectψη of Cov(f−1

x η), for everyη ∈ Smax. The assertion boils
down to showing thatϕ extends to an objectϕ′ of Cov(X(x)). To this aim, for everyη ∈ Smax,
letZη → S be the closed immersion of the topological closure ofη in S (which we endow with
its reduced scheme structure); set alsoYη := X ×S Zη. ThenZη is a strictly local scheme ([33,
Ch.IV, Prop.18.5.6(i)]), andx factors through the closed immersionY → X, which induces an
isomorphism ofZ-schemes :

Yη(x)
∼→ X(x)×S Zη

(lemma 7.1.23(ii)). By the foregoing case,ϕ ×S Zη extends to an objectψη of Cov(Yη(x)).
However,Zη is the limit of the cofiltered system(Zη,i | i ∈ I(η)) consisting of the constructible
closed subschemes ofS that containZη. By lemma 7.1.6, it follows that we may findi ∈ I(η)
and an objectψη,i of Cov(X(x) ×S Zη,i) whose image inCov(Yη(x)) is isomorphic toψη,
and if i is large enough,ψη,i ×X(x) U agrees withϕ ×S Zη,i in Cov(U ×S Zη,i). For each
η, η′ ∈ Smax, choosei ∈ I(η), i′ ∈ I(η′) with these properties, and to ease notation, set :

X ′
η := X ×S Zη,i X ′′

ηη′ := X ′
η ×S Zη′,i′ ϕ′

η := ψη,i
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and denote byαη : ϕ′
η ×X(x) U

∼→ ϕ ×S Zη,i the given isomorphism. As in the foregoing, we
notice thatx factors throughX ′

η, and the closed immersionX ′
η → X induces an isomorphism

X ′
η(x)

∼→ X(x)×S Zη,i of Zη,i-schemes. According to [30, Ch.IV, Cor.1.9.9], we may then find
a finite subsetT ⊂ Smax such that the induced morphism :

β : X1 :=
∐

η∈T

X ′
η(x)→ X(x)

is surjective. SetX2 := X1 ×X(x) X1 andX3 := X2 ×X(x) X1; notice thatX2 is the disjoint
union of schemes of the formX(x) ×S Zη,i ×S Zη′,i′, for η, η′ ∈ T , and again, the latter is
naturally isomorphic toX ′′

ηη′(x), for a unique lifting of the geometric pointx to a geometric
point ofX ′′

ηη′ . Similar considerations can be repeated forX3, and in light of (i), we deduce that
the pull-back functors :

Cov(Xi ×X(x) U)→ Cov(Xi) i = 1, 2, 3

are fully faithful, in which case corollary 1.5.35(iii) says that the essentially commutative dia-
gram of categories :

Desc(Cov, β) //

��

Desc(Cov, β ×X(x) U)

��∏
η∈T Cov(X ′

η(x)) //
∏

η∈T Cov(X ′
η(x)×X(x) U)

is 2-cartesian. Letρ : Cov(U) → Desc(Cov, β ×X(x) U) be the functor defined in (1.5.27);
it follows that the datum((ϕ′

η, αη | η ∈ T ), ρ(ϕ)) comes from a descent datum(ϕ′
1, ω) in

Desc(Cov, β). By lemma 7.1.2, the latter descends to an objectϕ′ of Cov(X(x)), and by
construction we havej∗ϕ′ = ϕ, as required. �

7.3. Étale coverings of log schemes.We resume the general notation of (6.2.1), especially, we
choose implicitlyτ to be either the Zariski or étale topology, and we shall omitfurther mention
of this choice, unless the omission might be a source of ambiguities.

7.3.1. LetY := ((Y,N), T, ψ) be an object of the categoryKint (see (6.6.10) : especiallyτ =
Zar here),ϕ : T ′ → T an integral proper subdivision of the fanT (definition 3.5.22(ii),(iii)),
and suppose that bothT andT ′ are locally fine and saturated. Set((Y ′, N ′), T ′, ψ′) := ϕ∗Y
(proposition 6.6.14(iii)), and letf : Y ′ → Y be the morphism of schemes underlying the
cartesian morphismϕ∗Y → Y .

Proposition 7.3.2. In the situation of(7.3.1), the following holds :

(i) For every geometric pointξ of Y , the fibref−1(ξ) is non-empty and connected.
(ii) If Y is connected, the functorf ∗ : Cov(Y )→ Cov(Y ′) is an equivalence.

Proof. (i): The assertion is local onY , hence we may assume thatT = (SpecP )♯ for a fine,
sharp and saturated monoidP . In this case, we may find a subdivisionϕ′ : T ′′ → T ′ such that
bothϕ′ andϕ ◦ ϕ′ are compositions of saturated blow up of ideals generated byat most two
elements ofP (example 3.6.15(iii)). We are reduced to showing the assertion for the morphisms
ϕ′ andϕ ◦ ϕ′, after which, we may further assume thatϕ is the saturated blow up of an ideal
generated by two elements ofΓ(T,OT ), in which case the assertion follows from the more
precise theorem 6.4.81.

(ii): First, we claim that the assertion is local on the Zariski topology of Y . Indeed, let
Y =

⋃
i∈I Ui be a Zariski open covering, and setUij := Ui ∩Uj for everyi, j ∈ I; according to

corollary 1.5.35(ii) and lemma 7.1.2, it suffices to prove the contention for the objects(Ui ×Y
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(Y,N), T, ψ|Ui) and (Uij ×Y (Y,N), T, ψ|Uij), and the morphismϕ. Hence, we may again
suppose thatT = SpecP , for a monoidP as in (i).

Arguing as in the proof of (i), we may next reduce to the case whereϕ is the saturated blow
up of an ideal generated by two elements ofΓ(T,OT ). We remark now thatY ′ is connected as
well. Indeed, suppose thatY ′ is the disjoint union of two open and closed subsetsZ1 andZ2; it
follows easily from (i) thatf(Z1) ∩ f(Z2) = ∅, and clearlyY = f(Z1) ∪ f(Z2). On the other
hand, proposition 6.6.31(ii) implies thatf(Z1) andf(Z2) are closed inY , which is impossible,
sinceY is connected.

Pick a geometric pointξ of Y ′; in this situation, assertion (ii) is equivalent to :

Claim 7.3.3. The continuous group homomorphism :

π1(Y
′
ét, ξ)→ π1(Yét, f(ξ))

induced byf , is an isomorphism of topological groups (see (7.1.12)).

Proof of the claim. In view of lemmata 7.1.13 and 1.6.2, it suffices to show that the induced
map :

(7.3.4) H1(Yét, GX)→ H1(Y ′
ét, GX′)

is a bijection for every finite groupG. However, the morphism of schemesf induces a mor-
phism of topoiY ′∼

ét → Y ∼
ét which we denote again byf ; let alsog : Y ∼

ét → Set be the unique
morphism of topoi (given by the global section functor onY ∼

ét ). With this notation, theorem
2.4.9 specializes to the exact sequence of pointed sets :

{1} → H1(Yét, f∗GY ′)
u−→ H1(Y ′

ét, GY ′)→ H0(Yét, R
1f∗GY ′).

On the other hand, assertion (i) and the proper base change theorem [5, Exp.XII, Th.5.1(i)] im-
ply that the unit of adjunctionGY → f∗f

∗GY = f∗GY ′ is an isomorphism, henceu is naturally
identified to (7.3.4), and we are reduced to showing that the natural morphismτf,GY ′ : 1Y ∼

ét
→

R1f∗GY ′ is an isomorphism (notation of (2.4.3)). The latter can be checked on the stalks, and
in view of [5, Exp.XII, Cor.5.2(ii)] we are reduced to showing thatH1(f−1(ξ)ét, G) = {1} for
every finite groupG, and every geometric pointξ of Y . However, according to theorem 6.4.81,
the reduced geometric fibref−1(ξ)red is either isomorphic to|ξ| (in which case the contention
is trivial), or else it is isomorphic to the projective lineP1

κ(ξ), in which case – in view of lemma
7.1.7(i) – it suffices to show that every finite étale morphismE → P1

κ(ξ) admits a section, which
is well known. �

The class of étale morphisms of log schemes was introduced in section 6.3 : its definition and
its main properties parallel those of the corresponding notion for schemes, found in [30, Ch.IV,
§17]. In the present section this theme is further advanced : we will consider the logarithmic
analogue of the classical notion ofétale coveringof a scheme. To begin with, we make the
following :

Definition 7.3.5. (i) Let ϕ : T → S be a morphism of fans. We say thatϕ is of Kummer type,
if the map(logϕ)t : OS,ϕ(t) → OT,t is of Kummer type, for everyt ∈ T (see definition 3.4.40).

(ii) Let f : (Y,N)→ (X,M) be a morphism of log schemes.

(a) We say thatf is of Kummer type, if for everyτ -pointξ of Y , the morphism of monoids
(log f)ξ : f

∗M ξ → N ξ is of Kummer type.
(b) A Kummer chartfor f is the datum of charts

ωP : PY → N ωQ : QX →M

and a morphism of monoidsϑ : Q → P such that(ωP , ωQ, ϑ) is a chart forf (see
definition 6.1.15(iii)), andϑ is of Kummer type.
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Remark 7.3.6. (i) Let f : P → Q be a morphism of monoids of Kummer type, withP integral
and saturated. It follows easily from lemma 3.4.41(iii,v),that the induced morphism of fans
(Spec f)♯ : (SpecQ)♯ → (SpecP )♯ is of Kummer type.

(ii) In the situation of definition 7.3.5(ii), it is easily seen thatf is of Kummer type, if and
only if the morphism ofY -monoidsf ∗M ♯

ξ → N ♯
ξ deduced fromlog f , is of Kummer type for

everyτ -point ξ of Y .
(iii) In the situation of definition 7.3.5(ii.b), suppose that the chart(ωP , ωQ, ϑ) is of Kummer

type, andQ is integral and saturated. It then follows easily from (i), (ii) and example 6.6.5(ii),
thatf is of Kummer type. In the same vein, we have the following :

Lemma 7.3.7. Let f : (Y,N) → (X,M) be a morphism of log schemes with coherent log
structures,ξ a τ -point of Y , and suppose that :

(a) M f(ξ) is fine and saturated.
(b) The morphism(log f)ξ :M f(ξ) → N ξ is of Kummer type.

Then there exists a (Zariski) open neighborhoodU of |ξ| in Y , such that the restrictionf|U :
(U,N |U)→ (X,M) of f is of Kummer type.

Proof. By corollary 6.1.34(i) and theorem 6.1.35(ii), we may find a neighborhoodU ′ → Y of
ξ in Yτ , and a finite chart(ωP , ωQ, ϑ) for the restrictionf|U ′, withQ fine and saturated. Set

SP := ω−1
P,ξN

×
ξ SQ := ω−1

Q,f(ξ)M
×
f(ξ) P ′ := S−1

P P Q′ := S−1
Q Q.

According to claim 6.1.29(iii) we may find neighborhoodsU ′′ → U ′ of ξ in Yτ , andV → X of
f(ξ) in Xτ , such that the chartsωP |U ′′ andωQ|V extend to charts

ωP ′ : P ′
U ′′ → N |U ′′ ωQ′ : Q′

V → M |V .

Clearly ϑ extends as well to a unique morphismϑ′ : Q′ → P ′, and after shrinkingU ′′ we
may assume that the restrictionf|U ′′ : (U ′′, N |U ′′) → (X,M) factors through a morphism
f ′ : (U ′′, N |U ′′) → (V,M |V ), in which case it is easily seen that the datum(ωP ′, ωQ′, ϑ′) is a
chart forf ′. Notice as well thatQ′ is still fine and saturated (lemma 3.2.9(i)), and by claim
6.1.29(iv) the mapsωP ′ andωQ′ induce isomorphisms :

P ′♯ ∼→ N ♯
ξ Q′♯ ∼→M ♯

f(ξ).

Our assumption (b) then implies that the mapQ′♯ → P ′♯ deduced fromϑ′ is of Kummer type,
and then the morphism of fansSpec ϑ′ : SpecP ′ → SpecQ′ is of Kummer type as well (remark
7.3.6(i)). However, let

ωP ′ : (U ′′, N ♯
|U ′′)→ (SpecP ′)♯ ωQ′ : (V,M ♯

|V )→ (SpecQ′)♯

be the morphisms of monoidal spaces deduced fromωP ′ andωQ′; we obtain a morphism

(f ′, Specϑ′) : (U ′′, N |U ′′, (SpecP ′)♯, ωP ′)→ (V,M |V , (SpecQ
′)♯, ωQ′)

in the categoryK of (6.6.2), which – in view of remark 7.3.6(ii) – shows thatf ′ is of Kummer
type. This already concludes the proof in caseτ = Zar, and forτ = ét it suffices to remark that
the image ofU ′′ in Y is a Zariski open neighborhoodU of ξ, such that the restrictionf|U is of
Kummer type. �

We shall use the following criterion :

Proposition 7.3.8.Let k be a field,f : P → Q an injective morphism of fine monoids, with
P sharp. Suppose that the schemeSpec k〈Q/mPQ〉 admits an irreducible component of Krull
dimension0. We have :

(i) f is of Kummer type, andk〈Q/mPQ〉 is a finitek-algebra.
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(ii) If moreover,Q× is a torsion-free abelian group, thenQ is sharp, andk〈Q/mPQ〉 is a
local k-algebra withk as residue field.

Proof. Notice that the assumption means especially thatQ/mPQ 6= {1}, sof is a local mor-
phism. SetI := rad(mPQ) (notation of definition 3.1.8(ii)), and letp1, . . . , pn ⊂ Q be the
minimal prime ideals containingI; then I = p1 ∩ · · · ∩ pn, by lemma 3.1.15. Clearly the
natural closed immersionSpec k〈Q/I〉 → Spec k〈Q/mPQ〉 is a homeomorphism; on the other
hand, say thatq ⊂ k〈Q〉 is a prime ideal containingI; then q ∩ Q is a prime ideal ofQ
containingI, hencepi ⊂ q for somei ≤ n, i.e. Spec k〈Q/I〉 is the union of its closed sub-
setsSpec k〈Q/piQ〉, for i = 1, . . . , n. The Krull dimension of each irreducible component of
Spec k〈Q/pi〉 = Spec k[Q\pi] equals

rkZ(Q\p)× + dimQ\p = rkZQ
× + d− ht(pi) whered := dimQ

(claim 5.9.36(ii) and corollary 3.4.10(i,ii)). Our assumption then implies thatQ× is a finite
group, andht(pi) = d, i.e. pi = mQ, for at least an indexi ≤ n, and thereforeI = mQ.
Furthermore, sincemQ is finitely generated, we havemn

Q ⊂ mPQ for a sufficiently large integer
n > 0, and then it follows easily thatk〈Q/mPQ〉 is a finitek-algebra. IfQ× is torsion-free,
then we also deduce thatQ is sharp, and moreover the maximal ideal ofk〈Q/mPQ〉 generated
by mQ is nilpotent, hence the latterk-algebra is local.

Let nowq ⊂ Q be any prime ideal, and pickx ∈ mQ \q; the foregoing implies that there
exists an integerr > 0 such thatxr = f(pq)q for somepq ∈ mP andq ∈ Q, hencef(pq) /∈ q,
andf(pq) is not invertible inQ, sincef is local. If nowq has heightd− 1, it follows thatf(pq)
is a generator of(Q\q)R, which is an extremal ray of the polyhedral coneQR, and every such
extremal ray is of this form (proposition 3.4.7); furthermore, the latter cone is strongly convex,
sinceQ× is finite. Hence the setS := (f(pq) | ht(q) = d − 1) is a system of generators of
the polyhedral coneQR (see (3.3.15)). LetQ′ ⊂ Q be the submonoid generated byS; then
SQ = SR ∩QQ = QQ (proposition 3.3.22(iii)),i.e. f is of Kummer type. �

7.3.9. Letf : (YZar, N) → (XZar,M) be a morphism of log schemes with Zariski log struc-
tures; it follows easily from the isomorphism (6.1.8) and remark 7.3.6(ii) thatf is of Kummer
type if and only if ũ∗f : (Xét, ũ

∗M) → (Yét, ũ
∗N) is a morphism of Kummer type between

schemes with étale log structures (notation of (6.2.2)). Suppose now thatM is an integral and
saturated log structure onXZar, and denote bys.Kum(XZar,M) (resp. s.Kum(Xét, ũ

∗M))
the full subcategory ofsat.log/(XZar,M) (resp. ofsat.log/(Xét, ũ

∗M) whose objects are all
the morphisms of Kummer type. In view of the foregoing (and oflemma 6.1.16(i)), we see that
ũ∗ restricts to a functor :

(7.3.10) s.Kum(XZar,M)→ s.Kum(Xét, ũ
∗M).

Lemma 7.3.11.The functor(7.3.10)is an equivalence.

Proof. By virtue of proposition 6.2.3(ii) we know already that (7.3.10) is fully faithful, hence
we only need to show its essential surjectivity. Thus, letf : (Yét, N) → (Xét, ũ

∗M) be a
morphism of Kummer type. By remark 7.3.6(ii), we know thatlog f induces an isomorphism

ũ∗f ∗M ♯
Q

∼→ f ∗ũ∗M ♯
Q

∼→ N ♯
Q

(notation of (3.3.20)). SinceN is integral and saturated, the natural mapN ♯ → N ♯
Q is a

monomorphism, so that the counit of adjunctionũ∗ũ∗N
♯ → N ♯ is an isomorphism (lemma

2.4.26(ii)), and then the same holds for the counit of adjunction ũ∗ũ∗(Y,N)→ (Y,N) (propo-
sition 6.2.3(iii)). �

Proposition 7.3.12.Letf : (Y,N)→ (X,M) be a morphism of fs log schemes. The following
conditions are equivalent:
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(a) Every geometric point ofX admits anétale neighborhoodU → X such thatYU :=
U ×X Y decomposes as a disjoint unionYU =

⋃n
i=1 Yi of open and closed subschemes

(for somen ∈ N), and we have :
(i) Each restrictionYi ×Y (Y,N) → U ×X (X,M) of f ×X 1U admits a fine, satu-

rated Kummer chart(ωPi, ωQi, ϑi) such thatPi andQi are sharp, and the order of
Coker ϑgpi is invertible inOU .

(ii) The induced morphism ofU-schemesYi → U ×SpecZ[Pi] SpecZ[Qi] is an isomor-
phism, for everyi = 1, . . . , n.

(b) f is étale, and the morphism of schemes underlyingf is finite.

Proof. (a)⇒ (b): Indeed, it is easily seen that the morphismSpecZ[ϑi] is finite, hence the same
holds for the restrictionYi → U of f , in view of (a.ii), and then the same holds forf ×X 1U ,
so finallyf is finite on the underlying schemes ([31, Ch.IV, Prop.2.7.1]), and it is étale by the
criterion of theorem 6.3.37.

(b) ⇒ (a): Arguing as in the proof of theorem 6.3.37, we may reduce to the case where
τ = ét. Suppose first that bothX andY are strictly local. In this case,M admits a fine and
saturated chartωP : PX → M , sharp at the closed point (corollary 6.1.34(i)). Moreover, f
admits a chart(ωP , ωQ : QY → N, ϑ : P → Q), for some fine monoidQ such thatQ× is
torsion-free; alsoϑ is injective, the induced morphism ofX-schemes

g : Y → X ′ := X ×SpecZ[P ] SpecZ[Q]

is étale, and the order ofCoker ϑgp is invertible inOX (corollary 6.3.42). Sincef is finite, g
is also closed ([27, Ch.II, Prop.6.1.10]), hence its imageZ is an open and closed local sub-
scheme, finite overX. Let k be the residue field of the closed point ofX; it follows that
X ′ ×X Spec k ≃ Spec k〈Q/mPQ〉 admits an irreducible component of Krull dimension zero
(namely, the intersection ofZ with the fibre ofX ′ over the closed point ofX), in which case
the criterion of proposition 7.3.8(ii) ensures thatϑ is of Kummer type andQ is sharp, henceX ′

is finite overX, and moreoverX ′ ×X Spec k is a local scheme withk as residue field. SinceX
is strictly henselian, it follows thatX ′ itself is strictly local, and thereforeg is an isomorphism,
so the proposition is proved in this case.

Let nowX be a general scheme, andξ a geometric point ofX; denote byX(ξ) the strict
henselization ofX at the pointξ, and setY (ξ) := X(ξ) ×X Y . Sincef is finite, Y (ξ)
decomposes as the disjoint union of finitely many open and closed strictly local subschemes
Y1(ξ), . . . , Yn(ξ). Then we may find an étale neighborhoodU → X of ξ, and open and closed
subschemesY1, . . . , Yn of Y ×X U , with isomorphisms ofX(ξ)-schemesYi(ξ)

∼→ Yi×U X(ξ),
for everyi = 1, . . . , n ([32, Ch.IV, Cor.8.3.12]). We may then replaceX byU , and we reduce to
proving the proposition for each of the restrictionsYi → U of f ×X 1U ; hence we may assume
thatY (ξ) is strictly local. By the foregoing case, we may find a chart

(7.3.13) PX(ξ) →M(ξ) QY (ξ) → N(ξ) ϑ : P → Q

of f ×X 1X(ξ), with ϑ of Kummer type, such thatP andQ are sharp, the orderd of Coker ϑgp

is invertible inOX(ξ), and the induced morphism ofX(ξ)-schemesY (ξ) → X(ξ) ×SpecZ[P ]

SpecZ[Q] is an isomorphism. By corollary 6.2.34 we may find an étale neighborhoodU → X
of ξ such that (7.3.13) extends to a chart forf ×X 1U . After shrinkingU , we may assume
thatd is invertible inOU . Lastly, after further shrinking ofU , we may ensure that the induced
morphism ofU-schemesU ×X Y → U ×SpecZ[P ] SpecZ[Q] is an isomorphism ([32, Ch.IV,
Cor.8.8.2.4]). �

Definition 7.3.14. Let f : (Y,N) → (X,M) be a morphism of fs log schemes. We say thatf
is anétale coveringof (X,M), if f fulfills the equivalent conditions (a) and (b) of proposition
7.3.12. We denote by

Cov(X,M)
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the full subcategory of the category of(X,M)-schemes, whose objects are the étale coverings
of (X,M).

Remark 7.3.15. (i) Notice that all morphisms inCov(X,M) are étale coverings, in light of
corollary 6.3.25(ii).

(ii) Moreover,Cov(X,M) is a Galois category (see [42, Exp.V, Déf.5.1]), and ifξ is any
geometric point of(X,M)tr, we obtain a fibre functor for this category, by the rule :f 7→
f−1(ξ), for every étale coveringf of (X,M). (Details left to the reader.) We shall denote by

π1((X,M)ét, ξ)

the corresponding fundamental group.

Example 7.3.16.Let (f, log f) : (Y,N) → (X,M) be an étale covering of a regular log
scheme(X,M), and suppose thatX is strictly local of dimension1 andY is connected (hence
strictly local as well). Letx ∈ X (resp. y ∈ Y ) be the closed point; it follows thatOX,x
is a strictly henselian discrete valuation ring (corollary6.5.29). The same holds forOY,y in
view of theorem 6.5.44 and [33, Ch.IV, Prop.18.5.10]. In case dimMx = 0, the log structures
M andN are trivial, sof : Y → X is an étale morphism of schemes. Otherwise we have
dimMx = 1 = dimN y (lemma 3.4.41(i)), and thenM ♯

x ≃ N ≃ N ♯
y (theorem 3.4.16(ii)); also,

the choice of a chart forf as in proposition 7.3.12, induces an isomorphism

OX,x ⊗M♯
x
N ♯
y

∼→ OY,y

where the mapM ♯
x → N ♯

y is theN-Frobenius map ofN, whereN > 0 is an integer invertible
in OX,x. Moreover, notice that the image of the maximal ideal ofMx generates the maximal
ideal ofOX,x (and likewise for the image ofN y in OY,y), so the structure map ofM induces an
isomorphismM ♯

x
∼→ Γ+, onto the submonoid of the value group(Γ,≤) of OX,x consisting of

all elements≤ 1 (and likewise forN ♯
y). In other words,OY,y is obtained fromOX,x by adding

theN-th root of a uniformizer. It then follows that the ring homomorphismOX,x → OY,y is an
algebraictamely ramified extensionof discrete valuation rings (seee.g.[36, Cor.6.2.14]).

Definition 7.3.17. LetX be a normal scheme, andZ → X a closed immersion such that :
(a) Z is a union of irreducible closed subsets of codimension one inX.
(b) For every maximal pointz ∈ Z, the stalkOX,z is a discrete valuation ring.

SetU := X\Z, let f : U ′ → U be an étale covering, andg : X ′ → X the normalization ofX
in U ′. Notice thatg−1Z is a union of irreducible closed subsets of codimension one inX ′ (by
the going down theorem [61, Th.9.4(ii)]).

(i) We say thatf is tamely ramified alongZ if, for every geometric pointξ ∈ X ′ localized
at a maximal point ofg−1Z, the induced finite extension

O sh
X,g(ξ) → O sh

X′,ξ

of strictly henselian discrete valuation rings ([33, Ch.IV, Cor.18.8.13]), is tamely rami-
fied. Recall that the latter condition means the following : letΓg(ξ) → Γξ be the map of
valuation groups induced by the above extension; then theramification index off at ξ

eξ(f) := (Γξ : Γf(ξ))

is invertible in the residue fieldκ(ξ), andg induces an isomorphismκ(f(ξ))
∼→ κ(ξ).

(ii) Suppose thatf is tamely ramified alongZ, and that the set of maximal points ofZ is
finite. Then theramification index off alongZ is the least common multipleeZ(f)
of the ramification indiceseξ(f), whereξ ranges over the set of all geometric points of
X ′ supported at a maximal point ofg−1Z.

(iii) We denote byTame(X,U) the full subcategory ofCov(U) whose objects are the
étale coverings ofU that are tamely ramified alongZ.
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Lemma 7.3.18.Letϕ : X ′ → X be a dominant morphism of normal schemes,Z ⊂ X a closed
subset, and setZ ′ := ϕ−1Z. Suppose that :

(a) The closed immersionsZ → X andZ ′ → X ′ satisfy conditions(a)and(b) of definition
7.3.17.

(b) ϕ restricts to a mapMaxZ ′ → MaxZ on the subsets of maximal points ofZ andZ ′.

We have :

(i) ϕ∗ : Cov(U)→ Cov(U ′) restricts to a functor

Tame(X,U)→ Tame(X ′, U ′).

(ii) Suppose thatMaxZ andMaxZ ′ are finite sets. Then, for any objectf : V → U of
Tame(X,U), the indexeZ′(ϕ∗f) divideseZ(f).

(iii) Suppose thatX is regular, and letj : U → X be the open immersion. Then the
essential image of the pull-back functorj∗ : Cov(X)→ Tame(X,U) consists of the
objectsf : V → U such thateZ(f) = 1.

Proof. Let V → U be an object ofTame(X,U), and denote byg : W → X (resp.g′ : W ′ →
X ′) the normalization ofX in V (resp. ofX ′ in V ×U U ′). Let w′ be a geometric point of
W ′ localized at a maximal point ofg′−1Z ′, and denote byw (resp. x′, resp. x) the image of
w′ in W (resp. inX ′, resp. inX); in order to check (i) and (ii), we have to show that the
ramification index ofg′ at the geometric pointw′ is invertible inκ(w′), and the residue field
extensionκ(x′) ⊂ κ(w′) is trivial. To this aim, in view of [33, Ch.IV, Prop.17.5.7],we may
replaceX ′ byX ′(x′), X byX(x), W byW (w), and assume from start thatX, X ′ andW are
strictly local, sayX = SpecA,X ′ = SpecB andC = SpecW for some strictly henselian local
ringsA,B,C. In this case,D := B ⊗A C is a direct product of finite and localB-algebras, and
x′ is localized at a closed point ofX ′, sow′ is localized at a closed point ofW ′, thereforeOW ′,w′

is a direct factor ofD, andκ(w′) is a quotient ofκ(x′)⊗κ(x) κ(w); but we haveκ(w) = κ(x) by
assumption, so this already yieldsκ(w′) = κ(x′). Moreover, by construction,OW ′,w′⊗AFracA
is a finite separable extension ofFracB, and the diagram

(7.3.19)

FracA //

��

FracC

��

FracB // FracOW ′,w′

is cocartesian (in the category of fields). SinceV is tamely ramified alongZ, the top horizontal
arrow of (7.3.19) is a finite (abelian) extension whose degree ew is invertible inκ(x) ([36,
Cor.6.2.14]); it follows that the bottom horizontal arrowsis a Galois extension as well, and its
degree dividesew, as required.

(iii): Let f : V → U be an object ofTame(X,U). By claim 7.1.8, there exists a largest
open subsetUmax ⊂ X containingU , and such thatf is the restriction of an étale covering
fmax : V ′ → Umax; now, if eZ(f) = 1, every point of codimension one ofX \U lies inUmax,
by claim 7.1.9. HenceX\U has codimension≥ 2 in X, in which case lemma 7.1.7(iii) implies
thatX = Umax, as required. �

Remark 7.3.20.The assumptions (a) and (b) of lemma 7.3.18 are fulfilled, notably, whenf is
finite and dominant, or whenf is flat ([61, Th.9.4(ii), Th.9.5]).

7.3.21. Let nowX := (Xi | i ∈ I) be a cofiltered system of normal schemes, such that, for
every morphismϕ : i → j in the indexing categoryI, the corresponding transition morphism
fϕ : Xi → Xj is dominant and affine. Suppose also, that for everyi ∈ I, there exists a closed
immersionZi → Xi, fulfilling conditions (a) and (b) of definition 7.3.17, suchthatMaxZi is a
finite set, and for every morphismϕ : i→ j of I, we have :
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• Zi = f−1
ϕ Zj.

• The corresponding morphismfϕ restricts to a mapMaxZi → MaxZj .
Let alsoX be the limit ofX, andZ the limit of the system(Zi | i ∈ I), and suppose furthermore
that the closed immersionZ → X fulfills as well conditions (a) and (b) of definition 7.3.17.

Proposition 7.3.22.In the situation of(7.3.21), we have :

(i) The induced morphismπi : X → Xi restricts to a map

MaxZ → MaxZi for everyi ∈ I.

(ii) The morphismsπi induce an equivalence of categories :

2-colim
I

Tame(Xi, Xi\Zi)→ Tame(X,X\Z).

Proof. (i): More precisely, we shall prove that there is a natural homeomorphism :

MaxZ
∼→ lim

i∈I
MaxZi.

(Notice the eachMaxZi is a discrete finite set, hence this will show thatMaxZ is a profinite
topological space.) Indeed, suppose thatz := (zi | i ∈ I) is a maximal point ofZ. For every
i ∈ I, let Ti ⊂ MaxZi be the subset of maximal generizations ofzi in Zi. It is easily seen that
fϕTi ⊂ Tj for every morphismϕ : i → j in I. ClearlyTi is a finite non-empty set for every
i ∈ I, hence the limitT of the cofiltered system(Ti | i ∈ I) is non-empty. However, any point
of T is a generization ofz in Z, hence it must coincide withz. The assertion follows easily.

(ii): To begin with, lemma 7.3.18(i) shows that, for every morphismϕ : i → j in I, the
transition morphismfϕ induces a pull-back functorTame(Xj , Xj\Zj)→ Tame(Xi, Xi\Zi),
so the2-colimit in (ii) is well-defined, and combining (i) with lemma 7.3.18(i) we obtain indeed
a well-defined functor from this2-colimit toTame(X,X\Z).

The full faithfulness of the functor of (ii) follows from lemma 7.1.6. Next, letg : V → X\Z
be an object ofTame(X,X \Z); invoking again lemma 7.1.6, we may descendg to an étale
coveringgj : Vj → Xj\Zj, for somej ∈ I; after replacingI by I/j, we may assume thatj is
the final object ofI and we may definegi := f ∗

ϕ(gj) for everyϕ : i → j in I. To conclude the
proof, it suffices to show that there existsi ∈ I such thatgi is tamely ramified alongZi.

Now, let gi : V i → Xi be the normalization ofXi in Vi ×Xj Xi, for every i ∈ I, and
g : V → X the normalization ofX in V . Given a geometric pointv localized at a maximal
point of g−1Z, let vi (resp.zi) be the image ofv in V i (resp. inZi), for everyi ∈ I. Let alsoz
be the image ofv in Z. Then

O sh
X,z = colim

i∈I
O sh
Xi,zi

O sh
V ,v

= colim
i∈I

O sh
Vi,vi

.

([33, Ch.IV, Prop.18.8.18(ii)]), and it follows easily that there existsi ∈ I such that the finite
extensionO sh

Xi,zi
→ O sh

Vi,vi
is already tamely ramified. Since only finitely many points ofV i lie

over the support ofzi, and sinceI is cofiltered, it follows that there existsi ∈ I such that the
induced morphismV i ×Xi Xi(zi) → Xi(zi) is already tamely ramified. However, notice that
π−1
i (zi) is open inMaxZ, for everyi ∈ I, and everyzi ∈ MaxZi. Therefore, we may find a

finite subsetI0 ⊂ I, and for everyi ∈ I0 a subsetTi ⊂ MaxZi, such that :
• MaxZ =

⋃
i∈I0

π−1
i (Ti).

• For every geometric pointzi localized inTi, the morphismV i ×Xi Xi(zi)→ Xi(zi) is
tamely ramified.

SinceI is cofiltered, we may findk ∈ I with morphismsϕi : k → i for every i ∈ I0;
after replacingTi by f−1

ϕi
(Ti) for every i ∈ I0, we may then assume thatI0 = {k}, so that

MaxZ = π−1
k (Tk). It follows thatMaxZi = f−1

ϕ Tk for somei ∈ I and someϕ : i→ k. Then
it is clear thatgi is tamely ramified alongZi, as required. �
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7.3.23. LetX be a scheme,U ⊂ X a connected open subset,ξ any geometric point ofU ,
andN > 0 an integer which is invertible inOU ; then theN-Frobenius mapN of O×

U gives a
Kummer exact sequenceof abelian sheaves onXét :

0→ µN,U → O×
U

N−−→ O×
U → 0

(whereµN,U is theN-torsion subsheaf ofO×
Uét

: see [5, Exp.IX,§3.2]). Suppose now thatµN,U
is a constant sheaf onUét; this means especially thatµN := (µN,U)ξ is a cyclic group of order
N . Indeed,µN certainly contains such a subgroup (sinceN is invertible inOU ), so denote byζ
one of its generators; then everyu ∈ µN satisfies the identity0 = uN − 1 =

∏N
i=1(u− ζ i), and

each factoruiζ of this decomposition vanishes on a closed subsetUi ofU(ξ); clearlyUi∩Uj = ∅
for i 6= j, so we get a decomposition ofU(ξ) as a disjoint union of open and closed subsets
U(ξ) = U1 ∪ · · · ∪ UN such thatu = ζ i onUi, for everyi ≤ N ; sinceU(ξ) is connected, it
follows thatU(ξ) = Ui for somei, i.e. ζ generatesµN . There follows a natural map :

∂N : Γ(Uét,O
×
U )→ H1(Uét,µN,U)

∼→ Homcont(π1(Uét, ξ),µN)

(lemma 7.1.13). Recall the geometric interpretation of∂N : a givenu ∈ O×
U (U) is viewed as

a morphism of schemesu : U → Gm, whereGm := SpecZ[Z] is the standard multiplicative
group scheme; we letU ′ be the fibre product in the cartesian diagram of schemes :

(7.3.24)

U ′ //

ϕu

��

Gm

SpecZ[NZ]
��

U
u // Gm.

Thenϕu is a torsor under theUét-groupµN,U , and to such torsor, lemma 7.1.13 associates a
well defined continuous group homomorphism as required.

If M > 0 is any integer dividingN , a simple inspection yields a commutative diagram :

(7.3.25)

Γ(Uét,O
×
X )

∂N //

∂M **VVVVVVVVVVVVVVVVVV
Homcont(π1(Uét, ξ),µN )

πN,M

��
Homcont(π1(Uét, ξ),µM)

whereπN,M is induced by the mapµN → µM given by the rule :x 7→ xN/M for everyx ∈ µN .

7.3.26. Let nowX be a strictly local scheme,x the closed point ofX, and denote byp the
characteristic exponent of the residue fieldκ(x) (so p is either1 or a positive prime integer).
Let alsoβ :M → OX be a log structure onXét, takeU := (X,M)tr, suppose thatU 6= ∅, and
fix a geometric pointξ of U ; for every integerN > 0 with (N, p) = 1, we get a morphism of
monoids :

(7.3.27) Mx
βx−−→ Γ(Uét,O

×
X )

∂N−−→ Homcont(π1(Uét, ξ),µN)

whose kernel containsMN
x , the image of theN-Frobenius endomorphism ofMx. Notice that

theN-Frobenius map ofO×
X,x is surjective : indeed, since the residue fieldκ(x) is separably

closed, and(N, p) = 1, all polynomials inκ(x)[T ] of the formTN − u (for u 6= 0) split as a
product of distinct monic polynomials of degree1; sinceOX,x is henselian, the same holds for
all polynomials inOX,x[T ] of the formTN − u, with u ∈ O×

X,x. It follows that (7.3.27) factors
through a natural map:

M ♯gp
x → Homcont(π1(Uét, ξ),µN)

which is the same as a group homomorphism :

(7.3.28) M ♯gp
x × π1(Uét, ξ)→ µN .
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In view of the commutative diagram (7.3.25), it is easily seen that the pairings (7.3.28), forN
ranging over all the positive integers with(N, p) = 1, assemble into a single pairing :

Mgp
x × π1((X,M)tr,ét, ξ)→

∏

ℓ 6=p

Zℓ(1)

(whereℓ ranges over the prime numbers different fromp, andZℓ(1) := lim
n∈N

µℓn). The latter is

the same as a group homomorphism :

(7.3.29) π1((X,M)tr,ét, ξ)→M gp∨
x ⊗Z

∏

ℓ 6=p

Zℓ(1).

7.3.30. Letf : (X,M)→ (Y,N) be a morphism of log schemes, such that bothX andY are
strictly local, andf maps the closed pointx of X to the closed pointy of Y . Thenf restricts
to a morphism of schemesftr : (X,M)tr → (Y,N)tr (remark 6.2.8(i)). Fix again a geometric
point ξ of (X,M)tr; we get a diagram of group homomorphisms :

π1((X,M)tr,ét, ξ)
π1(ftr,ξ) //

��

π1((Y,N)tr,ét, f(ξ))

��
N gp∨
y ⊗Z

∏
ℓ 6=p Zℓ(1) // M gp∨

x ⊗Z
∏

ℓ 6=p Zℓ(1)

whose vertical arrows (resp. bottom horizontal arrow) are the maps (7.3.29) (resp. is induced by
(log fx)

gp∨), and by inspecting the constructions, it is easily seen that this diagram commutes.

7.3.31. Suppose now that(X,M) as in (7.3.26) is a fs log scheme, so thatP := M ♯
x is fine

and saturated; in this case, we wish to give a second construction of the pairing (7.3.28).
• Namely, for every integerN > 0 setSP := SpecZ[P ] and consider the finite morphism

of schemesgN : SP → SP induced by theN-Frobenius endomorphism ofP . Notice that
SP contains the dense open subsetUP := SpecZ[1/N, P gp], and it is easily seen that the
restrictiongN |UP : UP → UP of gN is an étale morphism. Letτ ∈ UP be any geometric
point; thenτ corresponds to a ring homomorphismZ[1/N, P gp] → κ := κ(τ), which is the
same as a characterχτ : P gp → κ×. Likewise, anyτ ′ ∈ g−1

N (τ) is determined by a character
χτ ′ : P

gp → κ× extendingχτ , i.e. such thatχτ ′(xN ) = χτ (x) for everyx ∈ P gp. Notice that
every characterχτ as above admits at least one such extensionχτ ′ , sinceκ is separably closed,
andN is invertible inκ. Let CN be the cokernel of theN-Frobenius endomorphism ofP gp;
there follows a short exact sequence of finite abelian groups:

0→ HomZ(CN , κ
×)→ HomZ(P

gp, κ×)
N−→ HomZ(P

gp, κ×)→ 0.

Especially, we see that the fibreg−1
N (τ) is naturally a torsor under the groupHomZ(CN , κ

×) =
HomZ(P

gp,µN (κ)), whereµN (κ) ⊂ κ× is theN-torsion subgroup. HencegN |UP is an étale
Galois covering ofUP , whose Galois group is naturally isomorphic toHomZ(P

gp,µN(κ));
therefore,gN |UP is classified by a well defined continuous representation :

(7.3.32) π1(UP,ét, τ)→ HomZ(P
gp,µN(κ))

(lemma 7.1.13). The corresponding action ofHomZ(P
gp,µN (κ)) onUP can be extracted from

the construction : namely, letχ : P gp → µN(κ) be a given character; by definition, the action
of χ sends the geometric pointτ to the geometric pointτ ′ whose characterχτ ′ : P gp → κ× is
given by the rule :x 7→ χ(x) · χτ for everyx ∈ P gp. Consider the automorphismρχ of the
Z-algebraZ[P gp] given by the rulex 7→ χ(x) · x for everyx ∈ P gp, and notice thatρ(τ) = τ ′;
since the fibre functors are faithful on étale coverings, weconclude thatχ acts asSpec ρχ on
UP .
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• Moreover, ifλ : Q → P is any morphism of fine and saturated monoids, clearly we have
a commutative diagram

UP
SpecZ[λ]|UP //

gN|UP

��

UQ

gN|UQ

��
UP

SpecZ[λ]|UP // UQ

whence, by remark 7.1.15(iii.a), a well defined group homomorphism

(7.3.33) HomZ(P
gp,µN )→ HomZ(Q

gp,µN)

that makes commute the induced diagram :

π1(UP,ét, ξ) //

��

π1(UQ, ξ
′)

��
HomZ(P

gp,µN) // HomZ(Q
gp,µN )

whose vertical arrows are the maps (7.3.32). By inspecting the constructions, it is easily seen
that (7.3.33) is just the mapHomZ(λ

gp,µN).
• Next, by corollary 6.1.34(i) the projectionMx → P admits a splitting

α : P →Mx

(which defines a sharp chart forM ); if N is invertible inOX , this splitting induces a morphism
of schemesX → SP , which restricts to a morphismU → UP . If we let τ be the image ofξ, we
deduce a continuous group homomorphismπ1(Uét, ξ) → π1(UP,ét, τ) ([42, Exp.V,§7]), whose
composition with (7.3.32) yields a continuous map :

(7.3.34) π1(Uét, ξ)→ HomZ(P
gp,µN(κ)).

We claim that the pairingP gp×π1(Uét, ξ)→ µN(κ) arising from (7.3.34) agrees with (7.3.28),
under the natural identificationµN(κ)

∼→ µN . Indeed, for givens ∈ P , let js : Z→ P gp be the
map such thatjs(n) := sn for everyn ∈ Z; by composing (7.3.34) withHomZ(js,µN(κ)), we
obtain a mapπ1(Uét, ξ) → HomZ(Z,µN(κ))

∼→ µN (κ); in view of the foregoing, it is easily
seen that the correspondingµN(κ)-torsor is preciselyϕα(s), in the notation of (7.3.24), whence
the contention.

Proposition 7.3.35.In the situation of(7.3.26), suppose that(X,M) is a regular log scheme.
Then(7.3.29)is a surjection.

Proof. From the discussion of (7.3.31), we are reduced to showing that the morphism (7.3.34)
is surjective, for everyN > 0 such that(N, p) = 1. The latter comes down to showing that
the corresponding torsorgN |UP ×UP U : U ′ → U is connected (remark 7.1.15(i)). However,
the mapα : P → Mx induces a morphism of log schemesψ : (X,M) → Spec(Z, P ) (see
(6.2.13)); we remark the following :

Claim 7.3.36. Slightly more generally, for any Kummer morphismν : P → Q of monoids,
with Q fine, sharp and saturated, define(Xν ,Mν) as the fibre product in the cartesian diagram:

(7.3.37)

(Xν ,Mν) //

fν
��

Spec(Z, Q)

Spec(Z,ν)
��

(X,M)
ψ // Spec(Z, P )

Then(Xν ,M ν) is regular, andXν is strictly local.
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Proof of the claim.By lemma 6.5.40,(Xν ,Mν) is regular at every point of the closed fibre
Xν ×X Specκ(x), and sincefν is a finite morphism, every point ofXν specializes to a point
of the closed fibre, therefore(Xν ,M ν) is regular (theorem 6.5.46). Moreover,Xν is connected,
provided the same holds for the closed fibre; in turn, this follows immediately from proposition
7.3.8(ii). ThenXν is strictly local, by [33, Ch.IV, Prop.18.5.10]. ♦

From claim 7.3.36 we see thatXν is normal (corollary 6.5.29) for every suchν, especially
this holds for theN-Frobenius endomorphism ofP , in which caseU ′ is an open subset ofXν ;
since the latter is connected, the same then holds forU ′. �

Example 7.3.38.(i) In the situation of example 6.6.20, letX → S be any morphism of
schemes, setX := X ×S S, denote by(X,M) the log scheme underlyingX, and define
(X(k),M (k)) as the fibre product in the cartesian diagram of log schemes :

(X(k),M (k))
π(k) //

kX
��

Spec(R,P )

Spec(R,kP )

��
(X,M)

π // Spec(R,P )

whereπ is the natural projection. Set as well

X(k) := ((X(k),M (k)), TP , ψP ◦ π♯(k))
which is an object ofKint; by proposition 6.6.14(iii), diagram (3.5.28) (withT := TP ) underlies
a commutative diagram inKint :

ϕ∗X(k)
//

gX

��

X(k)

(kX ,kTP )

��
ϕ∗X // X

whose horizontal arrows are cartesian. Clearly this diagram is isomorphic toX ×S (6.6.21); we
deduce that the morphismgX of log schemes underlyinggX is finite, and of Kummer type; by
proposition 7.3.12,gX is even an étale covering, ifk is invertible inOX .

(ii) Suppose furthermore, that(X,M) is regular; by claim 7.3.36 it follows that(X(k),M (k))
is regular as well, and then the same holds for the log schemes(Xϕ,Mϕ) and(Y,N) underlying
respectivelyϕ∗X andϕ∗X(k) (proposition 6.6.14(v) and theorem 6.5.44). Let nowy ∈ Y be a
point of height one inY , lying in the closed subsetY \(Y,N)tr, and setx := gX(y); arguing
as in example 7.3.16, we see thatN ♯

y andM ♯
ϕ,x are both isomorphic toN, and the induced map

OXϕ,x → OY,y is an extension of discrete valuation rings, whose corresponding extension of
valued fields is finite. Denote byΓx → Γy the associated extension of valuation groups; in view
of (6.6.22) we see that the ramification index(Γy : Γx) equalsk.

7.3.39. Resume the situation of (7.3.31). Every (finite) discrete quotient map

ρ :M gp∨
x ⊗Z

∏

ℓ 6=p

Zℓ(1)→ G

corresponds, via composition with (7.3.29), to aGU -torsor, which can be explicitly constructed
as follows. SetP := M ♯

x, pick a splittingα as in (7.3.31), choose an integerN > 0 large
enough, so that(N, p) = 1, andρ factors through a group homomorphism

ρ : HomZ(P
gp,µN (κ))→ G

and setH := Ker ρ. Now, via (7.3.29), the quotientG′ := HomZ(P
gp,µN(κ)) corresponds to

theG′
U -torsor onU obtained fromgN : UP → UP via pull-back along the morphismU → UP

given by the chartα (notation of (7.3.31)). According to remark 7.1.15(ii), the soughtGU is
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therefore isomorphic to the one obtained from the quotientgN : UP/H → UP , via pull-back
along the same morphism. To exhibit such quotient, considerthe exact sequence:

0→ HomZ(G, κ
×)→ P gp ⊗Z Z/NZ→ HomZ(H, κ

×)→ 0.

DefineQgp ⊂ P gp as the kernel of the induced mapP gp → HomZ(H, κ
×), and setQ :=

Qgp ∩ P . By construction, theN-Frobenius endomorphism ofP factors through an injective
mapν : P → Q and the inclusion mapj : Q→ P , sogN factors as a composition :

UP → UQ
h−→ UP .

The maps on geometric pointsUP (κ) → UQ(κ) → UP (κ) induced bygN andh correspond to
jgp∗ and respectivelyνgp∗ in the resulting commutative diagram

0

��
0 // H // HomZ(P

gp,µN (κ)) //

��

G

��

// 0

0 // H // HomZ(P
gp, κ×)

jgp∗ // HomZ(Q
gp, κ×)

νgp∗

��

// 0

HomZ(P
gp, κ×)

��
0

whose rows and column are exact. Hence, letτ andχτ : P gp → κ× be as in (7.3.31); the
fibreh−1(τ) corresponds to the set of all charactersχτ ′ : Q

gp → κ× whose restrictionχτ ′ ◦ νgp
to P gp agrees withχτ . Then, with the notation of (7.3.37), we conclude that the restriction
(fν)tr : (Xν ,Mν)tr → U is the soughtGU -torsor. Notice as well thatfν is an étale covering of
(X,M).
• Here is another handier description of the same submonoidQ of P . Notice thatρ is the

same as a group homomorphism

ρ† : P gp∨ → HomZ(
∏

ℓ 6=pZℓ(1), G)

and letL := Ker ρ†. Fix a generatorζN of µN(κ); by definition

Qgp = {x ∈ P gp | t(x)⊗ ξ = 0 for all t ∈ P gp∨ andξ ∈ µN such thatρ(t⊗ ξ) = 0}
= {x ∈ P gp | t(x)⊗ ζN = 0 for all t ∈ P gp∨ such thatρ(t⊗ ζN) = 0}
= {x ∈ P gp | t(x) ∈ NZ for all t ∈ L}.

On the other hand, notice that theN-Frobenius ofP gp∨ factors through a mapβ : P gp∨ → L and
the inclusion mapi : L→ P gp∨, andβ◦i is theN-Frobenius map ofL. Letω : P gp ∼→ (P gp∨)∨

be the natural isomorphism. We may then write

Qgp = {x ∈ P gp | ω(x)(t) ∈ NZ for all t ∈ L}
= {x ∈ P gp | ω(x) ◦ i ∈ N · L∨ = i∨ ◦ β∨(L∨)}
= ω−1(Im β∨).

In other words,ω induces a natural isomorphismQgp ∼→ L∨, that identifiesβ∨ with the map
jgp : Qgp → P gp, and then necessarily also the mapi∨ with ν. Now, the image ofQ inside
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L∨ can be recovered just asL∨ ∩ P ∨∨
Q (the intersection here takes place inL∨

Q, which contains
(P gp∨)∨, via the injective mapi∨ : details left to the reader).

7.3.40. Our chief supply of tamely ramified coverings comes from the following source. Let
f : (Y,N) → (X,M) be an étale morphism of log schemes, whose underlying morphism of
schemes is finite, and suppose that(X,M) is regular. Then(Y,N) is regular, and bothX and
Y are normal schemes (theorem 6.5.44 and corollary 6.5.29). Moreover, lemma 3.4.41(ii) and
proposition 7.3.12 imply that(Y,N)tr = f−1(X,M)tr, hence the restriction off

ftr : (Y,N)tr → (X,M)tr

is a finite étale morphism of schemes (corollary 6.3.27(i)). Furthermore, it follows easily from
corollary 6.5.36(i) that the closed subsetX\(X,M)tr is a union of irreducible closed subsets of
codimension1 inX (and the union is locally finite on the Zariski topology ofX); the same holds
also forY \(Y,N)tr, especiallyY is the normalization of(Y,N)tr overX. Finally, example
7.3.16 implies thatftr is tamely ramified alongX\(X,M)tr. It is then clear that the rulef 7→ ftr
defines a functor :

F(X,M) : Cov(X,M)→ Tame(X, (X,M)tr).

It follows easily from remark 6.5.54 thatF(X,M) is fully faithful; therefore, any choice of a
geometric pointξ of (X,M)tr determines a surjective group homomorphism :

(7.3.41) π1((X,M)tr,ét, ξ)→ π1((X,M)ét, ξ)

([42, Exp.V, Prop.6.9]).

Proposition 7.3.42.In the situation of(7.3.26), suppose that(X,M) is a regular log scheme.
Then the map(7.3.29)factors through(7.3.41), and induces an isomorphism :

(7.3.43) π1((X,M)ét, ξ)
∼→M gp∨

x ⊗Z

∏

ℓ 6=p

Zℓ(1).

Proof. The discussion of (7.3.39) shows that (7.3.29) factors through (7.3.41), and proposition
7.3.35 implies that (7.3.43) is surjective. Next, letf : (Y,N) → (X,M) be an étale cover-
ing; according to proposition 7.3.12,f admits a Kummer chart(ωP , ωQ, ϑ) with Q fine, sharp
and saturated, such that the orderk of Coker ϑgp is invertible inOY . Moreover, the induced
morphism ofX-schemesY → X ×Spec Z[P ] SpecZ[Q] is an isomorphism. With this notation,
denote byG the cokernel of the induced group homomorphismHomZ(ϑ

gp,kP gp); there follows
a mapρ : P gp⊗Z

∏
ℓ 6=p Zℓ(1)→ G, and by inspecting the construction, one may check that the

correspondingGU -torsor, constructed as in (7.3.39), is isomorphic tof×X 1U (details left to the
reader). This shows the injectivity of (7.3.43), and completes the proof of the proposition.�

The following result is the logarithmic version of the classical Abhyankar’s lemma.

Theorem 7.3.44.The functorF(X,M ) is an equivalence.

Proof. First we show how to reduce to the case whereτ = ét.

Claim 7.3.45. Let (XZar,M) be a regular log structure on the Zariski site ofX, and suppose
that the theorem holds for̃u∗(XZar,M). Then the theorem holds for(XZar,M) as well.

Proof of the claim.Let g : V → (XZar,M)tr be an étale covering whose normalization over
X is tamely ramified alongX \ (XZar,M)tr. By assumption, there exists an étale covering
f : (Yét, N)→ ũ∗(XZar,M) such thatftr = g; by lemma 7.3.11, we may then find a morphism
of log schemes of Kummer typefZar : ũ∗(Yét, N)→ (XZar,M) such that̃u∗fZar = f , therefore
fZar is an étale covering of(XZar,M) (corollary 6.3.27(iii)), and clearly(fZar)tr = g, so the
functor F(XZar,M) is essentially surjective. Full faithfulness for the same functor is derived
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formally from the full faithfulness of the functorFũ∗(XZar,M), and that of the functor (7.3.10) :
details left to the reader. ♦

Henceforth we assume thatτ = ét.

Claim 7.3.46. Let g : V → (X,M)tr be an object ofTame(X, (X,M)tr). Theng lies in the
essential image ofF(X,M) if (and only if) there exists an étale covering(Uλ → X | λ ∈ Λ) ofX,
such that, for everyλ ∈ Λ, the étale coveringg ×X Uλ lies in the essential image ofF(Uλ,M |Uλ

).

Proof of the claim. We have to exhibit a finite étale coveringf : (Y,N) → (X,M) such
that ftr = g. However, given suchf , theorem 6.5.44 and corollary 6.5.29 imply thatY is
the normalization ofV overX, and proposition 6.5.52 says thatN = j∗O

×
V ∩ OY , where

j : V → Y is the open immersion; thenlog f : f ∗M → N is completely determined byf ,
hence byg. Thus, we come down to showing that :

(i) N := j∗O
×
V ∩ OY is a regular log structure on the normalizationY of V overX.

(ii) The unique morphismf : (Y,N)→ (X,M) is an étale covering.
However, [61,§33, Lemma 1] implies thatY is finite overX. To show (ii), it then suffices to
prove that each restrictionfλ := f ×X 1Uλ is étale (proposition 6.3.24(iii)). Likewise, (i) holds,
provided the restrictionN |Yλ

is a regular log structure onYλ := Y ×X Uλ, for everyλ ∈ Λ. Let
jλ : Vλ := V ×XUλ → Yλ be the induced open immersion. It is clear thatN |Yλ

= jλ∗O
×
Vλ
∩OYλ,

andYλ is the normalization ofVλ overUλ ([33, Ch.IV, Prop.17.5.7]); moreover,(Uλ,M |Uλ
) is

again regular, so our assumption implies that(Yλ, N |Yλ
) is the unique regular log structure on

Yλ whose trivial locus isVλ, and thatfλ is indeed étale. ♦

Claim7.3.47. If F(X(ξ),M (ξ)) is essentially surjective for every geometric pointξ ofX, the same
holds forF(X,M).

Proof of the claim.Indeed, letg : V → (X,M)tr be an object ofTame(X, (X,M)tr), andξ
any geometric point ofX. By claim 7.3.46 it suffices to find an étale neighborhoodU → X of ξ,
such thatg×X 1U lies in the essential image ofF(U,M |U )

. Denote byY the normalization ofX in
V , which is a finiteX-scheme ([61,§33, Lemma 1]). The schemeY (ξ) := Y ×X X(ξ) decom-
poses as a finite disjoint union of strictly local open and closed subschemesY1(ξ), . . . , Yn(ξ),
and we may find an étale neighborhoodU → X of ξ, and a decomposition ofY ×X U by open
and closed subschemesY1, . . . , Yn, with isomorphisms ofX(ξ)-schemesYi(ξ)

∼→ Yi ×X X(ξ)
for everyi = 1, . . . , n ([32, Ch.IV, Cor.8.3.12]). We are then reduced to showing that all the
restrictionsYi → U lie in the essential image ofF(U,M |U )

. Thus, we may replaceX by U , and
Y by anyYi, after which we may assume thatY (ξ) is strictly local. Proposition 6.5.32 and
theorem 6.5.46 imply that(X(ξ),M(ξ)) is a regular log scheme. Clearlygξ := g ×X 1X(ξ) is
an object ofTame(X(ξ), (X(ξ),M(ξ))tr), so by assumption there exists a finite étale covering
h : (Z,N) → (X(ξ),M(ξ)) such thathtr = gξ. By theorem 6.5.44 and corollary 6.5.29 we
know thatZ is a normal scheme, and we deduce thatZ = Y (ξ) ([33, Ch.IV, Prop.17.5.7]).

According to proposition 7.3.12, the morphismh admits a fine and saturated Kummer chart
(ωP , ωQ, ϑ : P → Q), such that the orderd of Coker ϑgp is invertible inOX,ξ, and such that
the induced mapY (ξ) → X(ξ) ×SpecP SpecQ is an isomorphism. By proposition 6.2.28,
there exists an étale neighborhoodU → X of ξ, and a coherent log structureN ′ on Y ′ :=
Y ×X U with an isomorphismY (ξ) ×Y ′ (Y ′, N ′)

∼→ (Y (ξ), N). Moreover, leth′ : Y ′ → U
be the projection; after shrinkingU , the maplog h descends to a morphism of log structures
h′∗M |U → N ′, whence a morphism(h′, log h′) : (Y ′, N ′) → (U,M |U) of log schemes, such
thath′ ×U 1X(ξ) = h. After further shrinkingU , we may also assume thath′ admits a Kummer
chart(ω′

P , ω
′
Q, ϑ) (corollary 6.2.34), thatd is invertible inOU , and that the induced morphism

Y ′ → U ×Spec P SpecQ is an isomorphism ([32, Ch.IV, Cor.8.8.24]). Thenh′ is an étale
covering, by proposition 7.3.12, and by construction,F(U,M |U )

(h′) = g ×X 1U , as desired. ♦
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Claim 7.3.48. Assume thatX is strictly local, denote byx the closed point ofX, setU :=
(X,M)tr, andP := M ♯

x. Let h : V → U be any connected étale covering, tamely ramified
alongX\U ; thenh lies in the essential image ofF(X,M ), provided there exists a fine, sharp and
saturated monoidQ, and a morphismν : P → Q of Kummer type, such that

hν := h×X Xν : V ×X Xν → U ×X Xν

admits a section (notation of (7.3.37)).

Proof of the claim.Suppose first that the order ofCoker νgp is invertible inOX ; in this case,
fν is an étale covering of log schemes (proposition 7.3.12), hence(fν)tr is an étale covering
of the schemeU . Then, by composing a section ofhν with the projectionV ×X Xν → V we
deduce a morphismU ×X Xν → V of étale coverings ofU . Such morphism shall be open and
closed, hence surjective, sinceV is connected; hence theπ1(U, ξ)-seth−1(ξ) will be a quotient
of f−1

ν (ξ), on whichπ1(U, ξ) acts through (7.3.29), as required. Next, for a general morphismν
of Kummer type, letL ⊂ Qgp be the largest subgroup such thatνgp(P gp) ⊂ L, and(L : P gp) is
invertible inOX . SetQ′ := L∩Q, and notice thatQ′gp = L. Indeed, every element ofL can be
written in the formx = b−1a, for somea, b ∈ Q; then choosen > 0 such thatbn ∈ νP , write
x = b−n · (bn−1a) and remark thatb−n, bn−1a ∈ Q′. The morphismν factors as the composition
of ν ′ : P → Q′ andψ : Q′ → Q, and thereforefν factors through a morphismfψ : Xν → Xν′.
In view of the previous case, we are reduced to showing that the morphismhν′ already admits
a section, hence we may replace(X,M) by (Xν′ ,Mν′) (which is still regular and strictly local,
by claim 7.3.36),h by hν′ , andν by ψ, after which we may assume that the order ofCoker νgp

is pm for some integerm > 0, wherep is the characteristic of the residue fieldκ(x), and then
we need to show thath already admits a section.

Next, using again claim 7.3.36 and an easy induction, we may likewise reduce to the case
wherem = 1. Say thatX = SpecA, and suppose first thatA is aFp-algebra (whereFp is the
finite field with p elements), so thatXν = SpecA ⊗Fp[P ] Fp[Q]; it is easily seen that the ring
homomorphismFp[ν] : Fp[P ] → Fp[Q] is invertible up toΦ, in the sense of [36, Def.3.5.8(i)].
Especially,SpecFp[ν] is integral, surjective and radicial, hence the same holds for fν , and
therefore the morphism of sites :

f ∗
ν : Xét → Xν,ét

is an equivalence of categories (lemma 7.1.7(i)). It follows that in this case,h admits a section
if and only if the same holds forhν .

Next, suppose that the field of fractionsK of A has characteristic zero; we may writeXν ×X
SpecK = SpecKν andV ×X SpecK = SpecE for two field extensionsKν andE ofK, such
that [Kν : K] = p, and the section ofhν yields a mapE → Kν of K-algebras. Therefore we
have eitherE = K (in which caseV = U , and then we are done), or elseE = Kν , in which
caseV = (Xν ,Mν)tr, since both these schemes are normal and finite overU .

Hence, let us assume thatV = (Xν ,Mν), and pick any pointη ∈ X of codimension one,
whose residue fieldκ(η) has characteristicp. ThenXν ×X X(η) = SpecB, whereB :=
OX,η ⊗Z[P ] Z[Q], andB := B ⊗A κ(η) = κ(η)⊗Fp[P ] Fp[Q]. Since the mapFp[P ] → Fp[Q] is
invertible up toΦ, we easily deduce thatB is local, and its residue field is a purely inseparable
extension ofκ(η), say of degreed. Thereforef−1

ν η consists of a single pointη′, andOXν ,η′ ≃ B
is a normal and finiteOX,η-algebra, hence it is a discrete valuation ring. Lete denote the
ramification index of the extensionOX,η → OXν ,η′ ; thened = p ([14, Ch.VI, §8, n.5, Cor.1]).
Suppose thate = p; in view of [36, Lemma 6.2.5], the ramification index of the induced
extension of strict henselizationsO sh

X,η → O sh
Xν ,η′

is still equal top, which is impossible, sinceh
is tamely ramified alongX \U . In casee = 1, we must haved = p, and since the residue field
κ(η)s of O sh

X,η is a separable closure ofκ(η), it follows easily that the residue field ofO sh
Xν ,η′

must
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be a purely inseparable extension ofκ(η)s of degreep, which again contradicts the tameness of
h. ♦

Claim7.3.49. If (X,M) = (X,M)2, thenF(X,M) is essentially surjective (notation of definition
6.2.7(i)).

Proof of the claim.By claim 7.3.47, we may assume thatX is strictly henselian. In this case,
let U , P andh : V → U be as in claim 7.3.48. By assumptiond := dimP ≤ 2, and we have
to show thath×X Xν admits a section, for a suitable Kummer morphismν : P → Q (notation
of (7.3.37)). Ifd = 0, thenP = {1}, in which caseU = X is strictly local, so its fundamental
group is trivial, and there is nothing to prove. In cased = 1, thenP ≃ N (theorem 3.4.16(ii)),
in which caseX is a regular scheme (corollary 6.5.35), andX \U is a regular divisor (remark
6.5.31) and then the assertion follows from the classical Abhyankar’s lemma ([42, Exp.XIII,
Prop.5.2]). Ford = 2, we may finde1, e2 ∈ P , and an integerN > 0 such that

Ne1 ⊕ Ne2 ⊂ P ⊂ P ′ := N
e1
N
⊕ N

e2
N

(see example 3.4.17(i)). Especially, the inclusionν : P → P ′ is a morphism of Kummer type.
Since a composition of morphisms of Kummer type is obviouslyof Kummer type, claims 7.3.48
and 7.3.36 imply that we may replace(X,M) by (Xν ,Mν) andh by hν (notation of (7.3.37)),
after which we may assume thatP is isomorphic toN⊕2. In this case,X is again regular and
X \U is a strictly normal crossing divisor, so the assertion follows again from [42, Exp.XIII,
Prop.5.2]. ♦

Claim 7.3.50. In the situation of (7.3.1), suppose that(Y,N) is regular. Then the functorf ∗
tr :

Cov(Y,N)tr → Cov(Y ′, N ′)tr restricts to an equivalence :

(7.3.51) Tame(Y, (Y,N)tr)
∼→ Tame(Y ′, (Y ′, N ′)tr).

Proof of the claim.Arguing as in the proof of proposition 7.3.2, we may reduce tothe case
whereϕ : T ′ → T is the saturated blow up of an ideal generated by two elementsof Γ(T,OT ).

Notice that(f, log f) is an étale morphism (proposition 6.6.14(v)), and it restricts to an iso-
morphismftr : (Y ′, N ′)tr

∼→ (Y,N)tr (remark 6.6.17). Especially,(Y ′, N ′) is regular, andf ∗
tr

is trivially an equivalence from the étale coverings of(Y,N)tr to those of(Y ′, N ′)tr.
Let g : V → (Y,N)tr be an object ofTame(Y, (Y,N)tr). By claim 7.3.49 and lemma 6.5.37,

the functorFũ∗(Y,N)2 is essentially surjective, and then the same holds forF(Y,N)2 , in view of
claim 7.3.45; hence we may find an étale covering(W,Q) → (Y,N)2, and an isomorphism

V
∼→ (Y,N)tr ×Y W of (Y,N)tr-schemes. On the other hand, example 3.5.56(ii) shows thatϕ

restricts to a morphismT ′
1 → T2 (notation of (3.5.16)), consequentlyf restricts to a morphism

(Y ′, N ′)1 → (Y,N)2. There follows a well defined étale covering :

(Y ′, N ′)1 ×(Y,N)2 (W,Q)→ (Y ′, N ′)1 ×Y ′ (Y ′, N ′).

whose image underF(Y ′,N ′) is f ∗
tr(g). However,(Y ′, N ′)1 contains all the points of height one

of Y ′\(Y ′, N ′)tr (corollary 6.5.36(i)), hencef ∗
tr(g) is tamely ramified alongY ′\(Y ′, N ′)tr (see

(7.3.40)). This shows that (7.3.51) is well defined, and clearly this functor is fully faithful, since
the same holds forf ∗

tr. ♦

Suppose again that(X,M) is strictly henselian, defineP , U andh : V → U as in claim
7.3.48, and setTP := (SpecP )♯; it is easily seen that the counit of adjunctionũ∗ũ∗(X,M) →
(X,M) is an isomorphism (cp. (6.6.48)), henceũ∗(X,M) is regular (lemma 6.5.37). Let

X := (ũ∗(X,M), TP , πX)

be the object ofK arising fromũ∗(X,M), as in (6.6.7); by theorem 6.6.32 (and its proof),
we may find an integral proper simplicial subdivisionϕ : F → TP , such that the morphism



574 OFER GABBER AND LORENZO RAMERO

of schemes underlying(f, ϕ) : ϕ∗X → X is a resolution of singularities forX. Let k be the
ramification index of the coveringh; we define(X(k),M (k)), (Xϕ,Mϕ), (Y,N), gX andkX as
in example 7.3.38 : this makes sense, since, in the current situation,X is isomorphic toX ×S S
(whereS is defined as in example 6.6.5(i)). Moreover, by the same token, the morphism of
schemesY → X(k) is a resolution of singularities.

Set as wellUϕ := (Xϕ,Mϕ)tr andU(k) := (X(k),M (k))tr; by claim 7.3.50 and lemma
7.3.18(i), we have an essentially commutative diagram of functors :

Tame(X,U)
f∗tr //

k∗X
��

Tame(Xϕ, Uϕ)

g∗X
��

Tame(X(k), U(k)) // Tame(Y, (Y,N)tr)

whose horizontal arrows are equivalences. In light of claim7.3.48, we are reduced to showing
thatk∗

X(h) admits a section. Sethϕ := f ∗
tr(h); then it suffices to show thatg∗X(hϕ) admits a

section, and notice that the ramification index ofhϕ alongXϕ\Uϕ dividesk (lemma 7.3.18(ii)).
LetV → Xϕ be the normalization ofhϕ overXϕ, andw a geometric point ofV ×XϕY whose

support has height one; denote byy (resp. v, resp.x) the image ofw in Y (resp. inV , resp.
in Xϕ), and suppose that the support ofx lies in Uϕ. Denote byKsh(x) the field of fractions
of the strict henselizationO sh

X,x of OX,x, and define likewiseKsh(w),Ksh(y) andKsh(v). There
follow a commutative diagram of inclusions of valued fields :

Ksh(x) //

��

Ksh(y)

��

Ksh(v) // Ksh(w)

which is cocartesian in the category of fields (i.e. Ksh(w) is the compositum ofKsh(y) and
Ksh(v) : cp. the proof of lemma 7.3.18(i)). By the foregoing, the ramification index ofO sh

V ,v

overO sh
Xϕ,x dividesk; on the other hand, example 7.3.38(ii) shows that the ramification index

of O sh
Y,y over O sh

Xϕ,x equalsk. It then follows (e.g. from [36, Claim 6.2.15]) thatKsh(v) ⊂
Ksh(y), and thereforeKsh(w) = Ksh(y); this shows that the ramification index ofg∗X(hϕ)
alongY \ (Y,N)tr equals1, thereforeg∗X(hϕ) is the restriction of an étale coveringh of Y
(lemma 7.3.18(iii)). By proposition 7.3.2(ii),h is the pull-back of an étale covering ofX(k).
SinceX(k) is strictly local (claim 7.3.36), it follows thath admits a section, hence the same
holds forg∗X(hϕ), as required. �

7.3.52. As an application of theorem 7.3.44, we shall determine the fundamental group of
the “punctured” scheme obtained by removing the closed point from a strictly local regular log
scheme(X,M) of dimension≥ 2. Indeed, letx ∈ X be the closed point, and setr := dimMx.
Also, let y be any geometric point ofX, localized at a pointy ∈ U := X \ {x}, andξ a
geometric point ofX localized at the maximal point. Letp (resp.p′) denote the characteristic
exponent ofκ(x) (resp. ofκ(y)). Pick any lifting ofξ to a geometric pointξy of X(y); since
(X(y),M(y)) is regular (theorem 6.5.46), according to proposition 7.3.42, the vertical arrows
of the commutative diagram in (7.3.30) factor through the surjections (7.3.41), and we get a
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commutative diagram of group homomorphisms :

π1((X(y),M(y))ét, ξy)
ϕy //

��

π1((X,M)ét, ξ)

��

M gp∨
y ⊗Z

∏
ℓ 6=p′ Zℓ(1) // M gp∨

x ⊗Z
∏

ℓ 6=p Zℓ(1)

whose vertical arrows are the isomorphisms (7.3.43), and whose top (resp. bottom) horizontal
arrow is induced by the natural morphismX(y) → X (resp. by the specialization mapMx →
My). Now, by corollary 6.5.29, the schemeU is connected and normal, hence the restriction
functorCov(U) → Tame(X, (X,M)tr) is fully faithful (lemma 7.1.7(ii.b)); by [42, Exp.V,
Prop.6.9] and theorem 7.3.44, it follows that the induced group homomorphism

(7.3.53) π1((X,M)ét, ξ)→ π1(Uét, ξ)

is surjective (see (7.3.40)). Clearly, the image ofϕy lies in the kernel of (7.3.53). Especially :

(U,M |U)r 6= ∅⇒ π1(Uét, ξ) = {1}
since, for any geometric pointy of (X,M)r, the specialization mapMx → M y is an isomor-
phism (notation of definition 6.2.7(i)). Thus, suppose that(X,M)r = {x}, setP := M ♯

x, and
denote byψ : X → SpecP the natural continuous map; we haveM ♯

y = Pψ(y), and if we let
Fy := P \ ψ(y), we get a short exact sequence of free abelian groups of finiterank :

(7.3.54) 0→ F gp
y → M ♯gp

x → M ♯gp
y → 0.

It is easily seen thatψ is surjective; hence, for anyp ∈ SpecP of heightr−1, picky ∈ ψ−1(p).
With this choice, we haveF gp

y = Z; considering (7.3.54)∨, we deduce thatπ1(Uét, ξ) is a

quotient ofẐ′(1) :=
∏

ℓ 6=p Zℓ(1). More precisely, let(SpecP )r−1 be the set of prime ideals of
P of heightr − 1; then we have :

Theorem 7.3.55.If (X,M)r = {x}, we have a natural identification :

(7.3.56)
P ∨

∑
p∈(SpecP )r−1

P ∨
p

⊗Z Ẑ′(1)
∼→ π1(Uét, ξ)

and these two abelian groups are cyclic of finite order prime to p.

Proof. The foregoing discussion already yields a natural surjective map as stated; it remains
only to check the injectivity, and to verify that the source is a cyclic finite group.

However, sinced ≥ 2, and(X,M)r = {x}, corollary 6.5.36(i) implies thatr ≥ 2, in which
case(SpecP )r−1 must contain at least two distinct elements, sayp andq. LetF := P \ p; the
imageH of (Pq)

♯gp∨ in F gp∨ is clearly a non-trivial subgroup, henceF gp∨/H is a cyclic finite
group, and then the same holds for the source of (7.3.56).

Next, it follows easily from lemma 7.1.7(ii.b) that (7.3.53) identifiesπ1(Uét, ξ) with the quo-
tient of π1((X,M)ét, ξ) by the sum of the images of the mapsϕy, for y ranging over all the
points ofU . However, it is clear that the same sum is already spanned by the sum of the images
of theϕy such thaty ∈ (X,M)r−1; whence the theorem. �

Example 7.3.57.LetP ⊂ N⊕2 be the submonoid of all pairs(a, b) such thata+b ∈ 2N. Clearly
P is fine and saturated of dimension2. LetK be any field; theK-schemeX := SpecK[P ] is
the singular quadric inA3

K cut by the equationXY −Z2 = 0. It is easily seen thatSpec(K,P )2
consists of a single pointx (the vertex of the cone); letx be a geometric point ofX localized
at x, andU ⊂ X(x) the complement of the closed point. ThenU is a normalK-scheme of
dimension1, and we have a natural isomorphism

π1(U, ξ)
∼→ Z/2Z.
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Indeed, a simple inspection shows thatP admits exactly two prime ideals of height one, namely
p := P \ (2N ⊕ {0}) andq := P \ ({0} ⊕ 2N). Then,Pp = {(a, b) ∈ Z ⊕ N | a + b ∈ 2N},
and similarlyPq is a submonoid ofN ⊕ Z. The quotientsP ♯

p andP ♯
q are both isomorphic to

N, and are both generated by the class of(1, 1). Let ϕ : P ♯
p → Z be a map of monoids; then

the image ofϕ in P gp∨ is the unique map of monoidsP → Z given by the rule :(2, 0) 7→ 0,
(1, 1) 7→ ϕ(1, 1), (0, 2) 7→ 2ϕ(1, 1). Likewise, a mapψ : P ♯

q → Z gets sent to the morphism
P → Z such that(2, 0) 7→ 2ψ(1, 1), (1, 1) 7→ ψ(1, 1), and(0, 2) 7→ 0. We see therefore that
(Pp)

♯gp∨+(Pq)
♯gp∨ is a subgroup of index two inP gp∨, and the contention follows from theorem

7.3.55.

7.4. Local acyclicity of smooth morphisms of log schemes.In this section we consider a
smooth and saturated morphismf : (X,M)→ (Y,N) of fine log schemes. We fix a geometric
point x of X, localized at a pointx, and lety := f(x). We shall suppose as well thatY is
strictly local and normal, that(Y,N)tr is a dense open subset ofY , and thaty is localized at the
closed pointy of Y . Let η be a strict geometric point ofY , localized at the generic pointη; to
ease notation, set :

U := f−1
x (η) Utr := (X(x),M(x))tr ∩ U U := U ×|η| |η| U tr := Utr ×|η| |η|

and notice thatUtr is a dense open subset ofU , by virtue of proposition 6.7.17(ii,iv). Choose
a geometric pointξ of U tr, and letξ′ be the image ofξ in Utr. There follows a short exact
sequence of topological groups :

1→ π1(U tr,ét, ξ)→ π1(Utr,ét, ξ
′)

α−→ π1([η|ét, η)→ 1.

On the other hand, letp be the characteristic exponent ofκ := κ(y); for every integere such
that(e, p) = 1, the discussion of (7.3.26) yields a commutative diagram :

(7.4.1)

Ny
//

log fx
��

κ(η)× //

��

Homcont(π1(|η|ét, η),µe(κ))
Homcont(α,µe(κ))

��
Mx

// Γ(Utr,O
×
U )

// Homcont(π1(Utr,ét, ξ
′),µe(κ))

such that the composition of the two top (rep. bottom) horizontal arrows factors throughN ♯
y

(resp.M ♯
x). There follows a system of natural group homomorphisms :

(7.4.2) Coker (log f)gpx → Homcont(π1(U tr,ét, ξ),µe(κ)) where(e, p) = 1

which assemble into a group homomorphism :

(7.4.3) π1(U tr,ét, ξ)→ Coker (log f gp
x )∨ ⊗Z

∏

ℓ 6=p

Zℓ(1).

7.4.4. We wish to give a second description of the map (7.4.3), analogous to the discussion
in (7.3.31). To this aim, letR be a ring; for any monoidP , and any integere > 0, denote
by eP : P → P the e-Frobenius map ofP . Let λ : P → Q be a local morphism of finitely
generated monoids. For any integere > 0, we get a commutative diagram of monoids :

(7.4.5)

P
eP //

λ
��

P

λe
��

λ

&&MMMMMMMMMMMMM

Q
µ′ // Q′

eQ|P // Q
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whose square subdiagram is cocartesian, and such thateQ|P ◦ µ′ = eQ. The latter induces a
commutative diagram of log schemes :

Spec(R,Q)
gQ|P //

g ))TTTTTTTTTTTTTTT
Spec(R,Q′)

g′ //

ge

��

Spec(R,Q)

g

��
Spec(R,P )

gP // Spec(R,P )

whose square subdiagram is cartesian, and such thatgQ := g′ ◦ gQ|P is the morphism induced
by eQ. Also, by example 6.6.5, we have a commutative diagram of monoidal spaces :

Spec(R,Q)
gQ|P //

ψQ
��

Spec(R,Q′)

ψQ′

��

ge // Spec(R,P )

ψP
��

TQ
ϕ // TQ′ // TP

(whereϕ := (Spec eQ|P )
♯) which determines morphisms in the categoryK :

(Spec(R,Q), TQ, ψQ)→ (Spec(R,Q′), TQ′, ψQ′)→ (Spec(R,P ), TP , ψP ).

7.4.6. Now, suppose that the closed pointmQ of TQ lies in the strict locus of(Spec λ)♯ (which
just means thatλ♯ is an isomorphism). Notice that the functorM 7→ M ♯ commutes with
colimits (since it is a left adjoint); taking into account lemma 3.1.12, we deduce that the square
subdiagram of (7.4.5)♯ is still cocartesian, and thereforee♯Q|P is an isomorphism, so the same
holds forϕ.

More generally, letq ∈ SpecQ be any prime ideal in the strict locus of(Specλ)♯; setp :=
λ−1q, r := ϕ(q), and recall thatTQq

:= SpecQq is naturally an open subset ofTQ (see (3.5.16)).
A simple inspection shows that the restrictionTQq

→ TQ′
r

of ϕ is naturally identified with the
morphism of affine fans(Spec eQq|Pp

)♯. Sinceq is the closed point ofTQq
, the foregoing shows

thatTQq
lies in the strict locus ofϕ; in other words,Str(ϕ) is an open subset ofTQ, and we have

(7.4.7) Str((Spec λ)♯) ⊂ Str(ϕ).

Moreover, recall thatSpec eQ : TQ → TQ is the identity on the underlying topological space
(see example 3.5.10(i)), and by construction it factors throughϕ, so the latter is injective on the
underlying topological spaces. Especially,Str(ϕ) = ϕ−1ϕ(Str(ϕ)), and therefore

(7.4.8) Str(gQ|P ) = ψ−1
Q (Str(ϕ)) = g−1

Q|P (ψ
−1
Q′ ϕ(Str(ϕ))).

Hence, setg := Spec(R, λ); from (7.4.7) and (6.6.3) we obtain :

Str(g) ⊂ Str(gQ|P )

and together with (7.4.8) we deduce that :

• Str(gQ|P ) is an open subset ofSpecR[Q].
• ψ−1

Q′ ϕ(Str(ϕ)) is a locally closed subscheme ofSpecR[Q′].
• The restrictionStr(g)→ ψ−1

Q′ ϕ(Str(ϕ)) of gQ|P is a finite morphism.

Lastly, suppose thate is invertible inR; in this case, the morphismsgP andgQ are étale (propo-
sition 6.3.34), so the same holds forgQ|P (corollary 6.3.25(iii)). From corollary 6.3.27(i) we
deduce that the restrictionStr(g)→ ψ−1

Q′ ϕ(Str(ϕ)) of gQ|P is a (finite) étale covering.
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7.4.9. In the situation of (7.4.4), suppose additionally, thatR is aZ[1/e,µe]-algebra (where
µe is thee-torsion subgroup ofC×), P andQ are fine monoids, andλ is integral, so thatQ′ is
also fine. Set

GP := HomZ(P
gp,µe) GQ := HomZ(Q

gp,µe) GQ|P := HomZ(Coker λ
gp,µe).

Notice that the trivial locusSpec(R,P )tr is the open subsetSpecR[P gp], and likewise for
Spec(R,Q)tr andSpec(R,Q′)tr; therefore, (7.4.5)gp induces a cartesian diagram of schemes

Spec(R,Q′)tr
g′tr //

ge,tr

��

Spec(R,Q)tr

gtr

��
Spec(R,P )tr

gP,tr // Spec(R,P )tr.

Fix a geometric pointτ ′Q of Spec(R,Q′)tr, and letτQ := g′(τ ′Q), τP := g(τQ), τ ′P := ge(τ
′
Q). It

was shown in (7.3.31) thatg−1
P (τP ) is aGP -torsor, sogP,tr is a Galois étale covering, correspond-

ing to a continuous representation (7.3.32) into the same group. Henceg′−1(τQ) is aGP -torsor,
andg′tr is a Galois étale covering, whose corresponding representation ofπ1(Spec(R,Q)tr,ét, τQ)
is obtained by composing (7.3.32) with the natural continuous group homomorphism

π1(gtr, τQ) : π1(Spec(R,Q)tr,ét, τQ)→ π1(Spec(R,P )tr,ét, τP ).

By the same token,g−1
Q (τQ) is aGQ-torsor, so alsogQ,tr is a Galois étale covering, and a simple

inspection shows that the surjection

g−1
Q (τQ)→ g′−1(τQ)

induced bygQ|P isGQ-equivariant, for theGQ-action on the target obtained from the map

HomZ(λ
gp,µe) : GQ → GP .

The situation is summarized by the commutative diagram of continuous group homomorphisms

π1(Spec(R,Q
′)tr,ét, τ

′
Q) //

π1(ge,tr,τ ′Q)

��

π1(Spec(R,Q)tr,ét, τQ) //

π1(gtr,τQ)

��

GQ

HomZ(λ
gp,µe)

��
π1(Spec(R,P )tr,ét, τ

′
P ) // π1(Spec(R,P )tr,ét, τP ) // GP

whose horizontal right-most arrows are the maps (7.3.32). Consequently,g−1
Q|P (τ

′
Q) is aGQ|P -

torsor, andgQ|P,tr is a Galois étale covering, classified by a continuous grouphomomorphism

(7.4.10) Ker π1(ge,tr, τ
′
Q)→ Ker π1(gtr, τQ)→ GQ|P .

7.4.11. Let us return to the situation of (7.4), and assume additionally, that both(X,M)
and (Y,N) are fs log schemes. TakeR := OY,y in (7.4.4); by corollary 6.3.42 and theorem
6.1.35(iii), we may assume that there exist

• a local and saturated morphismλ : P → Q of fine and saturated monoids, such that
P is sharp,Q× is a free abelian group of finite type, say of rankr, andAssZ Coker λgp

does not contain the characteristic exponent ofκ(y);
• a morphism of schemesπ : Y → SpecR[P ], which is a section of the projection
SpecR[P ]→ Y , such that

(Y,N) = Y ×SpecR[P ] Spec(R,P ) (X,M) = Y ×SpecR[P ] Spec(R,Q)

andf is obtained by base change from the morphismg := Spec(R, λ). Moreover, the
induced chartQX →M shall be local at the geometric pointx.
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By claim 6.1.37, we may further assume that the projectionQ → Q♯ admits a sectionσ :
Q♯ → Q, such thatλ(P ) lies in the image ofσ. In this case,g factors through the morphism
Spec(R,P )→ Spec(R,Q♯) induced byλ♯, andσ induces an isomorphism of log schemes :

Spec(R,Q) = G⊕r
m,Y ×Y Spec(R,Q♯)

(whereG⊕r
m,Y denotes the standard torus of rankr overY ). In this situation,X is smooth over

Y ×SpecR[P ] SpecR[Q
♯], and more precisely

(7.4.12) (X,M) = G⊕r
m,Y ×SpecR[P ] Spec(R,Q

♯).

Summing up, after replacingQ byQ♯, we may assume thatQ is also sharp, and (7.4.12) holds
with Spec(R,Q) instead ofSpec(R,Q♯). Moreover, the image ofx in TQ is the closed point
mQ.

Let e > 0 be an integer which is invertible inR; by inspecting the definition, it is easily seen
that there exists a finite separable extensionKe of κ(η) = Frac(R), such that the normalization
Ye of Y in SpecKe fits into a commutative diagram of schemes :

Ye //

πe
��

Y

π
��

SpecR[P ]
gP // SpecR[P ]

(whose top horizontal arrow is the obvious morphism); namely, π is defined by some morphism
of monoidsβ : P → R, and one takes forKe any subfield ofκ(η) containingκ(η) and the
e-th roots of the elements ofβ(P ). Set(Ye, N e) := Ye ×SpecR[P ] Spec(R,P ), and define log
schemes(Xe,Me), (X ′

e,M
′
e) so that the two square subdiagrams of the diagram of log schemes

(X ′
e,M

′
e)

he //

��

(Xe,Me) //

��

G⊕r
m,Y ×Y (Ye, N e)

π′
e

��
Spec(R,Q)

gQ|P // Spec(R,Q′)
ge // Spec(R,P )

are cartesian (hereπ′
e is the composition ofπe and the projectionG⊕r

m,Y ×Y Ye → Ye), whence a
commutative diagram :

(7.4.13)

(X ′
e,M

′
e)

he //

f ′e &&MMMMMMMMMM
(Xe,Me)

fe
��

(Ye, N e).

Notice that bothfe andf ′
e are smooth and saturated morphisms of fine log schemes. Also,by

constructionYe is strictly local, and(Ye, N e)tr is a dense subset ofYe. In other words,fe and
f ′
e are still of the type considered in (7.4). Moreover,he is étale, since the same holds forgQ|P ,

and the discussion in (7.4.6) shows that the restriction

Str(f ′
e)→ Xe

is an étale morphism of schemes. Furthermore, the discussion in (7.4.9) shows that

he,tr : (X
′
e,M

′
e)tr → (Xe,Me)tr

is a Galois étale covering.
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7.4.14. More precisely, notice thatλ♯ = log f ♯x; combining with (7.4.10), we deduce a contin-
uous group homomorphism :

(7.4.15) Ker π1(fe,tr, ξ
′
e)→ HomZ(Coker (log f)

gp
x ,µe(κ))

whereξ′e is the image inXe of the geometric pointξ. The geometric pointy lifts uniquely to a
geometric pointye of Ye, localized at the closed pointye, and the pair(x, ye) determines a unique
geometric pointxe such thatfe(xe) = ye. Also, since the field extensionκ(y)→ κ(ye) is purely
inseparable, it is easily seen that the induced mapf−1

e (ye)→ f−1(y) is a homeomorphism; there
follows an isomorphism ofX(x)-schemes ([33, Ch.IV, Prop.18.8.10]) :

Xe(xe)
∼→ X(x)×Y Ye.

Let ηe be the generic point ofYe; by construction,η lifts to a geometric pointηe of Ye, localized
atηe, and we have continuous group homomorphisms :

(7.4.16) π1(U tr, ξ)
∼→ Ker (π1(Ue,tr, ξ

′
e)→ π1(ηe, |ηe|))→ Ker π1(fe,tr, ξ

′
e).

The composition of (7.4.15) and (7.4.16) is a continuous group homomorphism

(7.4.17) π1(U tr, ξ)→ HomZ(Coker (log f)
gp
x ,µe(κ))

whence, finally, a pairing

Coker (log f)gpx × π1(U tr,ét, ξ)→ µe(κ).

We claim that this pairing agrees with the one deduced from (7.4.2). Indeed, by tracing back
through the constructions, we see that (7.4.17) is the homomorphism arising from the Galois
covering ofU tr, which is obtained fromgQ|P , after base change along the composition

U tr → Xe → SpecR[Q′].

On the other hand, the discussion of (7.3.31) shows that the homomorphismπ1(Utr,ét, ξ
′)→ GQ

arising from the bottom row of (7.4.1), classifies the GaloiscoveringC → U tr obtained from
gQ, by base change along the same map. By the same token, the top row of (7.4.1) corresponds
to theGP -Galois coveringC ′ → |η| obtained by base change ofgP along the composition
|η| → Y → SP . The maplog fx induces a morphism of schemesC → C ′ ×|η| Utr, and (7.4.2)
corresponds to theGQ|P -torsor obtained from a fibre of this morphism. Evidently, this torsor is
isomorphic tog−1

Q|P (τ
′
Q), whence the contention.

7.4.18. In the situation of (7.4), recall that there is a natural bijection between the set of max-
imal points off−1

x (y), and the setΣ of maximal points of the closed fibre of the induced map

(7.4.19) SpecMx → SpecN y

(proposition 6.7.14). For everyq ∈ Σ, denote byηq the corresponding maximal point off−1
x (y),

choose a geometric pointηq localized atηq, and letX(ηq) be the strict henselization ofX(x) at
ηq. Also, set

Uq := U ×X(x) X(ηq) U q := Uq ×|η| |η|
and notice thatU q is an irreducible normal scheme. Notice as well thatf induces a strict
morphism(X(ηq),M(ηq)) → (Y,N) (theorem 6.7.8(iii.a)), and therefore the log structure of
Uq ×X(ηq) (X(ηq),M(ηq)) is trivial.

Recall thatZ := U \ U tr is a finite union of irreducible closed subsets of codimension
one inU , andOU,z is a discrete valuation ring, for each maximal pointz ∈ Z (proposition
6.7.17(iv,v)); especially, the categoryTame(U, U tr) is well defined (definition 7.3.17(iii)). We
denote

Tame(f, x)
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the full subcategory ofTame(U, U tr) consisting of all the coveringsC → U tr such that, for
everyq ∈ Σ, the induced covering

C ×U tr
U q → U q

is trivial (i.e. C ×U tr
U q is a disjoint union of copies ofU q). It is easily seen thatTame(f, x)

is a Galois category (see [42, Exp.V, Déf.5.1]), and we obtain a fibre functor for this category,
by restriction of the usual fibre functorϕ 7→ ϕ−1(ξ) defined on all étale coveringsϕ of U tr;
we denote byπ1(U tr/Yét, ξ) the corresponding fundamental group. According to [42, Exp.V,
Prop.6.9], the fully faithful inclusionTame(f, x)→ Cov(U tr) induces a continuous surjective
group homomorphism

(7.4.20) π1(U tr,ét, ξ)→ π1(U tr/Yét, ξ).

Proposition 7.4.21.The map(7.4.3) factors through(7.4.20), and the induced group homo-
morphism :

(7.4.22) π1(U tr/Yét, ξ)→ Coker (log f gp
x )∨ ⊗Z

∏

ℓ 6=p

Zℓ(1).

is surjective.

Proof. Let σY : Y → Y qfs be the natural morphism of schemes exhibited in remark 6.2.36(iv),
and set

(Y,N ′) := Y ×Y qfs (Y,N)qfs (X,M ′) := (Y,N ′)×(Y,N) (X,M).

Sincef is saturated, both(X,M ′) and(Y,N ′) are fs log schemes (see remark 6.2.36(i)); also,
the morphism of schemes underlying the induced morphism of log schemesf ′ : (X,M ′) →
(Y,N ′), agrees with that underlyingf . Moreover, by construction we haveN ′♯

z = (N ♯
z)

sat

for every geometric pointz of Y , especially(Y,N ′)tr = (Y,N)tr. Likewise,M ′♯
z = (M ♯

z)
sat

(lemma 3.2.12(iii,iv)), thereforeStr(f ′) = Str(f), and especially,(X,M ′)tr = (X,M)tr. Fur-
thermore, notice that the the natural map

(7.4.23) Coker (log f)gpx → Coker (log f ′)gpx

is surjective, and its kernel is a quotient of(M sat
x )×/M×

x , especially it is a torsion subgroup.
However, the cokernel of(log f)gpx equals the cokernel of(log f ♯x)

gp, hence it is torsion-free
(corollary 3.2.32(ii)), so (7.4.23) is an isomorphism. Thus, we may replaceN (resp.M ) byN ′

(resp.M ′), and assume from start thatf is a smooth, saturated morphism of fs log schemes.
In this case, in light of the discussion of (7.4.14), it suffices to prove that (7.4.17) is a surjec-

tion, and that it factors throughπ1(U tr/Yét, ξ). To prove the surjectivity comes down to showing
thatU tr ×Xe X ′

e is a connected scheme. However, letxe be the support ofxe, and notice that
ψP ◦ πe(ye) = mP , the closed point ofTP . Sincex maps to the closed point ofTQ, we deduce
easily that the image ofxe in TQ′ is the closed pointmQ′ , i.e. xe lies in the closed subscheme
Xe ×S′

Q
Spec κ〈Q′/mQ′〉. Notice as well thateQ|P is of Kummer type (see definition 3.4.40);

by proposition 7.3.8(ii), it follows that there exists a unique geometric pointx′e ofX ′
e lying over

xe, whence an isomorphism ofXe(xe)-schemes ([33, Ch.IV, Prop.18.8.10])

X ′
e(x

′
e)

∼→ X ′
e ×Xe Xe(xe).

HenceU tr ×Xe X ′
e is an open subset of|ηe| ×Ye X ′

e(xe), and the latter is an irreducible scheme,
by proposition 6.7.17(ii). We also deduce that the induced morphism

he,x : (X
′
e(x

′
e),M

′
e(x

′
e))→ (Xe(xe),M e(xe))

is a finite étale covering of log schemes. From the discussion in (7.4.11), we see that the
restriction ofhe,x

Str(he,x)→ Xe(xe)
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is an étale morphism, andStr(he,x) contains the strict locus of the induced morphism

f ′
e,x : (X

′
e(x

′
e),M

′
e(x

′
e))→ (Ye, N e).

Since the field extensionκ(y) → κ(ye) is purely inseparable,ηq lifts uniquely to a geometric
point ηe,q ∈ Xe(xe), and as usual we deduce that the strict henselizationXe(ηq) of Xe(xe)
at ηe,q is isomorphic, as anXe(xe)-scheme, toXe(xe) ×X(x) X(ηq). Moreover, ifηe,q is the
support ofηe,q, a simple inspection shows that the fibreh−1

e,x(ηe,q) consists of maximal points
of f ′−1

e,x (ye). By theorem 6.7.8(iii.a), every point ofh−1
e,x(ηe,q) lies in Str(f ′

e,x), therefore the
induced morphismX ′

e ×Xe Xe(ηq) → Xe(ηq) is finite and étale. Taking into account (7.3.40),
we conclude that the étale coveringX ′

e ×Xe U tr → U tr is an object ofTame(f, x), whence the
proposition. �

7.4.24. Say thatY = SpecR; for every algebraic field extensionK of κ(η) = Frac(R), let
RK be the normalization ofR in K, set|ηK | := SpecK and

YK := SpecRK (YK , NK) := YK ×Y (Y,N) (XK ,MK) := YK ×Y (X,M).

Moreover, letfK : (XK ,MK) → (YK , NK) be the induced morphism, andyK any geomet-
ric point localized at the closed pointyK of the strictly local schemeYK ; since the extension
κ(y)→ κ(yK) is purely inseparable, there exists a unique geometric point xK of XK lifting x,
and we have an isomorphism of(X(x),M(x))-schemes :

(XK(xK),MK(xK))
∼→ XK ×X (X(x),M(x)) = YK ×Y (X(x),M(x)).

Clearly the morphismfK is again of the type considered in (7.4.18); especially, themaximal
points off−1

K,xK
(yK) are in natural bijection with the elements ofΣ, and it is natural to denote

UK := U ×Y |ηK | UK,tr := Utr ×Y |ηK | UK,q := UK,tr ×X(x) X(ηq)

for everyq ∈ Σ. Then, letηK,q be the unique geometric point off−1
K,xK

(yK) lying overηq, and
ηK,q the support ofηK,q; as usual, we have

(7.4.25) XK(ηK,q) = X(ηq)×Y YK
hence the above notation is consistent with the one introduced for the original morphismf .
Furthermore, ifz is any maximal point ofU\U tr, the imagezK of z in UK is a maximal point of
UK \UK,tr, and since the induced mapOUK ,zK → OU,z is faithfully flat, proposition 6.7.17(iv,v)
easily implies thatOUK ,zK is a discrete valuation ring. We may then denote

Tame(f, x,K)

the full subcategory ofTame(UK , UK,tr), consisting of those objectsC → UK,tr, such that the
induced coveringC ×UK,tr UK,q → UK,q is trivial, for everyq ∈ Σ. We have a natural functor

(7.4.26) 2-colim
K

Tame(f, x,K)→ Tame(f, x)

where the2-colimit ranges over the filtered family of all finite separable extensionsK of κ(η).

Lemma 7.4.27.The functor(7.4.26)is an equivalence.

Proof. Let h : C → U tr be an object of the categoryTame(f, x). According to [33, Ch.IV,
Prop.17.7.8(ii)] and [32, Ch.IV, Prop.8.10.5], we may find afinite extensionK of κ(η), such
thath descends to a finite étale morphism

hK : CK → UK,tr.

Let C ′
K (resp.C ′) denote the normalization ofCK (resp. ofC) overUK (resp. overU). Since

the morphism|η| → |ηK | is ind-étale, we haveC ′ = C ′
K ×|ηK | |η| ([33, Ch.IV, Prop.17.5.7]),
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and it follows easily thatCK is tamely ramified along the divisorUK \UK,tr. From (7.4.25) we
get a natural isomorphism :

U q
∼→ UK,q ×|ηK | |η|.

Thus, after replacingK by a larger finite separable extension ofκ(η), we may assume that the
induced morphismCK ×UK,tr UK,q → UK,q is a trivial étale covering, for everyq ∈ Σ.

This shows that (7.4.26) is essentially surjective; likewise one shows the full faithfulness :
the details shall be left to the reader. �

7.4.28. In the situation of (7.4.24), letK be an algebraic extension ofκ(η), and

h : C → UK,tr

any object ofTame(UK , UK,tr), and denote byC ′ the normalization ofXK(xK) in C. We
claim that there exists a largest non-empty open subset

E(h) ⊂ XK(xK)

such that the restrictionh−1E(h) → E(h) of h is étale. Indeed, in any case,h restricts to an
étale morphism on a dense open subset containingUK,tr, and there exists a largest open subset
E ′ ⊂ C ′ such thath|E′ is étale (claim 7.1.8 and lemma 7.1.7(ii.b)). Then it is easily seen that
E(h) := XK(xK)\h(C ′\E ′) will do.

Lemma 7.4.29.With the notation of(7.4.28), the categoryTame(f, x,K) is the full subcate-
gory ofTame(UK , UK,tr) consisting of those objectsh : C → UK,tr such thatE(h) contains
the maximal points ofXK(xK)×YK |yK|.
Proof. In view of claim 7.1.9, this characterization is a rephrasing of the definition of the cate-
goryTame(f, x,K). �

7.4.30. Keep the notation of (7.4.28), and suppose thath is an object ofTame(f, x,K). Fix
q ∈ Σ; then lemma 7.4.29 says thatηK,q ∈ E(h). Thus, we obtain a functor

Tame(f, x,K)→ Cov(|ηK,q|) : C 7→ C ′ ×XK(xK) |ηK,q|.
However, the natural morphism|ηK,q| → |ηq| is radicial, hence it induces an equivalence

Cov(|ηq|) ∼→ Cov(|ηK,q|)
(lemma 7.1.7(i)). Combining these two functors in the special special case whereK := κ(η),
we get a functor

(7.4.31) Tame(f, x)→ Cov(|ηq|) : (C → U tr) 7→ (C|ηq → |ηq|).
Now, the ruleϕ 7→ ϕ−1(ηq) yields a fibre functor for the Galois categoryCov(|ηq|); by com-
position with (7.4.31), we deduce a fibre functor forTame(f, x), whose group of automor-
phisms we denoteπ1(U tr/Yét, ηq). Also, setF (q) := Mx\q, and notice that the structure map
Mx → OX(x),x induces a group homomorphism

(7.4.32) F (q)gp → κ(ηq)
×.

Lemma 7.4.33.With the notation of(7.4.30), we have :

(i) The natural mapCoker (log fx)→ F (q) induces a commutative diagram of groups

π1(|ηq|ét, ηq) //

α

��

π1(U tr/Yét, ηq) // π1(U tr/Yét, ξ)

β

��
F (q)gp∨ ⊗Z

∏
ℓ 6=p Zℓ(1)

γ // Coker (log f gp
x )∨ ⊗Z

∏
ℓ 6=p Zℓ(1)

whereβ is (7.4.22), andα is deduced from(7.4.32), as in the discussion of(7.3.26).
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(ii) α is surjective, andγ is an isomorphism.

Proof. (i): The proof amounts to unwinding the definitions, and shall be left as an exercice
for the reader. Notice that the second arrow on the top row is only well-defined up to inner
automorphisms, but since the groups on the bottom row are abelian, the ambiguity does not
affect the statement.

(ii): Notice that log fx restricts to a map of monoidsO×
Y,y → F (q), which induces an iso-

morphismCoker(log f)♯
∼→ F (q)♯; we deduce thatγ is an isomorphism. Next, letZ be the

topological closure ofηq in X(x), and endowZ with its reduced subscheme structure; set also
(Z,M(Z)) := Z ×X(x) (X,M). The mapα factors as a composition

π1(|ηq|ét, ηq)→ π1((Z,M(Z))tr,ét, ηq)→ F (q)gp∨ ⊗Z

∏

ℓ 6=p

Zℓ(1)

where the first map is surjective, by lemma 7.1.7. Lastly, notice thatM(Z)red,x = F (q)◦; by
propositions 7.3.42 and 6.7.14(ii), it follows that the second map is surjective as well, so the
proof of (ii) is complete. �

7.4.34. In the situation of (6.3.44), suppose thatYi is a strictly local normal scheme for every
i ∈ I, and the transition morphismsYj → Yi are local and dominant, for every morphism
i → j in I. Let x be a geometric point ofX, and denote byxi the image ofx in Xi, for every
i ∈ I. Suppose that the imagey of x in Y is localized at the closed point. Also, letη be a strict
geometric point ofY , localized at the generic pointηi, and denote byηi (resp. yi) the strict
image ofη (resp.y) in Yi (see definition 7.1.10(iii)).

Lemma 7.4.35. In the situation of(7.4.34), suppose that(g, log g) : (X,M) → (Y,N) is a
smooth and saturated morphism of fine log schemes. Then thereexistsi ∈ I, and a smooth and
saturated morphism(gi, log gi) : (Xi,M i) → (Yi, N i) of fine log schemes, such thatlog g =
π∗
i log gi.

Proof. By corollary 6.3.45, we can descend(g, log g) to a smooth morphism(gi, log gi) of fine
log schemes, and after replacingI by I/i, we may assume thati = 0. Then the contention
follows from corollary 6.2.34(ii). �

7.4.36. Keep the situation of (7.4.34), and suppose that(g0, log g0) : (X0,M0)→ (Y0, N0) is
a smooth and saturated morphism of fine log schemes; set

(Xi,M i) := Xi ×X0 (X0,M 0) (Yi, N i) := Yi ×Y0 (Y0, Y 0)

and denote(gi, log gi) : (Xi,M i) → (Yi, N i) the induced morphism of log schemes, for ev-
ery i ∈ I. Also, let (g, log g) : (X,M) → (Y,N) be the limit of the system of morphisms
((gi, log gi) | i ∈ I). These are morphisms of the type considered in (7.4), so we may define
Ui := g−1

i,xi
(ηi), and introduce likewise the schemesUi,tr, U i andU i,tr as in (7.4). Moreover, set

Zi := U i\U i,tr for everyi ∈ I; clearlyZi = Zj ×Xj(xj) Xi(xi) for every morphismi→ j in I.
Also, eachZi is a finite union of irreducible subsets of codimension one, and for everyi → j
in I, the transition morphismsXi → Xj restrict to maps

MaxZi → MaxZj MaxXi(xi)×Yi |yi| → MaxXj(xj)×Yj |yj |
Combining proposition 7.3.22(ii) and lemma 7.4.29, we deduce a fully faithful functor

(7.4.37) 2-colim
i∈I

Tame(gi, xi)→ Tame(g, x).

Lemma 7.4.38.The functor(7.4.37)is an equivalence.
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Proof. It remains only to show the essential surjectivity. Hence, let h be a given object of
Tame(g, x); by proposition 7.3.22(ii), we know that there existsj ∈ I such thath descends
to an étale coveringhj : Vj → U j,tr, tamely ramified alongZj, and after replacingI by I/i,
we may assume thatj is the final object ofI, and definehi := U i,tr ×Uj,tr hj for everyi → j

in I. Now, letE ′ ⊂ E(h) be a constructible open subset containing the maximal points of
X(x) ×Y |y|. For everyi ∈ I, let Y i be the normalization ofYi in Specκ(ηi), and setX i :=
Xi(xi) ×Yi Y i; according to [32, Ch.IV, Th.8.3.11], there existsi ∈ I such thatE ′ descends to
a constructible open subsetE ′

i ⊂ X i, and then necessarilyE ′
i contains all the maximal points

of Xi(xi)×Yi |yi|. As usual, we may assume thati is the final object, soE ′
i is defined for every

i ∈ I. Lastly, sinceh extends to an étale covering onE ′, we see thathi extends to an étale
covering ofE ′

k, for somek ∈ I ([33, Ch.IV, Prop.17.7.8(i)]). In view of lemma 7.4.29, the
contention follows. �

Theorem 7.4.39.The map(7.4.22)is an isomorphism.

Proof. Arguing as in the proof of proposition 7.4.21, we may assume that both(X,M) and
(Y,N) are fs log schemes, and in view of proposition 7.4.21, we needonly show that (7.4.22)
is injective. This comes down to the following assertion. For every objecth : C → U tr of the
categoryTame(f, x), the induced action ofπ1(U tr, ξ) on h−1(ξ) factors through the quotient
Coker (log f gp

x )∨ ⊗Z
∏

ℓ 6=p Zℓ(1).
• By lemma 7.4.27, there exists a finite separable extensionK of κ(η), and an objecth :

CK → UK,tr of Tame(f, x,K), with an isomorphismCK ×UK,tr U tr
∼→ C of U tr-schemes.

Sincelog fx = log fK,xK , the theorem will hold for the morphismf and the pointx, if and only
if it holds for fK and the pointxK .

Claim7.4.40. The theorem holds, ifY is noetherian of dimension one.

Proof of the claim. In this case,Y is the spectrum of a strictly henselian discrete valuation
ring R, and the same then holds forYK . Hence, we may replace throughoutf by fK , and
assume from start that there exists an objecth : C → Utr of Tame(f, x, κ(η)), with an iso-
morphismC

∼→ C ×Utr U tr of U tr-schemes. EndowY with the fine log structureN ′ such
thatΓ(Y,N ′) = R \{0}; since(Y,N)tr is dense inY , we have a well defined morphism of
log schemesπ : (Y,N ′) → (Y,N), which is the identity on the underlying schemes. Set
(X,M ′) := (Y,N ′)×(Y,N) (X,M). Then(Y,N ′) is a regular log scheme, and consequently the
same holds for(X,M ′), by theorem 6.5.44.

Furthermore,π trivially restricts to a strict morphism on the open subset|η|, hence the in-
duced morphism(X,M ′) ×Y |η| → (X,M) ×Y |η| is an isomorphism, especiallyUtr is the
trivial locus of(X(x),M ′(x))×Y |η|. However, it is easily seen that(X(x),M ′(x))tr does not
intersect the closed fibref−1

x (y), so finallyUtr = (X(x),M ′(x))tr.
From theorem 7.3.44, we deduce thath extends to an étale covering of(X(x),M ′(x)). Then,

arguing as in (7.4) we get a commutative diagram of groups :

π1(U tr,ét, ξ) //

��

Coker (log f gp
x )∨ ⊗Z

∏
ℓ 6=p Zℓ(1)

��

π1(Utr,ét, ξ
′)

α // M gp∨
x ⊗Z

∏
ℓ 6=p Zℓ(1)

whose top horizontal arrow is (7.4.3), and whose right vertical arrow is deduced from the pro-
jectionM gp

x → Coker (log f gp
x ). Lastly, proposition 7.3.42 shows that the natural action of

π1(Utr,ét, ξ
′) onh−1(ξ′) factors throughα, so the claim follows. ♦

• Next, suppose thatY is an arbitrary normal, strictly local scheme. Ths discussion in
(7.4.14) implies that, in order to prove the theorem, it suffices to find an integere > 0, a
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(X,M)-scheme(X ′
e,M

′
e) as in (7.4.11), and a geometric pointx′e of X ′

e lying over x, such
thath ×X(x) X

′
e(x

′
e) is a trival covering. To this aim, we writeY as the limit of a cofiltered

system(Yi | i ∈ I) of strictly local excellent and normal schemes (lemma 7.1.30), and we
denote byηi the generic point ofYi, for everyi ∈ I. By lemma 7.4.35, we may then descend
(f, log f) to a smooth and saturated morphism(fi, log fi) : (Xi,M i) → (Yi, N i), for some
i ∈ I, and as usual, we may assume thati is the final object ofI. Let xi be the image ofx in
Xi; by lemmata 7.4.38 and 7.4.27, the objecth of Tame(f, x, κ(η)) descends to an objecthi
of Tame(fi, xi, K), for somei ∈ I, and some finite separable extensionK of κ(ηi). It suffices
therefore to finde > 0, a(Xi,M i)-scheme(X ′

i,e,M
′
i,e), and a geometric pointx′i,e of X ′

i,e lying
over xi, such thathi ×Xi(xi) X ′

i,e(x
′
i,e) is a trivial covering. In other words, we may replace

throughoutY by Yi,K , and assume from start thatY is excellent, andh descends to an object
h : C → Utr of Tame(f, x, κ(η)).
• By [27, Ch.II, Prop.7.1.7] we may find a discrete valuation ring V and a local injective

morphismR→ V inducing an isomorphism on the respective fields of fractions. LetVsh be the
strict henselization ofV (at a geometric point whose support is the closed point), andset

Y := SpecVsh (Y,N) := Y ×Y (Y,N) (X,M) := Y ×Y (X,M).

Also, letf : (X,M)→ (Y,N) be the induced morphism. Denote byy a geometric point localized
at the closed pointy of Y; also, pick any geometric pointx of X, whose image inX is x; the
induced morphism

(7.4.41) (X(x),M(x))→ (X(x),M(x))

restricts to a flat morphismf−1
x (y)→ f−1

x (y) and from proposition 6.7.14, we see that the latter
induces a bijection between the sets of maximal points of thetwo fibres. On the other hand, let
ηV denote a geometric point localized at the generic pointηV of Y; then (7.4.41) restricts to an
ind-étale morphismf−1

x (ηV)→ f−1
x (η). Hence, set

Utr := (X(x),M(x))tr ×Y |ηV|.
From lemma 7.4.29, it follows easily that the coveringC ×Utr Utr → Utr is an object of
Tame(f, x, κ(ηV)).

For any integere > 0 invertible inR, pick a(Y,N)-scheme(Ye, N e) as in (7.4.11), so that
we may define the étale morphism(X ′

e,M
′
e) → (Xe,Me) of (Ye, N e)-schemes as in (7.4.13).

Notice that the morphism(X ′
e,M

′
e) → (Ye, N e) is again of the type considered in (7.4), and

there exists, up to isomorphism, a unique geometric pointx′e of X ′
e lifting x; moreover, for any

geometric pointye supported atye, the induced map

SpecM ′
e,x′e
→ SpecN ′

e,ye

is naturally identified with (7.4.19). Likewise, pick a(Y,N)-scheme(Ye,Ne) in the same fash-
ion, and denote byηe (resp. ηV,e) the generic point ofYe (resp. ofYe), and byye ∈ Ye (resp.
ye ∈ Ye) the closed point. We may chooseYe so thatκ(ηV,e) containsκ(ηe), in which case we
have a strict morphism

(Ye,Ne)→ (Ye, N e)

of log schemes, and we may set(X′
e,M

′
e) := Ye ×Ye (X ′

e,M
′
e). Again, there exists, up to

isomorphism, a unique geometric pointx′e of X′
e lifting x, and by claim 7.4.40, we may assume

that bothe andκ(ηV,e) have been chosen large enough, so that the base change

h×X(x) X
′
e(x

′
e)

shall be a trivial étale covering. Hence, we may replaceY by Ye, Y by Ye, X byX ′
e, andh by

h×X(x) X
′
e(x

′
e), and assume from start thatC ×Utr Utr is a trivial covering ofUtr. The theorem

will follow, once we show that – in this case –h is a trivial étale covering.
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LetC ′ (resp.C′) be the normalization ofX(x) in C (resp. ofX(x) in C ×Utr Utr), and define
E(h) as in (7.4.28). ThenC′ is a trivial étale covering ofX(x), and sinceX(x) is excellent, the
induced morphismh′ : C ′ → X(x) is finite.

Claim7.4.42. For every maximal pointηq of f−1
x (y), the induced coveringC|ηq → |ηq| is trivial

(notation of (7.4.31)).

Proof of the claim.Let Zq denote the topological closure of{ηq} in X(x), and endowZq with
its reduced subscheme structure; thenEq := E(h) ∩ Zq is non-empty (lemma 7.4.29), and
geometrically normal (proposition 6.7.14(ii) and corollary 6.5.29). Also, (7.4.41) induces an
isomorphism ofκ(y)-schemes

Eq ×X(x) X(x)
∼→ Eq ×κ(y) κ(y).

Moreover,Zq is strictly local, andZq ×X(x) X(x) is the strict henselization ofZq ×κ(y) κ(y)
at the pointx. Furthermore, the morphismh′′ := h′ ×X(x) Eq is an étale covering ofEq, and
h′′ ×κ(y) κ(y) is naturally identified with the restriction ofC′ to the subschemeEq ×X(x) X(x)
([33, Ch.IV, Prop.17.5.7]), hence it is a trivial covering.By example 7.2.6, it follows thath′′ is
trivial as well. SinceC|ηq is the restriction ofh′′ to |ηq|, the claim follows. ♦

Clearly (7.4.41) maps each stratumUq of the logarithmic stratification ofX(x), to the cor-
responding stratumUq of the logarithmic stratification ofX(x) (see (6.5.49)). More pre-
cisely, since (7.4.41)×Y |η| is ind-étale, proposition 6.7.17(iii) implies that the generic point of
Uq ×Y |ηV| gets mapped to the generic point ofUq ×Y |η|. We conclude thatE(h) contains the
generic point of every stratumUq ×Y |η|.
Claim7.4.43. X(x)×Y |η| ⊂ E(h).

Proof of the claim.Notice first that(X,M)×Y |η| is a regular log scheme (corollary 6.5.45).
For any geometric pointξ of X(x), denote by(X(ξ),M(ξ)) the strict henselization of

(X(x),M(x)) at ξ, and setC ′(ξ) := C ′ ×X(x) X(ξ). Now, suppose that the support ofξ
lies in the stratumUq ×Y |η|, and letξq be a geometric point localized at the generic point
of Uq. By assumption,C ′(ξ) is a finiteX(ξ)-scheme, tamely ramified along the non-trivial
locus of (X(ξ),M(ξ)). Likewise, C ′(ξq) is tamely ramified along the non-trivial locus of
(X(ξq),M(ξq)). Pick any strict specialization map(X(ξq),M(ξq)) → (X(ξ),M(ξ)) (see
(6.7.11)); it induces a functor

(7.4.44) Cov(X(ξ),M(ξ))→ Cov(X(ξq),M(ξq))

and theorem 7.3.44 implies thatC ′(ξ) is an object of the source of (7.4.44), which is mapped,
under this functor, to the objectC ′(ξq). By proposition 7.3.42, for any geometric pointξ of
X(x) ×Y |η|, the categoryCov(X(ξ),M(ξ)) is equivalent to the category of finite sets with
a continuous action of(M ξ)

gp∨ ⊗Z
∏

ℓ 6=p Zℓ(1). On the other hand, clearlyM(x)♯ restricts
to a constant sheaf of monoids on(Uq)τ . In view of (7.3.52), we deduce that (7.4.44) is an
equivalence; lastly, we have seen that the induced morphismC ′(ξq) → X(ξq) is étale,i.e. is a
trivial covering, therefore the same holds for the morphismC ′(ξ) → X(ξ), and consequently
the support ofξ lies inE(h) (claim 7.1.9). Sinceξ is arbitrary, the assertion follows. ♦

Claim7.4.45. There exists a non-empty open subsetUY ⊂ Y such thatX(x)×Y UY ⊂ E(h).

Proof of the claim.SinceX(x) is a noetherian scheme,E(h) is a constructible open subset,
henceZ := X(x)\E(h) is a constructible closed subset ofX(x). The subsetfx(Z) is pro-
constructible ([30, Ch.IV, Prop.1.9.5(vii)]) and does notcontainη (by claim 7.4.43), hence
neither does its topological closureW ([30, Ch.IV, Th.1.10.1]). It is easily seen thatUY :=
Y \W will do. ♦
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Claim 7.4.46. LetUY be as in claim 7.4.45. We have :

(i) There exists an irreducible closed subsetZ of Y of dimension one, such thatZ ∩
(Y,N)tr ∩ UY 6= ∅.

(ii) For anyZ as in (i), the induced functorCov(E(h)) → Cov(Z ×Y E(h)) is fully
faithful.

Proof of the claim.(i): More generally, letA be any local noetherian domain of Krull dimension
d ≥ 1, andW ⊂ SpecA a proper closed subset. Then we show that there exists an irreducible
closed subsetZ ⊂ SpecA of dimension one, not contained inW . We may assume thatd > 1
andW 6= ∅, and arguing by induction ond, we are reduced to showing that there exists an
irreducible closed subsetZ ′ ⊂ SpecA with dimZ ′ < d, which is not contained inW . This is
an easy exercise that we leave to the reader.

(ii): It suffices to check that conditions (i)–(iii) of proposition 7.1.36 hold forZ and the
open subsetE(h). However, condition (i) is immediate, since the generic point ηZ of Z lies
in UY . Likewise, condition (ii) holds trivially for the fibre overthe pointηZ , so it suffices to
consider the fibre over the closed pointy of Z, in which case the assertion is just lemma 7.4.29.
Lastly, condition (iii) follows directly from theorem 6.7.8(iii.b) and [33, Ch.IV, Prop.18.8.10,
18.8.12(i)]. ♦

Let Z be as in claim 7.4.46(i), and endowZ with its reduced subscheme structure. Let also
Z ′ be the normalization ofZ; then bothZ andZ ′ are strictly local, and the morphismZ ′ → Z
is radicial and surjective, hence the induced functor

Cov(Z ×Y E(h))→ Cov(Z ′ ×Y E(h))
is an equivalence (lemma 7.1.7(i)). Taking into account claim 7.4.46, we are thus reduced to
showing that the morphism

(Z ′ ×Y E(h))×X(x) C
′ → Z ′ ×Y E(h)

is a trivial étale covering. However, letηZ′ be the generic point ofZ ′, and set

(Z ′, N ′) := Z ′ ×Y (Y,N) (X ′,M ′) := Z ′ ×Y (X,M).

The open subset(Z ′, N ′)tr is dense inZ ′, by virtue of claim 7.4.46(i), so the induced mor-
phismf ′ : (X ′,M ′) → (Z ′, N ′) is still of the type considered in (7.4), the geometric point
x lifts uniquely (up to isomorphism) to a geometric pointx′ of X ′, andh ×Y Z ′ is an ob-
ject ofTame(f ′, x′, κ(ηZ′)) (lemma 7.3.18(i)). Hence, we may replace from start(X,M) by
(X ′,M ′), (Y,N) by (Z ′, N ′), h by h×Y Z ′, after which, we may assume thatY is noetherian
and of dimension one. Moreover, taking into account claim 7.4.42, we may assume that the
induced coveringC|ηq → |ηq| is trivial, for every maximal pointηq of f−1

x (y), and it remains to
show thath is trivial under these assumptions.

To this aim, we look at the corresponding commutative diagram of groups, provided by
lemma 7.4.33(i) : with the notation ofloc.cit., we see that in the current situation,β is an
isomorphism as well, by claim 7.4.40, therefore lemma 7.4.33(ii) says that the group homomor-
phismπ1(|ηq|ét, ηq) → π1(U tr/Yét, ξ) is surjective, for any maximal pointηq of f−1

x (y). From
this, we deduce thath is a trivial covering, and therefore there exists an étale coveringCY → |η|
with an isomorphismC

∼→ CY ×|η|Utr ([42, Exp.IX, Th.6.1]). Denote byCν
Y the normalization

of Y in CY . Also, setE ′ := E(h) ⊂ Str(fx). In light of theorem 6.7.8(iii.a) and lemma 7.4.29,
it is easily seen that the restrictionE ′ → Y of fx is surjective; the latter is also a smooth mor-
phism of schemes (corollary 6.3.27(i)). It follows thatCν

Y ×Y E ′ is the normalization ofE ′ in
C ([33, Ch.IV, Prop.17.5.7]), especially, it is an étale covering ofE ′. We then deduce thatCν

Y

is already a (trivial) étale covering ofY ([33, Ch.IV, Prop.17.7.1(ii)]), and then clearlyh must
be a trivial covering as well. �
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Remark 7.4.47.Theorem 7.4.39 is the local acyclicity result that gives thename to this section.
However, the title is admittedly not self-explanatory, andits full justification would require the
introduction of a more advanced theory of thelog-étale site, that lies beyond the bounds of this
treatise. In rough terms, we can try to describe the situation as follows. In lieu of the standard
strict henselization, one should consider a suitable notion of strict log henselizationfor points
of thelog-étale topoiassociated to log schemes. Then, forf : X → Y as in (7.4) with saturated
log structures on bothX andY , and log-étale points̃x of X with imageỹ in Y , one should
look, not at ourfx, but rather at the induced morphismfx̃ of strict log henselizations (ofX at
x̃ and ofY at ỹ). The (suitably defined)log geometric fibresof fx̃ will be the log Milnor fibres
of f at the log-étale point̃x, and one can state for such fibres an acyclicity result : namely,
the prime-to-p quotients of their (again, suitably defined)log fundamental groupsvanish. The
proof proceeds by reduction to our theorem 7.4.39, which, with hindsight, is seen to supply the
essential geometric information encoded in the more sophisticated log-étale language.

8. THE ALMOST PURITY TOOLBOX

The sections of this rather eterogeneous chapter are each devoted to a different subject, and
are linked to each other only very loosely, if they are at all.They have been lumped here
together, because they each contribute a distinct self-contained little theory, that will find appli-
cation in chapter 9, in one step or other of the proof of the almost purity theorem. The exception
is section 8.7 : it studies a class of rings more general than the measurable algebras introduced
in section 8.3; the results of section 8.7 will not be used elsewhere in this treatise, but they may
be interesting for other purposes.

Section 8.2 develops the yoga of almost pure pairs (see definition 8.2.25(i)); the relevance
to the almost purity theorem is clear, since the latter establishes the almost purity of certain
pairs(X,Z) consisting of a schemeX and a closed subschemeZ ⊂ X. This section provides
the means to perform various kinds of reductions in the proofof the almost purity theorem,
allowing to replace the given pair(X,Z) by more tractable ones.

Section 8.3 introduces measurable (and more generally, ind-measurable)K+-algebras, where
K+ is a fixed valuation ring of rank one : see definitions 8.3.3(ii) and 8.3.51. For modules
over a measurable algebra, one can define a well-behaved real-valued normalized length. This
length function is non-negative, and additive for short exact sequences of modules. Moreover,
the length of an almost zero module vanishes (for the standard almost structure associated to
K+). Conversely, under some suitable assumptions, a module ofnormalized length zero will be
almost zero. In the proof of the almost purity theorem we shall encounter certain cohomology
modules whose normalized length vanishes, and the results of section 8.3 will enable us to prove
that these modules are almost zero.

Section 8.4 discusses a category of topologically locally ringed spaces that contains the for-
mal schemes of [26]. We callω-admissible our generalized formal schemes, and they are
obtained by gluing formal spectra of suitableω-admissible topological rings (see definition
8.4.18). It turns out that the so-called Fontaine rings reviewed in section 4.6 carry a natu-
ral ω-admissible linear topology; hence the theory of section 8.4 attaches to such rings anω-
admissible formal scheme, endowed with a natural Frobeniusautomorphism. This construction
– detailed in section 8.5 – lies at the heart of Faltings’ proof of the almost purity theorem.

Lastly, section 8.6 studies some questions concerning the formation of quotients of affine
almost schemes under a finite group action. These results will be used in the proof of theorem
9.4.34, the last conspicuous stepping stone on the path to almost purity.

8.1. Non-flat almost structures. This section contains some material that complements the
generalities of [36,§2.4, §2.5] : indeed, whereas many of the preliminaries inloc.cit. make
no assumptions on the basic setup(V,m) that underlies the whole discussion, for the more
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advanced results it is usually required thatm̃ := m ⊗V m is a flatV -module. We shall show
how, with more work, one can remove this condition (or at least, weaken it significantly) and
still recover most of the useful almost ring theory of [36]. This extension shall be applied in
section 9.6, in order to state and prove the most general caseof almost purity.

For future reference, we recall the following :

Lemma 8.1.1. Let C be any Grothendieck abelian category,X•, Y • ∈ Ob(D(C )) any two
complexes.

(i) If X• ∈ Ob(D≤b(C )), the natural map

HomD≤b(C )(X
•, τ≤bY

•)→ HomD(C )(X
•, Y •)

is an isomorphism.
(ii) If Y • ∈ Ob(D≥a(C )), the natural map

HomD(C )(X
•, Y •)→ HomD≥a(C )(τ≥aX

•, Y •)

is an isomorphism.
(iii) If X• ∈ Ob(D≤b(C )) andY • ∈ Ob(D≥a(C )), then the complexRHom•

C (X
•, Y •) lies

in D≥a−b(C ).

Proof. (Hereτ≥a denotes the usual truncation functorD(R-Mod) → D≥a(R-Mod), and re-
call that a Grothendieck abelian category has enough injectives, and admits a derived category
D(C ).) We show only assertion (i) :mutatis mutandi, the same argument applies to prove (ii).
In light of the distinguished triangle

τ≤bY
• → Y • → τ>bY

• → (τ≤bY
•)[1] = τ<b(Y

•[1])

we reduce to checking that

HomD(C )(X
•, τ>bY

•) = 0 = HomD(C )(X
•, τ>b+1(Y

•[−1])).
We show the first vanishing : the same argument applies also tothe second one. We pick an
injective resolutionτ>bY • ∼→ J• such thatJq = 0 for everyq ≤ b, and consider the spectral
sequence

Epq
1 := HomC (H

pX•, Jq)⇒ HomD(C )(X
•, (τ>bY

•)[q − p]).
Under the current assumptions we haveEp,−p

1 = 0 for everyp ∈ Z, whence the contention.
(iii): In view of the natural isomorphism

RiHomC (X
•, Y •)

∼→ HomD(C )(X
•, Y •[i]) for everyi ∈ Z

the assertion follows from both (i) and (ii). �

8.1.2. Let(V,m) be any basic setup (as defined in [36,§2.1.1]), andR anyV -algebra. For
every intervalI ⊂ N, we have a localization functor

(8.1.3) CI(R-Mod)→ CI(Ra-Mod) K• 7→ K•a

from complexes ofR-modules, to complexes ofRa-modules, which is obviously exact, hence
it induces a derived localization functor :

(8.1.4) DI(R-Mod)→ DI(Ra-Mod).

The functor (8.1.3) admits a left (resp. right) adjoint

(8.1.5) CI(Ra-Mod)→ CI(R-Mod) K• 7→ K•
! ( resp.K• 7→ K•

∗ )

defined by applying termwise toK• the functorM 7→ M! (resp.M 7→ M∗) for Ra-modules
given by [36,§2.2.10,§2.2.21]. However, if̃m is not flat, the functorM 7→M! is obviously not
exact, and the localization functorR-Mod → Ra-Mod does not send injectives to injectives
(cp. [36, Cor.2.2.24]). This makes it trickier to deal with constructions in the derived category;
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for instance, ifm̃ is flat, we get a left adjoint to (8.1.4), simply by deriving trivially the exact
functorM 7→ M!. This fails in the general case, but we shall see later that a suitable derived
version of the construction ofM! is still available.

8.1.6. LetI ⊂ N be any interval. As a first step, denote byΣI the multiplicative set of
morphismsϕ in DI(R-Mod) such thatϕa is an isomorphism inDI(Ra-Mod); as already
pointed out in [36,§2.4.9],ΣI is locally small, hence the localized categoryΣ−1

I DI(R-Mod)
exists, and obviously the derived localization functor factors through a natural functor

(8.1.7) Σ−1
I DI(R-Mod)→ DI(Ra-Mod).

Lemma 8.1.8.For every intervalI, the functor(8.1.7)is an equivalence.

Proof. A proof is sketched in [36,§2.4.9], in casẽm is flat, but in fact this assumption is super-
fluous. Indeed, since the unit of adjunctionM → Ma

! is an isomorphism ([36, Prop.2.2.23(ii)]),
it is clear that the functorK• 7→ K•

! of (8.1.5) descends to a well-defined functor

(8.1.9) DI(Ra-Mod)→ Σ−1
I DI(R-Mod)

such that the composition (8.1.7)◦ (8.1.9) is naturally isomorphic to the identity automorphism
of DI(Ra-Mod). A simple inspection shows that, likewise, (8.1.9)◦ (8.1.7) is naturally isomor-
phic to the identity ofΣ−1

I DI(R-Mod), whence the contention. �

8.1.10. We sketch a few generalities on derived tensor products, since we shall use these
functors to construct useful objects in various derived categories. Recall first that the usual
tensor product−⊗R− onR-modules, descends to a bifunctor−⊗Ra − ([36, §2.2.6,§2.2.12]),
and if M is a flatR-module, thenMa is a flatRa-module ([36, Lemma 2.4.7]). It follows
that the categoryRa-Mod has enough flat objects, so every bounded above complex ofRa-
modules admits a bounded above flat resolution. Now, given bounded above complexesK•, L•

of Ra-modules, set

K•
L

⊗Ra L• := (K•
!

L

⊗R L•
! )
a

which is a well defined object ofD(Ra-Mod).
• We claim that this rule yields a well defined functor

−
L

⊗Ra − : D−(Ra-Mod)× D−(Ra-Mod)→ D−(Ra-Mod).

Indeed, supposeϕ• : K•
1 → K•

2 is a morphism inC(Ra-Mod), inducing an isomorphism in
D(Ra-Mod), and setC• := Cone (ϕ•

! ); clearly,C•a = 0 in D(Ra-Mod). Now, pick any flat

resolutionP • → L•
! , so thatK•

i! ⊗R P • computesK•
i!

L

⊗R L•
! , for i = 1, 2. We get natural

isomorphism :

Cone(ϕ•
L

⊗Ra L•)
∼→ (C• ⊗R P •)a

∼→ C•a ⊗Ra P •a = 0.

so the derived tensor product depends only on the image ofK• in D−(Ra-Mod); likewise for
the argumentL•, whence the contention.
• Next, suppose thatP • → K• is a bounded above resolution, withP • a complex of flat

Ra-modules; we claim that there is a natural isomorphism inD(Ra-Mod)

K•
L

⊗Ra L• ∼→ P • ⊗Ra L•.

Indeed, pick any bounded above flat resolutionQ• → L•
! ; we have natural isomorphisms

K•
L

⊗Ra L• ∼→ (K•
! ⊗R Q•)a

∼→ K• ⊗Ra Q•a ∼→ P • ⊗Ra Q•a
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in D(Ra-Mod), where the last holds, sinceQ•a is a complex of flatRa-modules. Finally, the
induced map

P • ⊗Ra Q•a → P • ⊗Ra L•

is also an isomorphism inD(Ra-Mod), sinceP • is a complex of flatRa-modules, so the claim
follows.
• Notice that, for anyK• ∈ Ob(D−(R-Mod)) and any flat resolutionP • → K•, the induced

morphismP •a → K•a is a flat resolution; it follows that, for anyL• ∈ Ob(D(R-Mod)) we get
a natural isomorphism

(8.1.11) (K•
L

⊗R L•)a
∼→ K•a

L

⊗Ra L•a in D(Ra-Mod).

Remark 8.1.12. Clearly, for the derived tensor products ofRa-modules, one has the same
commutativity and associativity isomorphisms as the ones detailed in remark 4.1.13(i) for usual
modules, as well as the vanishing properties of remark 4.1.13(ii).

We are now ready to return to the question of the existence of adjoints to derived localization.
The key point is the following :

Lemma 8.1.13. In the situation of(8.1.2), let K• be any complex ofR-modules,i ∈ Z any
integer and suppose that :

(a) K• ∈ Ob(D≤i(R-Mod))
(b) K•a ∈ Ob(D≤i−1(Ra-Mod)).

Thenm
L

⊗V K• ∈ Ob(D≤i−1(R-Mod)).

Proof. We apply the standard spectral sequence

E2
pq := TorVp (m, H

qK•)⇒ Hq−p(m
L

⊗V K•).

Indeed, (a) says thatHqK• = 0 for everyq > i, and (b) says that(H iK•)a = 0, and therefore
mV ⊗V H iK• = 0 ([36, Rem.2.1.4(i)]). In either case, we conclude thatE2

pq = 0 whenever
q − p ≥ i, whence the lemma. �

8.1.14. Now, let us define inductively :

M•
0 := V [0] and M•

i+1 := m
L

⊗V M•
i for everyi ∈ N.

A simple induction shows thatM•
i ∈ D≤0(V -Mod) for every i ∈ N, so all these derived

tensor product are well defined inD≤0(V -Mod). Moreover, from the short exact sequence of
V -modules

Σ : 0→ m→ V → V/m→ 0

we obtain a distiguished triangle

M•
i

L

⊗V Σ : M•
i+1 →M•

i →M•
i

L

⊗V (V/m)→M•
i+1[1] for everyi ∈ N.

Especially, we get an inverse system of morphisms inD≤0(V -Mod) :

· · · →M•
i+1

π•
i−−→M•

i

π•
i−1−−−→M•

i−1 → · · · →M•
0 := V [0].

Also, from (8.1.11) we deduce natural isomorphisms inD≤0(V a-Mod) :

(8.1.15) M•a
i

∼→ V a[0] for everyi ∈ N

and under these identifications, the morphismπ•a
i corresponds to the identity automorphism of

V a[0] (details left to the reader). Furthermore, we deduce the following derived version of [36,
Rem.2.1.4(i)] :

Proposition 8.1.16.Leta, b ∈ Z be any integers witha ≤ b. We have :
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(i) For everyK• ∈ Ob(D[a,b](R-Mod)), the following conditions are equivalent :
(a) K•a ≃ 0 in D[a,b](Ra-Mod).

(b) τ≥a(M•
b−a+1

L

⊗V K•) ≃ 0 in D[a,b](R-Mod).
(ii) For every morphismϕ• : K• → L• in D≤b(R-Mod), the following conditions are

equivalent :
(a) ϕ•a is an isomorphism inD[a,b](Ra-Mod).

(b) τ≥a(M•
b−a+2

L

⊗V ϕ•) is an isomorphism inD[a,b](R-Mod).

Proof. (i): From (8.1.15), it is easily seen that (b)⇒(a). The other direction follows straightfor-
wardly from lemma 8.1.13, via an easy descending induction on b.

(ii): Again, the direction (b)⇒(a) is immediate from (8.1.15). For the other direction, denote
by C• the cone ofϕ•; thenC• ∈ Ob(D[a−1,b](R-Mod)), andC•a ≃ 0 in D[a−1,b](Ra-Mod).

From (i) we deduce thatτ≥a−1(M
•
b−a+2

L

⊗V C•) ≃ 0 in D[a−1,b](R-Mod). Since the derived
tensor product is a triangulated functor, the assertion follows easily : details left to the reader.

�

Corollary 8.1.17. With the notation of(8.1.14), the morphism

τ≥2−iπ
•
i : τ≥2−iM

•
i+1 → τ≥2−iM

•
i

is an isomorphism inD[2−i,0](V -Mod) for every integeri ≥ 2.

Proof. By construction, we have a natural isomorphism :

Cone(τ≥2−iπ
•
i )

∼→ τ≥1−i(M
•
i

L

⊗V (V/m)) in D[1−i,0](V -Mod)

in light of which, the assertion is an immediate consequenceof proposition 8.1.16(i). �

Proposition 8.1.18.In the situation of(8.1.2), we have :

(i) The functor

(8.1.19) D+(Ra-Mod)→ D+(R-Mod) : K• 7→ K•
[∗] := RHom•

Ra(R
a[0], K•)

is right adjoint to the localization functor.
(ii) Leta, b, i ∈ Z be any three integers withb ≥ a andi ≥ b− a+ 2. Then

(a) The functor

D[a,b](Ra-Mod)→ D[a,b](R-Mod) : K• 7→ K•
[!] := τ≥a(M

•
i

L

⊗V K•
[∗])

is left adjoint to the localization functor.
(b) The functor

D[a,b](Ra-Mod)→ D[a,b](R-Mod) : K• 7→ τ≤bK
•
[∗]

is right adjoint to the localization functor.
(iii) For everyK• ∈ Ob(D+(Ra-Mod)) (resp.L• ∈ Ob(D[a,b](Ra-Mod))) the counit of

adjunction is an isomorphism

(K•
[∗])

a ∼→ K• ( resp.(τ≤bL
•
[∗])

a ∼→ L• ).

(iv) For everyL• ∈ Ob(D[a,b](Ra-Mod)), the unit of adjunction is an isomorphism

L• → (L•
[!])

a.
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Proof. (i): This is analogous to lemma 5.1.25(iii). Recall the construction : we know that the
categoryRa-Mod admits enough injectives ([36, 2.2.18]), hence (8.1.19) can be represented by
I•∗ , whereK• ∼→ I• is any injective resolution ofK•, andI•∗ is obtained by applying term-wise
to I• the functorM 7→M∗ of [36, §2.2.10]. Indeed, taking into account [36, Cor.2.2.19] we get
natural isomorphisms :

HomD+(R-Mod)(L
•, I•∗ )

∼→H0Hom•
R(L

•, I•∗ )
∼→H0Hom•

Ra(L
•a, I•)

∼→HomD(Ra-Mod)(L
•a, I•)

∼→HomD(Ra-Mod)(L
•a, K•)

for every bounded below complexL• of R-modules.
(ii.b): Let K• ∈ D[a,b](Ra-Mod); we may find an injective resolutionK• ∼→ I• such that

Ij = 0 for everyj < a, in which caseI•∗ ∈ D≥a(R-Mod), andτ≤bI•∗ representsτ≤bK•
[∗] in

D[a,b](R-Mod). Then, in view of (i), the assertion is reduced to lemma 8.1.1(i).
(iii) follows by direct inspection of the definitions, taking into account that, for everyRa-

moduleM , the counit of adjunction(M∗)
a → M is an isomorphism ([36, Prop.2.2.14(iii)]) :

details left to the reader.
(ii.a): To ease notation, set

ωL• := τ≥a(M
•
i

L

⊗V L•) for everyL• ∈ Ob(D[a,b](R-Mod)).

ThenωL• is naturally an object ofD[a,b](R-Mod), as explained in remark 4.1.13(iii), and like-
wise forK•

[!], if K• is any object ofD[a,b](Ra-Mod). We begin with the following :

Claim 8.1.20. LetK•, L• ∈ Ob(D[a,b](R-Mod)) be any two objects. Then the natural map

HomD[a,b](R-Mod)(ωK
•, L•)→ HomD[a,b](Ra-Mod)(K

•a, L•a)

is an isomorphism.

Proof of the claim.Arguing as in [36,§2.2.2], and taking into account lemma 8.1.8, we reduce
to showing that, for anyK• ∈ D[a,b](R-Mod), the natural morphism

ϕK• : ωK• → K•

is initial in the full subcategory ofD[a,b](R-Mod)/K• whose objects are the morphismsψ :
L• → K• that lie in Σ[a,b]. However, for any suchψ, we have a commutative diagram in
D[a,b](R-Mod) :

ωL•
ϕL• //

��

L•

ψ
��

ωK•
ϕK• // K•

whose left vertical arrow is an isomorphism, by proposition8.1.16(ii). There follows a mor-
phismϕK• → ψ, and we have to check that this is the unique morphism fromϕK• to ψ.
However, say thatα, β : ϕK• → ψ are two such morphisms; then their difference is a mor-
phism γ := α − β : ωK• → L• such thatψ ◦ γ = 0, so γ factors through a morphism
γ : ωK• → Coneψ[−1]. SetC• := τ≤bConeψ[−1]; thenC• ∈ D[a,b](R-Mod), and according
to lemma 8.1.1(i),γ lifts uniquely to a morphismωK• → C• that we denote againγ. We
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deduce a commutative diagram

ω ◦ ωK• //

ϕωK•

��

ωC•

ϕC•

��
ωK•

γ // C•.

Now, by constructionC•a = 0, thereforeωC• = 0 (proposition 8.1.16(i)); on the other hand,
ϕωK• is an isomorphism, by proposition 8.1.16(ii). We conclude thatγ = 0, whenceα = β, as
sought. ♦

Assertion (ii.a) is an immediate consequence of (iii) and claim 8.1.20; from this, also (iv) is
immediate : details left to the reader. �

Remark 8.1.21.Let a, b, i ∈ Z be any three integers such thata ≤ b andi ≥ b− a + 2. From
propositions 8.1.18(ii.a,iii) and 8.1.16(ii) we deduce a natural isomorphism

τ≥a(M
•
i

L

⊗V K•)
∼→ (K•a)[!] for everyK• ∈ Ob(D[a,b](R-Mod))

(details left to the reader), which allows to compute(K•a)[!] purely in terms ofK• and opera-
tions withinD(R-Mod). It turns out that an analogous isomorphism is available also forK•

[∗] :
this is contained in the following

Lemma 8.1.22.Let a, b, i ∈ N be any integers such thata ≤ b and i ≥ b − a + 2. For every
K• ∈ Ob(D[a,b](R-Mod)), we have a natural isomorphism :

τ≤bRHom
•
V (M

•
i , K

•).
∼→ τ≤bK

•a
[∗] .

Proof. Theorem 5.1.27(ii) yields a natural isomorphism

RHom•
V (M

•
i , K

•)
∼→ RHom•

R(M
•
i

L

⊗V R[0], K•).

To compute the right-hand side, we may fix an injective resolutionK• ∼→ I•; the complexI•a

is not necessarily injective, but we can find an injective resolutionϕ : I•a
∼→ J• (in the category

of bounded below complexes ofRa-modules). In view of (8.1.11) and (8.1.15), the morphism
ϕ induces a natural transformation

ψ : RHom•
R(M

•
i

L

⊗V R[0], K•)→ RHom•
Ra(R

a[0], K•a) = (K•a)[∗]

and it suffices to show that, for everyj ≤ b, the map

Hjψ : HomD(R-Mod)(M
•
i

L

⊗V R[0], K•[j])→ Hom•
D(Ra-Mod)(R

a[0], K•a[j])

is an isomorphism. However, by lemma 8.1.1(i), the latter isthe same as a map

(8.1.23) HomD(R-Mod)(M
•
i

L

⊗V R[0], τ≤0K
•[j])→ Hom•

D(Ra-Mod)(R
a[0], τ≤0K

•a[j])

and a direct inspection shows that (8.1.23) agrees with the map arising in claim 8.1.20, for every
j ≤ b. Especially, for every suchj, the map (8.1.23) is an isomorphism, as sought. �

Proposition 8.1.24.Let a, b, c ∈ Z be any three integers such thata ≤ b, andK•, L• any two
objects ofD[a,b](R-Mod)). Suppose that

(a) HomD(R-Mod)(K
•, X [−j]) = 0 for all j ∈ [c, b] and allR-modulesX withXa = 0.

(b) HomD(R-Mod)(Y [−j], L•) = 0 for all j ∈ [a, c] and allR-modulesY with Y a = 0.

Then the natural map

(8.1.25) HomD(R-Mod)(K
•, L•)→ HomD(Ra-Mod)(K

•a, L•a)

is an isomorphism.
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Proof. We start out with the following observation :

Claim 8.1.26. Consider the following conditions :
(a’) HomD(R-Mod)(K

•, X•) = 0 for everyX• ∈ Ob(D[c,b](R-Mod)) such thatX•a = 0.
(b’) HomD(R-Mod)(Y

•, L•) = 0 for everyY • ∈ Ob(D[a,c](R-Mod)) such thatY •a = 0.
Then (a)⇔(a’) and (b)⇔(b’).

Proof of the claim.Obviously (a’)⇒(a). For the converse, one argues by decreasing induction
on c ≤ b. Indeed, the casec = b is immediate. Then, suppose that the sought equivalence has
already been established for somed ≤ b; if X• ∈ D[d−1,b] andX•a = 0, and if we know that (a)
holds withc := d− 1, we setH• := HcX•[−c], and consider the distinguished triangle

H• → X• → τ≥dX
• → H•[1].

By inductive assumption, we haveHomD(R-Mod)(K
•, τ≥dX

•) = 0, and (a) says that

HomD(R-Mod)(K
•, H•) = 0.

It then follows thatHomD(R-Mod)(K
•, X•) = 0, which shows that the equivalence holds forc.

The proof of the equivalence (b)⇔(b’) is wholly analogous. ♦

Fix an integeri ≥ b− a + 2, and set

C• := Cone(π•
0 ◦ · · · ◦ π•

i : M
•
i → V [0])

(notation of (8.1.14)); notice thatC• ∈ D≤1(R-Mod), andC•a = 0. By virtue of condition (b),
claim 8.1.26 and lemma 8.1.1(ii), it follows that :

RjHom•
R(C

•, L•) = HomD(R-Mod)(τ≥a(C
•[−j]), L•) = 0 for everyj < c

In other words,D• := RHom•
R(C

•, L•) ∈ D≥c(R-Mod), and clearlyD•a = 0; also notice the
induced distinguished triangle

Σ : D• → L• → RHom•
R(M

•
i , L

•)→ D•[−1].
Now, condition (a), claim 8.1.26 and lemma 8.1.1(i) imply that

HomD(R-Mod)(K
•, D•[j]) = HomD(R-Mod)(K

•, τ≤bD
•[j]) = 0 for everyj ≤ 0

whence, by considering the distinguished triangleRHom•
R(K

•,Σ), natural isomorphisms

HomD(R-Mod)(K
•, L•)

∼→ HomD(R-Mod)(K
•, RHom•

R(M
•
i , L))

∼→ HomD(R-Mod)(M
•
i

L

⊗V K•, L•) (by [75, Th.10.8.7])

∼→ HomD(R-Mod)(τ≥aM
•
i

L

⊗V K•, L•) (by lemma 8.1.1(ii))
∼→ HomD(Ra-Mod)(K

•a, L•a) (by claim 8.1.20)

whose composition, after a simple inspection, is seen to agree with the map (8.1.25). �

Remark 8.1.27.(i) For every intervalI ⊂ N, denote by

ΦI : D
I(R/mR-Mod)→ DI(R-Mod)

the forgetful functor. It follows easily from lemmata 5.1.25(iii) and 8.1.1(i), that, for every
interval[a, b], the functorΦ[a,b] admits the right adjoint

D[a,b](R-Mod)→ D[a,b](R/mR-Mod) K• 7→ Ψr
[a,b]K

• := τ≤bRHom
•
R(R/mR[0], K

•).

(ii) Likewise, theorem 5.1.27 and lemma 8.1.1(ii) imply that Φ[a,b] admits the left adjoint

D[a,b](R-Mod)→ D[a,b](R/mR-Mod) K• 7→ Ψl
[a,b]K

• := τ≥a(K
• ⊗R R/mR[0]).

(iii) Moreover, arguing as in the proof of claim 8.1.26 it is easily seen that condition (a) of
proposition 8.1.24 is equivalent to
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(a”) HomD(R-Mod)(K
•,Φ[c,b]X

•) = 0 for everyX• ∈ Ob(D[c,b](R/mR-Mod)).

(iv) Likewise, condition (b) is equivalent to

(b”) HomD(R-Mod)(Φ[a,c]Y
•, L•) = 0 for everyY • ∈ Ob(D[a,c](R/mR-Mod)).

Proposition 8.1.28.Let a, b ∈ Z be any two integers such thata ≤ b. For every objectK• of
D[a,b](R-Mod), the following conditions are equivalent :

(a) K• lies in the essential image of the left adjoint functorX• 7→ X•
[!].

(b) K•
L

⊗R R/mR[0] ∈ Ob(D<a−1(R/mR-Mod)).

Proof. We start out with the following :

Claim8.1.29. We may assume thatV = R.

Proof of the claim.Clearly condition (b) does not depend on the underlying ringV . It suffices
then to remark that condition (a) depends only on the basic setup (R,mR) (as opposed to the
original basic setup(V,m)). Indeed, notice that there is a natural equivalence

Ω : Ra-Mod
∼→ (R,mR)a-Mod

(whereRa denotes, as in the foregoing, the image ofR in the category of(V,m)-algebras), and
the induced equivalence of the respective derived categories fits into an essentially commutative
diagram

D(R-Mod)

wwnnnnnnnnnnnn

))RRRRRRRRRRRRRR

D(Ra-Mod)
D(Ω)

// D((R,mR)a-Mod)

whose downward arrows are the forgetful functors. Especially, the left (resp. right) adjoints of
these two forgetful functors share the same essential images. ♦

Henceforth, we assume thatV = R (and therefore,m = mR). Fix an integeri ≥ b− a + 2,

setL• := τ≥a−1(M
•
i

L

⊗V K•), and notice first that, taking into account proposition 8.1.18(iv)
and remark 8.1.21, condition (a) is equivalent to :

(c) The morphismπ•
0 ◦ · · · ◦ π•

i−1 : Mi → V [0] induces an isomorphismτ≥aL• → K•.

(c)⇒(b): Indeed, setH := Ha−1L•; if (c) holds, we have a distinguished triangle

H [a− 1]→ L• → K• → H [a]

whence a distinguished triangle inD(V/m-Mod)

(8.1.30) H [a− 1]
L

⊗V V/m[0]→ L•
L

⊗V V/m[0]→ K•
L

⊗V V/m[0]→ H [a]
L

⊗V V/m[0].

However, we have natural isomorphisms

τ≥a−1(L
•

L

⊗V V/m[0])
∼→ τ≥a−1((M

•
i

L

⊗V K•)
L

⊗V V/m[0]) (by remark 4.1.13(ii))

∼→ τ≥a−1(M
•
i

L

⊗V (K•
L

⊗V V/m[0])) (by remark 4.1.13(i))

∼→ τ≥a−1(M
•
i

L

⊗V τ≥a−1(K
•

L

⊗V V/m[0])) (by remark 4.1.13(ii))
∼→ 0 (by proposition 8.1.16(i))

whence (b), after considering the distinguished triangleτ≥a−1(8.1.30).
(b)⇒(a): We remark

Claim8.1.31. Condition (b) is equivalent to condition (a”) of remark 8.1.27(iii), with c := a−1.
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Proof of the claim.Indeed, (b) holds if and only ifΨl
[a−1,b]K

• = 0 in D[a−1,b](R/mR-Mod)
(notation of remark 8.1.27(ii)). If the latter condition holds, then clearly (a”) holds withc :=
a− 1. Conversely, if (a”) holds for this value ofc, thenHomD(R/mR-Mod)(Ψ

l
[a−1,b]K

•, X•) = 0

for everyX• ∈ D[a−1,b](R/mR-Mod); especially, the identity automorphism ofΨl
[a−1,b]K

•

factors through0, soΨl
[a−1,b]K

• vanishes. ♦

From claim 8.1.31 and remark 8.1.27(iii) we deduce that, if (b) holds, condition (a) of propo-
sition 8.1.24 holds forc := a − 1, and condition (b) of the same proposition holds trivially for
this value ofc, for everyL• ∈ D[a;b](R-Mod). We conclude that the natural map

HomD(R-Mod)(K
•, L•)→ HomD(Ra-Mod)(K

•a, L•a)
∼→ HomD(R-Mod)(K

•a
[!] , L

•)

is an isomorphism, for everyL• ∈ D[a;b](R-Mod), whence (a). �

Proposition 8.1.32.Let a, b ∈ Z be any two integers such thata ≤ b. For everyL• ∈
Ob(D[a,b](R-Mod)), the following conditions are equivalent :

(a) L• lies in the essential image of the right adjoint functorX• 7→ τ≤bX
•
[∗].

(b) RHom•
R(R/mR[0], L

•) ∈ Ob(D>b+1(R/mR-Mod)).

Proof. By the same argument as in the proof of claim 8.1.29, we reduceto the case where
V = R. Next, fix i ∈ N such thati ≥ b− a + 2, define

K• := RHom•
V (M

•
i , L

•) Pi := Mi

L

⊗V V/m[0]

and notice that

(8.1.33) τ≥a−b−1Pi = 0 in D[a−b−1,0](V/m-Mod)

due to proposition 8.1.16(i). Morever, in view of proposition 8.1.18(iii) and lemma 8.1.22,
condition (a) is equivalent to :

(c) The morphismπ•
0 ◦ · · · ◦ π•

i−1 : Mi → V [0] induces an isomorphismL• ∼→ τ≤bK
•.

(c)⇒(b): We argue as in the proof of proposition 8.1.28; namely, setH := Hb+1K•; if (c)
holds, we obtain a distinguished triangle

(8.1.34) H [−b− 2]→ L• → τ≤b+1K
• → H [−b− 1]

and by considering the induced distinguished triangleτ≤b+1RHom
•
V (V/m[0], (8.1.34)), we re-

duce to observing that

τ≤b+1RHom
•
V (V/m[0], τ≤b+1K

•)
∼→ τ≤b+1RHom

•
V (V/m[0], K•) (by lemma 8.1.1(iii))

∼→ τ≤b+1RHom
•
V (P

•
i , L

•) (by [75, Th.10.8.7])
∼→ τ≤b+1RHom

•
V (τ≥a−b−1P

•
i , L

•) (by lemma 8.1.1(iii))
∼→ 0 (by (8.1.33)).

(b)⇒(a): Again, we proceed as in the proof of the corresponding assertion in proposition
8.1.28; namely, arguing as in the proof of claim 8.1.31, we see that condition (b) is equivalent
to condition (b”) of remark 8.1.27(iv), withc := b + 1. Hence, if (b) holds, condition (b) of
proposition 8.1.24 holds forc := b + 1, and notice that condition (a) ofloc.cit. holds trivially
for this value ofc, for everyK• ∈ D[a;b](R-Mod). We conclude that the natural map

HomD(R-Mod)(K
•, L•)→ HomD(Ra-Mod)(K

•a, L•a)
∼→ HomD(R-Mod)(K

•, τ≤bL
•a
[∗])

is an isomorphism, for everyK• ∈ D[a;b](R-Mod), whence (a). �
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8.1.35. LetA be anyV a-algebra; recall that the localization functorV -Alg→ V a-Alg admits
a left adjointR 7→ R!!, whose restriction to the subcategory ofA!!-algebras yields a left adjoint
for the localization functorA!!-Alg→ A-Alg ([36, Prop.2.2.29]). In [36], we have studied the
deformation theory ofA-algebras by means of this left adjoint, under the assumption thatm̃ is
V -flat; here we wish to show that the same can be repeated in the current setting, if one makes
appeal instead to the results of the foregoing paragraphs. To begin with, we remark :

Proposition 8.1.36.LetA→ B be any morphism ofV a-algebras,N anyB!!-module. We have:
(i) If the unit of adjunctionN → Na

∗ is injective, the natural map

(8.1.37) ExalA!!
(B!!, N)→ ExalA(B,N

a)

is a bijection (notation of[36, §2.5.7]).
(ii) If Na = 0, thenExalA!!

(B!!, N) = 0.

Proof. (i): Let
Σ : 0→ Na → E

ϕ−→ B → 0

be any square-zero extension ofA-algebras; there follows a square-zero extension

Σ!! : 0→ Na
! /Kerϕ!! → E!! → B!! → 0

ofA!!-algebras. Under the stated assumption, the counit of adjunctionNa
! → N factors uniquely

through aB-linear mapgϕ : Na
! /Kerϕ!! → N ; thengϕ ∗ Σ!! (defined as in [36,§2.5.5]) yields

an element ofExalA!!
(B!!, N) whose image under (8.1.37) equals the class ofΣ. Conversely, if

Ω : 0→ N → F
ψ−→ B!! → 0

is a square-zero extension ofA!!-algebras, then by adjunction we get a natural map

Ωa!! → Ω

which in turns, by simple inspection, induces an isomorphism gψa ∗ Ωa!!
∼→ Ω in the category of

square-zeroA!!-algebra extensions ofB!! (details left to the reader). The assertion follows.
(ii): SupposeNa = 0, and letΩ be as in the foregoing; it follows thatψa : F a → B is

an isomorphism ofA-algebras. By adjunction, the morphism(ψa)−1 corresponds to a map of
A!!-algebrasϕ : B!! → E, and it is easily seen thatψ ◦ ϕ is the identity automorphism ofB!!,
whence the assertion. �

Definition 8.1.38. Let f : A→ B be a morphism ofV a-algebras. We set

LaB/A := (LB!!/A!!
)a

which is a simplicial complex ofB-modules that we call thealmost cotangent complexof f .

Remark 8.1.39.(i) In casem̃ is a flatV -module, we have introduced in [36, Def.2.5.20] a sim-
plicial B!!-moduleLB/A; now, notice that the notation ofloc.cit. agrees with the current one:
indeed, [36, Prop.8.1.7(ii)] shows that complex(LB/A)a obtained by applying the derived local-
ization functor toLB/A is naturally isomorphic (inD(s.B-Mod)) to the complex of definition
8.1.38.

(ii) Depending on the context, we will want to regardLB/A either as a simplicial object,
or as a cochain complex, via the Dold-Kan isomorphism ([75, Th.8.4.1]). The resulting slight
notational ambiguity should not be a source of confusion.

Theorem 8.1.40.In the situation of definition8.1.38, letN be anyB-module. Then there are
natural isomorphisms

DerA(B,N)
∼→ Ext0B(LB/A, N)

ExalA(B,N)
∼→ Ext1B(LB/A, N).

(Notation of [36, Def.2.5.22(i)]; so, here we viewLB/A as an object ofD≤0(B-Mod).)
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Proof. The first isomorphism follows easily from [56, II.1.2.4.2] and the natural isomorphism

(8.1.41) ΩB!!/A!!

∼→ (ΩB/A)!

proved in [36, Lemma 2.5.29] (the proof inloc.cit. does not use the assumption thatm̃ isV -flat).
Clearly we have

(8.1.42) HomD(B!!-Mod)(Y [0], N∗[0]) = 0 for everyB!!-moduleY such thatY a = 0.

On the other hand, we have :

Claim8.1.43. HomD(B!!-Mod)(LB!!/A!!
, X•) = 0 for everyX• ∈ Ob(D[0,1](B!!-Mod)) such that

X•a = 0.

Proof of the claim.For everyX• ∈ Ob(D[0,1](B!!-Mod)) we have a distinguished triangle

H0X•[0]→ X• → H1X•[−1]→ (H0X•)[1]

which reduces to considering the cases whereX• =M [j] for some almost zeroB!!-moduleM ,
andj = 0,−1. The case wherej = −1 follows from [56, III.1.2.3] and proposition 8.1.36(ii).
The case wherej = 0 follows easily from [56, II.1.2.4.2] and (8.1.41) : detailsleft to the
reader. ♦

Now, (8.1.42) says thatL• := N∗[0] fulfills condition (b) of proposition 8.1.24, and claim
8.1.43 says thatK• := LB!!/A!!

fulfills condition (a), so the natural map

Ext1B!!
(LB!!/A!!

, N∗)→ Ext1B(L
a
B/A, N)

is an isomorphism. Taking into account proposition 8.1.36(i) and [56, III.1.2.3], the theorem
follows. �

8.1.44. For the further study the almost cotangent complex,we shall need some preliminaries
concerning the derived functors of certain non-additive functors. This material generalizes the
results of [36,§8.1], that were obtained under the assumption thatm̃ is V -flat.

Lemma 8.1.45.Let (V,m) be any basic setup,R a simplicialV -algebra,n ∈ N an integer,M
andN twoR-modules such thatHiM = HiN = 0 for everyi ≥ n. The following holds :

(i) If Ma = 0 in D(Ra-Mod), thena · 1M = 0 in D(R-Mod), for everya ∈ m.
(ii) If ϕ : M → N is a morphism ofR-modules such thatϕa in an isomorphism in

D(Ra-Mod), then for everya ∈ m we may find a morphismψ : N → M in
D(R-Mod), such thatψ ◦ ϕ = a · 1M andϕ ◦ ψ = a · 1N in D(R-Mod).

Proof. (i): For everyR-moduleX, set

τ≤−1X := σ ◦ ωX
(notation of remark 4.5.21(iii)). According to [56, I.3.2.1.9(ii)], there exists a natural sequence
of morphisms

(8.1.46) τ≤−1X → X → s.H0(X)→ σ(τ≤−1X) in D(R-Mod)

whose induced sequence of normalized complexes is a distinguished triangle inD(V -Mod)
(i.e. a distinguished triangle ofD(R-Mod), in the terminology of [56, I.3.2.2.4], and in view
of [56, I.3.2.2.5]). Let nown andM be as in the lemma; we argue by induction onn. The case
wheren = 0 is trivial, so suppose thatn > 0, and that the assertion has already been proven
for all almost zeroR-modulesN such thatHiN = 0 for every i ≥ n − 1. Especially, for
N := τ≤1X andP := s.H0(M) we havea · 1ωN = 0 anda · 1P = 0 in D(R-Mod), for every
a ∈ m. Since the adjunctionσ ◦ ωN → N is an isomorphism inD(R-Mod) ([56, I.3.2.1.10]),
we deduce that

HomD(R-Mod)(M,N)a = 0 = HomD(R-Mod)(M,P )a
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whenceEndD(R-Mod)(M)a = 0, by virtue of (8.1.46) (withX := M) and [56, I.3.2.2.10]. The
assertion follows.

(ii): SetC := Coneϕ; according to [56, I.3.2.2], we have a distinguished triangle

(8.1.47) M
ϕ−→ N → C → σM in D(R-Mod)

whence – by [56, I.3.2.2.10] – an exact sequence ofV -modules

HomD(R-Mod)(N,M)
α−→ EndD(R-Mod)(N)

β−→ HomD(R-Mod)(N,C).

Now, let us writea =
∑n

i=1 aibi for somea1, b1, . . . , an, bn ∈ m; the assumption onϕ implies
thatCa = 0 in D(Ra-Mod), therefore (i) yieldsβ(ai · 1N) = ai · β(1N) = 0, so there exists
a morphismψi : N → M in D(R-Mod) such thatα(ψi) = ai · 1N , i.e. ϕ ◦ ψi = ai · 1N
for everyi = 1, . . . , n. Likewise, by considering the long exact sequenceExt•R((8.1.47),M)
provided by [56, I.3.2.2.10] we find, for everyi = 1, . . . , n, a morphismψ′

i : N →M such that
ψ′
i ◦ ϕ = bi · 1M . Thus,

ai · ψ′
i = ψ′

i ◦ ϕ ◦ ψi = bi · ψi for everyi = 1, . . . , n

and a simple computation shows thatψ :=
∑n

i=1 bi · ψi will do. �

Remark 8.1.48. Before considering non-additive functors, let us see how todefine derived
tensor products inD(Ra-Mod), for any simplicialV -algebraR. We proceed as in (8.1.10) :
for givenRa-modulesM,N , set

M
ℓ
⊗Ra N := (M!

ℓ
⊗R N!)

a.

(i) We claim that this rule yields a well defined functor

−
ℓ
⊗Ra − : D(Ra-Mod)× D(Ra-Mod)→ D(Ra-Mod).

Indeed, say thatϕ : M → M ′ is a quasi-isomorphism ofRa-modules, and setC := Cone(ϕ!).

We need to check that(ϕ!

ℓ
⊗R N)a is a quasi-isomorphism, for anyR-moduleN ; in light of

remark 4.5.21(iv), it then suffices to show that(C
ℓ
⊗R N)a = 0; but the latterRa-module may

be computed as
(C⊗R ⊥R• N)a = Ca ⊗Ra (⊥R• N)a

whence the claim, sinceCa = 0 in Ra-Mod.
(ii) Next, suppose thatM is a flatRa-module; then we claim that the natural morphism of

Ra-modules

M
ℓ
⊗Ra N →M ⊗Ra N

is a quasi-isomorphism, for everyRa-moduleN . Indeed, by Eilenberg-Zilber’s theorem 4.2.48,
the assertion comes down to checking that the augmented simplicial Ra-module

(M!⊗R ⊥R• N!)
a →M ⊗Ra N

is aspherical. But for everyk ∈ N, thek-th column of the latter is isomorphic to the augmented
Ra-module

M [k]⊗Ra[k] (⊥R[k]• N![k])
a →M [k] ⊗Ra[k] N [k]

which is aspherical, sinceM [k] is a flatRa[k]-module, whence the assertion.
(iii) Just as in (8.1.10), the foregoing immediately implies that we have a natural isomor-

phism

(M
ℓ
⊗R N)a

∼→Ma
ℓ
⊗Ra Na in D(Ra-Mod)

for any twoR-modulesM andN (details left to the reader).
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(iv) Furthermore, we get suspension and loop functorsσ andω for Ra-modules, by the rule :

σM := (σM!)
a and ωM := (ωM∗)

a for everyRa-moduleM

from which it follows thatσ is left adjoint toω. Then, it is clear that the assertions of remark
4.5.21(iii) hold as well for these functors.

(v) Likewise, we define the cone of a morphismϕ :M → N of Ra-modules, by the rule

Coneϕ := (Coneϕ!)
a

and then the assertion of remark 4.5.21(iv) holds also for morphisms ofRa-modules.
(vi) In view of (iv) and (v), it is then easy to check that also lemma 4.5.22 holdsverbatimfor

A := V , and any twoRa-modulesX, Y .

Remark 8.1.49. (i) In the same vein, we may define derived tensor products ofRa-algebras,
for any simplicialV -algebraR. Namely, ifS andS ′′ are any twoRa-algebras, we set

S
ℓ
⊗Ra S ′ := (S!!

ℓ
⊗R S ′

!!)
a

(see (8.1.35)), where
ℓ
⊗R denotes the derived tensor product forR-algebras, defined in example

4.5.15. In view of remarks 4.5.21(ii) and 8.1.48(i), it is easily seen that this rule defines a functor

−
ℓ
⊗Ra − : D(Ra-Alg)× D(Ra-Alg)→ D(Ra-Alg)

and moreover, the formation of these tensor products commutes with the forgetful functor
D(Ra-Alg)→ D(Ra-Mod).

(ii) Moreover, they are computed by arbitrary flat resloutions : if S (or S ′) is a flatRa-
algebras, then the natural morphism

S
ℓ
⊗Ra S ′ → S ⊗Ra S ′

is an isomorphism inD(Ra-Alg).
(iii) Furthermore, ifRa → S is a given morphism of simplicialV a-algebras, we obtain a

well defined functor

D(Ra-Alg)→ D(S-Alg) S ′ 7→ S
ℓ
⊗Ra S ′.

Namely, given anRa-algebraS ′, we pick a resolutionP → S ′ with P a flatRa-algebra, and
endowS ⊗Ra P with its naturalS-algebra structure, which is independent, up to natural iso-
morphism, of the choice ofP . All the verifications are exercises for the reader.

8.1.50. Resume the situation of (4.5.25), letR be any simplicialV -algebra,d ∈ N any integer,
and suppose additionally that :

• T is homogeneous of degreed, i.e. we haveT (a · 1M) = ad · 1TM , for every object
(A,M) of V -Alg.Mod, and everya ∈ V .
• The idealm ·H0(R) of H0(R) satisfies condition(B) of [36, §2.1.6].

Remark 8.1.51.(i) Let T andT ′ be two functors as in (8.1.50), withT (resp.T ′) homogeneous
of degreed (resp.d′), and consider the functor

T ⊗ T ′ : V -Alg.Mod→ V -Alg.Mod (A,M) 7→ T (A,M)⊗A T ′(A,M).

Then it easily seen thatT ⊗ T ′ fulfills the conditions of (8.1.50), and it is homogeneous of
degreed+ d′.

(ii) Likewise, suppose thatf : T → T ′ is a natural transformation of functors fulfilling the
conditions of (8.1.50), for the same degreed; then the same holds for the functorsKer f and
Coker f .
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(iii) In the situation of (8.1.50), letf : H0(R) → B be any morphism ofV -algebras, and
ϕ : M → N anyB-linear map such thatϕa is an isomorphism; arguing as in the proof of
lemma 8.1.45(ii), it is easily seen that, for everya ∈ m there exists aB-linear mapψ : N →M
such thatϕ ◦ ψ = a · 1N andψ ◦ ϕ = a · 1M . SinceTB(M) andTB(M ′) are twoB-modules
and(B) holds form ·H0(R) (hence also formB), the homogeneity property ofT implies that
TB(ϕ)

a is an isomorphism as well (details left to the reader). Especially, the above holds with
B := R[p], for anyp ∈ N, andf the natural map given by the degeneracies of the simplicial
V -algebraR. It is then clear thatTR induces a well defined functor

TRa : R
a-Mod→ Ra-Mod.

The following result shows that, in this situation, the construction of left derived functors de-
scends likewise toRa-modules.

Theorem 8.1.52.In the situation of(8.1.50), the following holds :

(i) Let ϕ : M → N be a morphism ofR-modules, andn ∈ N an integer such that
Hi(ϕ)

a : (HiM)a → (HiN)a is an isomorphism ofV a-modules, for everyi ≤ n. Then

Hi(LTϕ)
a : Hi(LTM)a → Hi(LTN)a

is an isomorphism ofV a-modules, for everyi ≤ n.
(ii) Especially, the functorTR induces a well defined left derived functor

LTRa : D(R
a-Mod)→ D(Ra-Mod).

Proof. Clearly (ii) follows from (i).
(i): In light of corollary 4.5.24(i), we may replaceM andN by respectivelycosknM and

cosknN , after which, we may assume thatHiM = HiN = 0 for every i > n, soϕa is an
isomorphism inD(Ra-Mod). Next, by proposition 4.5.18, we may replaceM andN by their
respective standard free resolutions, in which case we are reduced to checking that the induced
map(TRϕ)a is an isomorphism inD(Ra-Mod). SinceT is homogeneous and(B) holds for
m ·H0(R), the latter assertion follows straightforwardly from lemma 8.1.45(ii). �

8.1.53. Next, we wish to decide how much of the foregoing theory can be salvaged, when we
drop condition (B). We will concentrate on the functors that are relevant to the later study of
the cotangent complex. Thus, henceforth, for every integerd ∈ N, we shall denote byT d one
of the three standard functors

Symd,Λd,Γd : V -Alg.Mod→ V -Alg.Mod

(namely, the symmetric and antisymmetricd-th power functors, and thed-th divided power
functor). Notice that the functorT d fulfills the conditions of (8.1.50), for everyd ∈ N. More-
over, in all three cases we have natural identifications :

(8.1.54) T 1 ∼→ 1V -Alg.Mod.

In general, we can no longer expect thatT d descends to almost modules; indeed, consider the
following :

Example 8.1.55.Let (V,m) be as in (8.1.53), andp ∈ N any prime integer. The Frobenius
mapΦR : R/pR → R/pR for V -algebrasR, can be seen as a homogeneous polynomial law
of degreep on theV -moduleV/pV . Denote bym(p) ⊂ V the ideal generated by(xp | x ∈ m).
ClearlyΦ descends to a polynomial law

Φ : V/(pV +m)→Wp := V/(pV +m(p))

which is still homogeneous of degreep, so it factors through a uniqueV -linear map

ΓpA(V/(pV +m))→ Wp.
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The latter is surjective, since its image contains the classof the unit element ofV . Now, the
proof of [36, Prop.2.1.7(ii)] shows that – if(B) does not hold form – there exists some primep
such thatpV +m(p) does not containm, thereforeW a

p 6= 0. This shows that the functor

V -Mod→ V a-Mod M 7→ (ΓpAM)a

does not factor throughV a-Mod.

However, we will see that example 8.1.55 is, in a sense, the worst that can happen.

Lemma 8.1.56.In the situation of(8.1.53), we have :

(i) There are natural transformations

T i+j → T i ⊗ T j → T i+j for everyi, j ∈ N

whose composition equals
(
i+j
i

)
· 1T i+j . (Notation of remark8.1.51(i).)

(ii) For every simplicialV -algebraR, the maps of(i) induce natural transformations

LT i+jR → LT iR
ℓ
⊗R LT jR → LT i+jR for everyi, j ∈ N

whose composition equals
(
i+j
i

)
· 1LT i+jR

.

Proof. (i): For T = Λ, the sought morphismΛi+j → Λi ⊗ Λj is the one denoted∆i,j in [36,
§4.3.20], and the morphismΛi ⊗ Λj → Λi+j is given by the rule :x ⊗ y 7→ x ∧ y, for every
(A,M) ∈ Ob(V -Alg.Mod), everyx ∈ ΛiAM and everyy ∈ ΛjAM . The sought identity
follows easily from the explicit formula given in [36, (4.3.21)] : details left to the reader.

For T = Sym, the natural transformationSymi+j → Symi ⊗ Symj is given by a sim-
ilar formula; namely, for every object(A,M) of V -Alg.Mod, every sequence of elements
x1, . . . , xi+j ∈ M , and every subsetI ⊂ {1, . . . , i+ j}, setxI :=

∏
k∈I xk ∈ Symk

AM (where
the multiplication is formed in the graded ringSym•

AM); one checks easily that the rule

x1 · · ·xi+j 7→
∑

I,J

xI ⊗ xJ

defines a well definedA-linear map onSymi+j
A M (where the sum ranges over all the parti-

tions (I, J) of {1, . . . , i + j} such that the cardinality ofI equalsi). Then one defines a map
Symi

AM ⊗A Symj
AM → Symi+j

A M by the rule :u ⊗ v 7→ u · v for everyu ∈ Symi
AM and

v ∈ Symj
AM . Again, the sought identity is verified by direct computation.

If T = Γ, then for every object(A,M) of V -Alg.Mod we define a homogeneous polyno-
mial lawM  ΓiAM ⊗A ΓjAM of degreei+ j, by the rule :x 7→ x[i]⊗x[j] for everyA-algebra
B, and everyx ∈ B ⊗AM . This law yields a transformationΓi+j → Γi ⊗ Γj as sought. Next,
the multiplication of the graded ring functorΓ• gives a transformationΓi ⊗ Γj → Γi+j . The
composition of these two transformations is characterizedas the unique transformationψ of
Γi+j such thatψ(A,M)(x

[i+j]) = x[i] · x[j] for every object(A,M) of V -Alg.Mod, and every
x ∈M . Then, by corollary 4.6.81 we must haveψ(A,M) =

(
i+j
i

)
1M , as required.

(ii): Recall that the three functorsΛ, Γ andSym transform freeA-modules into freeA-
modules, for everyV -algebraA. Therefore, the sought natural transformation is none elsethan
the map

T i+jR (⊥R• M)→ T iR(⊥R• M)⊗R T jR(⊥R• M)→ T i+jR (⊥R• M)

given by (i), for anyR-moduleM . �

Proposition 8.1.57.In the situation of(8.1.53), let p ∈ N be a prime integer,R a simplicial
V ⊗Z Z(p)-algebra,M anR-module such thatMa = 0 in D(Ra-Mod). Then

(LT dRM)a = 0 in D(Ra-Mod), for everyd ∈ N such that(p, d) = 1.
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Proof. In light of corollary 4.5.24(i), we may replaceM by coskiM , in which case lemma
8.1.45(i) implies thata · 1M = 0 for everya ∈ m. Now, we apply lemma 8.1.56(ii) with
i = 1 andj = d − 1 (notice thatj ≥ 0, sinced > 0); in view of (8.1.54), there result natural
transformations

LT dRM →M ⊗R LT d−1
R M → LT dRM

whose composition isd · 1LT dRM . Since the image ofd is invertible inR, it follows easily that
a · 1LT dRM = 0 for everya ∈ m, whence the assertion. �

Theorem 8.1.58.Let d, n, p ∈ N be any three integers, withd > 0 andp a prime. Let alsoR
be a simplicialV ⊗Z Z(p)-algebra,M anR-module, and suppose that

(a) HiM = 0 for everyi < n.
(b) Ma = 0 in D(Ra-Mod).

Then we have :

(i) Hi(LΓ
d
RM)a = 0 for everyi < n.

(ii) Hi(LΛ
d
RM)a = 0 for everyi < n+ p− 1.

(iii) Hi(LSym
d
RM)a = 0 for everyi < n+ 2(p− 1).

Proof. (i) is just a special case of corollary 4.5.24(ii), and ford < p, assertions (ii) and (iii)
follow from the more general proposition 8.1.57, hence we may assume thatd ≥ p. For every
j = 0, . . . , d, set

F j := Γj ⊗ Λd−j Gj := Λj ⊗ Symd−j .

By remark 8.1.51(i), these functors are homogeneous of degreed, and fulfill the conditions of
(8.1.50). Moreover, sinceΓ, Λ andSym transform free modules into free modules, we have
natural isomorphisms of functors :

(8.1.59) LF j
R

∼→ LΓjR
ℓ
⊗R LΛd−jR LGj

R

∼→ LΛjR
ℓ
⊗R LSymd−j

R for everyj = 0, . . . , d

(details left to the reader).
(ii): According to [56, I.4.3.1.7], there is a natural complex of functors :

(8.1.60) 0→ F d
R

∂d−1−−−→ F d−1
R → · · · → F 1

R
∂0−→ F 0

R → 0

which is exact on flatR-modules. SetZp := Ker ∂p−1; due to remark 8.1.51(ii) we may consider
the derived functorLZp, and from corollary 4.5.24(ii) and assumption (a), we get

(8.1.61) Hi(LZpM) = 0 for everyi < n.

The evaluation of (8.1.60) on(⊥R• M)∆ gives an exact sequence ofR-modules :

0→ LZpM → LF p−1
R M → · · · → LF 1

RM → LF 0
RM → 0.

Notice as well, that

(8.1.62) (LF j
RM)a = 0 in D(Ra-Mod) for j = 1, . . . , p− 1

in view of (8.1.59), remark 8.1.48(iii), and proposition 8.1.57. The assertion now follows from
(8.1.61) and claim 4.5.39.

(iii): According to [56, I.4.3.1.7], there is a natural complex of functors :

Σ : 0→ Gd
R

∂d−1−−−→ Gd−1
R → · · · → G1

R
∂0−→ G0

R → 0.

SetZ ′
p := Ker ∂p−1; due to remark 8.1.51(ii) we may consider the derived functor LZ ′

p, and
sinceΣ is exact on flatR-modules, we obtain two exact sequences ofR-modules :

Σ′ : 0→ LGd
RM → LGd−1

R M → · · · → LGp
RM → LZ ′

pM → 0

Σ′′ : 0→ LZ ′
pM → LGp−1

R M → · · · → LG1
RM → LG0

RM → 0.
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On the one hand, in light of (ii), remark 8.1.48(iii,vi) and (8.1.59), we see that

coskn+p−1(LG
j
RM)a = 0 in D(Ra-Mod) for everyj = 1, . . . , d.

By applying claim 4.5.39 to the exact sequencecoskn+p−1Σ
′a, we deduce thatHi(LZ

′
pM)a =

0 for everyi < n+ p− 1. On the other hand, (8.1.59) and proposition 8.1.57 imply that

(LGj
RM)a = 0 in D(Ra-Mod) for j = 1, . . . , p− 1

so the assertion follows, after applying claim 4.5.39 to theexact sequenceΣ′′. �

8.1.63. Let nowϕ : R → S be any morphism of simplicialV a-algebras; pick any resolution
ρ : P → S with P a flatR-algebra, and consider the composition

(8.1.64) P ⊗R S
ρ⊗RS−−−−→ S ⊗R S

µS−−→ S

whereµS is the multiplication law ofS. Then (8.1.64) represents a morphism

∆(ϕ) : S
ℓ
⊗R S → S in D(R-Alg)

which is independent (up to unique isomorphism) of the choice of P . Notice that, ifϕ is an

isomorphism inD(s.V a-Alg), then the same holds forϕ
ℓ
⊗R ϕ : R→ S

ℓ
⊗R S; also, we have

ϕ = ∆(ϕ) ◦ (ϕ
ℓ
⊗R ϕ) in D(s.V a-Alg).

More generally, setC := Coneϕ, and endowS
ℓ
⊗R S with theS-module structure deduced

from its left tensor factor; then, by considering the section S
ℓ
⊗R ϕ of ∆(ϕ), we get a natural

decomposition

S
ℓ
⊗R S ∼→ S ⊕ (S

ℓ
⊗R C) in D(S-Mod)

which identifies∆(ϕ) with the natural projection, whence a natural isomorphism

(8.1.65) Cone∆(ϕ)
∼→ σS

ℓ
⊗R C.

Thus, say thatC = σkC ′ in D(R-Mod), for someR-moduleC ′ with H0C
′ 6= 0; there follows

a distinguished triangle inD(R-Mod)

σkC ′ → σkS
ℓ
⊗R C ′ → σ2kC ′

ℓ
⊗R C ′ → σk+1C ′.

Especially, ifk ≥ 2, thenHkC = Hk(S
ℓ
⊗R C), and we see that, in this case,Cone∆(ϕ) =

σk+1C ′′ in D(S-Mod), for someC ′′ such thatH0C
′′ 6= 0. However, it is clear from (8.1.65)

thatCone∆2(ϕ) = σ2C ′′ for some objectC ′′ of D(S-Mod). We conclude that, if∆n(ϕ) is an
isomorphism inD(S-Mod) for somen ≥ 2, then the same holds already for∆2(ϕ).

Definition 8.1.66. In the situation of (8.1.63), we say thatϕ is a weaklyétale morphism, if
∆2(ϕ) is an isomorphism inD(S-Alg).

8.1.67. Letϕ : R′ → R be any morphism of simplicialV a-algebras, andS, T twoR-algebras.
Since the standard resolutionFR(S) := FR!!

(S!!)
a of example 4.5.15 is clearly functorial in both

R andS, we have a natural map

FR′(S)∆ → FR(S)
∆

of simplicialR′-algebras, whence a natural morphism

(8.1.68) S
ℓ
⊗R′ T → FR(S)

∆ ⊗R′ T → S
ℓ
⊗R T.

Lemma 8.1.69.In the situation of(8.1.67), suppose thatϕ is a quasi-isomorphism. Then the
same holds for(8.1.68).
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Proof. Let ψ : FR′(S)∆ ⊗R′ R → FR(S)
∆ be the natural morphism; by construction, (8.1.68)

factors as the composition ofψ ⊗R 1T and the natural isomorphism

FR′(S)∆ ⊗R′ T
∼→ (FR′(S)∆ ⊗R′ R)⊗R T.

Since bothFR′(S)∆ ⊗R′ R andFR(S)∆ are flatR-algebras, remark 8.1.49(ii) then reduces
to checking thatψ is a quasi-isomorphism. Since the natural mapsβ : FR(S)

∆ → S and
α : FR′(S)∆ → FR′(∆)⊗R′ R are quasi-isomorphisms, it suffices to show that the composition
β ◦ ψ ◦ α is a quasi-isomorphism. But the latter is none else than the standard resolution
FR′(S)→ S, whence the lemma. �

Proposition 8.1.70.Let ϕ : R → S andϕ′ : R′ → S ′ be two morphisms of simplicialV -
algebras, and suppose we have a commutative diagram inD(R-Alg)

(8.1.71)
R

ϕ //

ψ
��

S

ψ′

��
R′

ϕ′

// S ′

whereψ andψ′ are isomorphisms (inD(R-Alg)). Thenϕa is weaklyétale if and only if the
same holds forϕ′a.

Proof. Denote byHot(V -Alg) the homotopy category of simplicialV -algebras, and recall that
the multiplicative system of quasi-isomorphisms inHot(V -Alg) admits a right calculus of frac-
tions ([56, I.3.1.8(ii)]). We begin with the following special case :

Claim 8.1.72. Suppose thatψ andψ′ are also morphisms of simplicialV -algebras, and that
(8.1.71) commutes in the categoryHot(V -Alg). Then the proposition holds.

Proof of the claim.Indeed, in this situation it follows easily from lemma 8.1.69 thatϕa (resp.
ϕ′a) is weakly étale if and only if the same holds forψ′a ◦ ϕa (resp. forϕ′a ◦ ψa), so we are
reduced to the case whereR = R′, S = S ′, andϕ, ϕ′ : R → S are two homotopic morphisms
of simplicialV -algebras. In this case, there exist morphisms of simplicial V -algebrasϕ′′ : R→
S ′′ andd0, d1 : S ′′ → S, such thatd0 andd1 are quasi-isomorphisms, andϕ = d0 ◦ ϕ′′, ϕ′ =
d1 ◦ ϕ′′ (see [56, I.2.3.2]). Then the claim follows by applying repeatedly lemma 8.1.69. ♦

Next, there exists a simplicialV -algebraS ′′ and morphismsβ : S ′′ → S andγ : S ′′ → S ′

of simplicialV -algebras, such that bothβ andγ are quasi-isomorphisms, andψ′ = γ ◦ β−1 in
D(s.V -Alg). Moreover, there exists morphismsϕ′′ : R′′ → S ′′ andψ′′ : R′′ → R such thatψ′′

is a quasi-isomorphism, and the resulting diagram

R′′
ϕ′′

//

ψ′′

��

S ′′

β

��
R

ϕ // S

commutes inHot(V -Alg). By claim 8.1.72, we may then replaceϕ by ϕ′′ andψ′ by β, after
which we may assume thatψ′ is a morphism of simplicialV -algebras.

Likewise, we may find morphismsβ ′ : R′′ → R andγ′ : R′′ → R′ of simplicialV -algebras
that are quasi-isomorphisms, and such thatψ = γ′ ◦ β ′−1 in D(s.V -Alg); again by lemma
8.1.69, we see thatϕa is weakly étale if and only if the same holds forϕa ◦ βa, so we may
replaceϕ by ϕ ◦ β, ψ by ψ ◦ γ, and assume from start that alsoψ is a map of simplicial
V -algebras.

In this situation, by applying once again lemma 8.1.69 we seethatϕa (resp.ϕ′a) is weakly
étale if and only if the same holds forψ′a ◦ ϕa (resp. forϕ′a ◦ ψa). Therefore, we may assume
from start thatR = R′, S = S ′, andϕ, ϕ′ : R → S are two maps of simplicialV -algebras that
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represent the same morphism inD(s.V -Alg). In this case, we may find a morphismϑ : R′′′ →
R of simplicialV -algebras, such thatϑ is a quasi-isomorphism, andϕ ◦ ϑ, ϕ′ ◦ϑ : R′′′ → S are
homotopic maps; then the assertion follows from claim 8.1.72 (and again, from lemma 8.1.69:
details left to the reader). �

Corollary 8.1.73. Let ϕ : R → S andψ : S → T be any two morphisms of simplicialV a-
algebras. We have :

(i) If ϕ andψ are weaklýetale, the same holds forψ ◦ ϕ.
(ii) If ϕ andψ ◦ ϕ are weaklýetale, the same holds forψ.

(iii) If ϕ is weaklyétale, andR → R′ is any morphism of simplicialV a-algebras, then

ϕ′ := R′
ℓ
⊗R ϕ is weaklyétale.

(iv) ϕ is weaklyétale if and only if the same holds for∆(ϕ).

Proof. (iv) is immediate from the discussion of (8.1.63).

(iii): Endow S ′ := R′
ℓ
⊗R S with theR′-algebra structure deduced from its left tensor factor;

then the assertion is an immediate consequence of the following more general

Claim 8.1.74. There exists a commutative diagram inD(R′-Alg)

S ′
ℓ
⊗R′ S ′ //

∆(ϕ′)
##G

GG
GG

GGG
G

R′
ℓ
⊗R (S

ℓ
⊗R S)

R′
ℓ
⊗R∆(ϕ)xxrrrrrrrrrrr

S ′

whose horizontal arrow is an isomorphism.

Proof of the claim.Pick any resolutionρ : P → S with P a flatR-algebra; thenR′ ⊗R P
representsR′

ℓ
⊗R S, and we have a natural isomorphism ofR′-algebras

(R′ ⊗R P )⊗R′ (R′ ⊗R P ) ∼→ R′ ⊗R (P ⊗R P ).

In view of remark 4.5.21(i), the source of this map representsS ′
ℓ
⊗R′S ′, and the target represents

R′
ℓ
⊗R (S

ℓ
⊗R S). Under these identifications, the morphismR′

ℓ
⊗R ∆(ϕ) becomes the map

1R′⊗R (µS ◦(ρ⊗Rρ)) (notation of (8.1.63)), whereas∆(ϕ′) is represented by the multiplication
mapµR′⊗RP = 1R′ ⊗R µP of R′ ⊗R P . The claim follows straightforwardly. ♦

(i): Pick a resolutionP → S!! with P a flatR!!-algebra, and a resolutionQ→ T!! withQ a flat
P -algebra; in light of proposition 8.1.70 it suffices to show that the resulting morphismR→ Qa

is weakly étale, so we may replaceS by P a andT by Qa, and assume from start that bothϕ
andψ are flat morphisms. Due to (iv), it then suffices to check that∆(ψ ◦ ϕ) : T ⊗R T → T is
weakly étale; however, the latter can be factored as the composition

(8.1.75) T ⊗R T ∼→ T ⊗S (S ⊗R S)⊗S T
T⊗S∆(ϕ)⊗ST−−−−−−−−−→ T ⊗S T

∆(ψ)−−−−→ T

and by (iv) the maps∆(ψ) and∆(ϕ) are weakly étale, so the same holds forT ⊗S ∆(ϕ)⊗S T ,
in view of (iii). We may therefore replaceψ by ∆(ψ) andϕ by T ⊗S ∆(ϕ)⊗S T , after which,
we may assume that∆(ψ) is an isomorphism inD(s.A-Alg). In this case, the factorization
(8.1.75) makes it clear that∆(ψ ◦ ϕ) is weakly étale, as stated.

(ii): SetS ′ := S
ℓ
⊗R S andT ′ := S

ℓ
⊗R T ; we may factorψ as the composition

S
S
ℓ
⊗R(ψ◦ϕ)−−−−−−−→ T ′ T ′

ℓ
⊗S′∆(ϕ)−−−−−−−→ T

so the assertion follows from (i), (iii) and (iv). �
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Theorem 8.1.76.Let ϕ : R → S be a morphism of simplicialV -algebras,c, p ∈ N two
integers, withp a prime, and suppose thatϕa is weaklyétale. We have :

(i) If the idealm ·H0(S) of H0(S) satisfies condition(B) of [36, §2.1.6], thenLaS/R = 0

in D(Sa-Mod).
(ii) If S is a Z(p)-algebra andHiLS/R = 0 for everyi < c, thenHiLaS/R = 0 for every

i < c+ 2p− 1.

Proof. We begin with the following :

Claim 8.1.77. In order to prove the theorem, we may assume that both∆(ϕa) andH0(ϕ) are
isomorphisms.

Proof of the claim.To ease notation, setS ′ := S
ℓ
⊗RS, and consider the sequence of morphisms

(8.1.78) S
1S

ℓ
⊗Rϕ−−−−−→ S ′ µB−−→ S

whereµS is the composition of the multiplication mapS ⊗R S → S and the natural map
S ′ → S ⊗R S; the transitivity triangle ([56, III.2.1.2]) relative to (8.1.78) yields a natural
isomorphism

LS′/S
∼→ σS ⊗S′ LS′/S

∼→ σS ⊗S′ (S ′ ⊗S LS/R) in D(S-Mod)

where the last isomorphism follows from the base change theorem of [56, III.2.2.1]. Thus,
LS′/S ≃ σLS/R in D(S-Mod), so assertion (i) (resp. (ii)) holds forϕ, provided it holds for
∆(ϕ), and then the claim follows from corollary 8.1.73(iv). ♦

Henceforth, we assume that both∆(ϕa) andH0(ϕ) are isomorphisms. LetP → S be a
resolution, withP anR-algebra, such thatP [n] is a freeR[n]-algebra for everyn ∈ N; set
P ′ := S ⊗R P , and recall that there are natural isomorphisms

LS/R
∼→ S ⊗P Ω1

P/R
∼→ S ⊗P ′ Ω1

P ′/S

whereΩ1
P/R denotes the flat simplicialP -module such thatΩ1

P/R[n] := ΩP [n]/R[n] (and likewise
for Ω1

P ′/S), with faces and degeneracies deduced from those ofP andR (resp. those ofP ′ and
S), in the obvious way. In other words, set

J := Ker(µS : P ′ → S)

(whereµS is as in the proof of claim 8.1.77); thenLS/R ≃ J/J2 in D(S-Mod), and notice that

(8.1.79) Ja = 0 in D(Sa-Mod)

since∆(ϕa) is an isomorphism.

Claim8.1.80. J is a quasi-regular ideal, andH0J = 0.

Proof of the claim.SinceH0(ϕ) is an isomorphism, it is clear thatH0J = 0. Next, for every
n ∈ N, theS[n]-algebraP ′[n] is free, hence we reduce to showing the following. LetB be any
ring,C := B[Xi | i ∈ I] any freeB-algebra (for any setI), andf : C → B any morphism of
B-algebras; thenKer f is a quasi-regular ideal ofC. However, for everyi ∈ I, setbi := f(Xi),
and letg : C

∼→ C be the isomorphism ofB-algebras such thatg(Xi) = Xi − ai for every
i ∈ I; clearlyKer f is a quasi-regular ideal if and only if the same holds forg−1Ker f . But the
latter is the ideal(Xi | i ∈ I), so the assertion follows from remark 4.5.33(ii). ♦

(i): We need to show thatHn(J/J
2)a = 0 for everyn ∈ N, and we shall argue by induction

onn. The assertion forn = 0 is clear from (8.1.79), in view of the exact sequence

HnJ → Hn(J/J
2)→ Hn−1J

2 for everyn ∈ N.
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Hence, suppose thatn > 0, and the assertion is already known for every degree< n. The same
exact sequence reduces to checking thatHn−1(J

2)a = 0. Now, from claim 8.1.80 and theorem
4.5.37, we know thatHn−1J

n = 0. Therefore, by an easy induction, we are further reduced
to showing thatHn−1(J

i/J i+1)a = 0 for everyi = 2, . . . , n − 1. However, on the one hand,
proposition 4.5.35(ii.a) says that the natural map

LSymi
S(J/J

2)→ J i/J i+1

is an isomorphism inD(S-Mod), for everyi ∈ N; on the other hand, the inductive assumption
and theorem 8.1.52(i) imply thatHj(LSym

iJ/J2)a = 0 for everyj ≤ n, whence the contention.
(ii): We show, by induction onn, thatHn(J/J

2)a = 0 for everyn < c+ 2p− 1. Arguing as
in the foregoing, we may assume thatc+ 2p− 1 > n > 0, and the sought vanishing is already
known in degrees< n, in which case we reduce to checking thatHn−1(LSym

i
SJ/J

2)a = 0 for
everyi = 2, . . . , n − 1. SetM := coskn(s.truncnJ/J

2); thenHjM = 0 for everyj < c, and
the inductive assumption implies thatMa = 0 in D(Sa-Mod), soHn−1(LSym

i
SM)a = 0, by

theorem 8.1.58(iii). Lastly, by corollary 4.5.24(i), we see that

Hn−1(LSym
i
SM) = Hn−1(LSym

i
SJ/J

2) for everyi ∈ N

whence the contention. �

Remark 8.1.81.Let A → B be any morphism of simplicial rings such that the multiplication
map ofB is an isomorphismµB : B⊗AB ∼→ B. Pick a resolutionϕ : P → B such thatP [n] is
a freeA[n]-algebra for everyn ∈ N, and setP ′ := B⊗AP , J := Ker (µB◦(B⊗Aϕ) : P ′ → B).
The assumption onB implies thatH0J = 0. On the other hand, arguing as in the proof of claim
8.1.80 we see thatJ is a quasi-regular ideal. Taking into account proposition 4.5.35(ii) the
spectral sequence associated to theJ-adic filtration ofP ′ can be written as

E2
pq := Hp+q(LSym

q
B(LB/A))⇒ TorAp+q(B ⊗A B).

Though the filtration is not finite, one can show that this spectral sequence is convergent. We
will not use this result.

Corollary 8.1.82. Letϕ : A → B be a morphism ofV a-algebras,p ∈ N a prime integer, and
suppose that

(a) B is aV a ⊗Z Z(p)-algebra
(b) the induced morphisms.ϕ : s.A→ s.B of simplicialV a-algebras is weaklýetale.

ThenHiLaB/A = 0 for everyi ≤ 2p.

Proof. Letting c := 0 in theorem 8.1.76(ii), we see thatHiLaB/A = 0 for i = 0, 1. But in view
of claim 8.1.43, the latter implies thatHiLB!!/A!!

= 0 for i = 0, 1. So, actually the morphismϕ
fulfills the conditions of theorem 8.1.76(ii), withc = 2, whence the assertion. �

8.1.83. We conclude this section with a few words on the cohomology of sheaves of almost
modules. Namely, let(V,m) again be an arbitrary basic setup, which we view as a basic setup
relative to the one-point topos{pt}, in the sense of [36,§3.3]. Let (X,OX) be a ringed topos,
mX ⊂ OX an ideal, such that(OX ,mX) is a basic setup relative to the toposX, and suppose
also that we are given a morphism of ringed topoi :

π : (X,OX)→ ({pt}, V ) such that (π∗m) ·OX ⊂ mX .

We deduce a natural morphism :

Rπ∗ : D
+((OX ,mX)

a-Mod)→ D+((V,m)a-Mod)

which can be constructed as usual, by taking injective resolutions. In casẽm is a flatV -module,
this is the same as setting

Rπ∗(K
•) := (Rπ∗K

•
! )
a.
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Using [36, Cor.2.2.24] one may verify that the two definitions coincide : the details shall be left
to the reader. In many cases, both statements and proofs of results concerning the cohomology
of OX-modules carry oververbatimto Oa

X-modules. One sets, as customary :

H•(X,K•) := H•Rπ∗K
• for every objectK• of D+((OX ,mX)

a-Mod).

8.1.84. As an illustration, we consider the following situation, which shall occur in section
9.2. Suppose that :

• f : A→ A′ is a map ofV -algebras, and set :

ϕ := Spec f : X ′ := SpecA′ → X := SpecA.

• t ∈ A is an element which is regular both inA and inA′, and such that the induced
mapA/tA→ A′/tA′ is an isomorphism.
• U ⊂ X is any open subset containingD(t) := {p ∈ X | t /∈ p}, and setU ′ := ϕ−1U .
• F is a quasi-coherentOa

U -module, and setF ′ := ϕ∗
|U ′F , which is a quasi-coherent

Oa
U ′-module.

Then we have natural morphisms ofAa-modules :

(8.1.85) Hq(U,F )→ Hq(U ′,F ′) for everyq ∈ N.

Lemma 8.1.86. In the situation of (8.1.84), suppose moreover thatt is F -regular. Then
(8.1.85)is an isomorphism for everyq > 0, and induces an isomorphism ofA′a-modules :

H0(U,F )⊗A A′ ∼→ H0(U ′,F ′).

Proof. To ease notation, we shall writeϕ instead ofϕ|U ′. To start out, we remark :

Claim8.1.87. (i) Tor
OaU
1 (F ,Oa

U/tO
a
U ) = 0 andTorA

a

1 (H0(U,F ), A/tA) = 0.
(ii) The Oa

U -moduleϕ∗F ′ = F ⊗OaU
ϕ∗Oa

U ′ (resp. theA′a-moduleH0(U,F ) ⊗Aa A′a) is
t-torsion-free.

Proof of the claim.(i): Sincet is regular onOU , we have a short exact sequence :E := (0 →
Oa
U → Oa

U → Oa
U/tO

a
U → 0), and sincet is regular onF , the sequenceE ⊗OaU

F is still exact;

the vanishing ofTor
OaU
1 (F ,Oa

U/tO
a
U ) is an easy consequence. For the second stated vanishing

one argues similarly, using the exact sequence0→ A→ A→ A/tA→ 0.
(ii): Under the current assumptions, the natural mapOU/tOU → ϕ∗(OU ′/tOU ′) is an isomor-

phism, whence a short exact sequence :E ′ := (0 → ϕ∗Oa
U ′ → ϕ∗Oa

U ′ → Oa
U/tO

a
U → 0).

In view of (i), the sequenceE ′ ⊗OaU
F is still exact, soF ⊗OaU

ϕ∗O
a
U ′ is t-torsion-free. An

analogous argument works as well forH0(U,F )⊗Aa A′a. ♦

Claim8.1.88. For everyn > 0, the mapA/tnA→ A′/tnA′ induced byf is an isomorphism.

Proof of the claim.Indeed, sincet is regular on bothA andA′, andA/tA
∼→ A′/tA′, the map of

graded rings⊕n∈NtnA/tn+1A → ⊕n∈NtnA′/tn+1A′ is bijective. Then the claim follows from
[14, Ch.III, §2, n.8, Cor.3]. ♦

Let j : D(t)→ U be the natural open immersion, and set :

F [t−1] := j∗j
∗F ≃ F ⊗OaU

j∗O
a
D(t).

Notice the natural isomorphisms :

(8.1.89) j∗j
∗ϕ∗F

′ ≃ (F ⊗OaU
ϕ∗O

a
U ′)⊗OaU

j∗O
a
D(t) ≃ F [t−1]⊗OaU

ϕ∗O
a
U ′.

Sincet is F -regular, the natural mapF → F [t−1] is a monomorphism, and the same holds
for the corresponding mapϕ∗F ′ → j∗j

∗ϕ∗F ′, in view of claim 8.1.87(ii). Moreover,G :=
F [t−1]/F can be written as the increasing union of its subsheavesAnnG (t

n) (for all n ∈ N);
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hence claim 8.1.88 implies that the natural mapG → G ⊗OaU
ϕ∗Oa

U ′ is an isomorphism. There
follows a ladder of short exact sequences :

(8.1.90)

0 // F //

��

F [t−1] //

��

G // 0

0 // ϕ∗F
′ // F [t−1]⊗OaU

ϕ∗Oa
U ′

// G // 0.

On the other hand, sincej is an affine morphism, we may compute :

Hq(U,F [t−1]) ≃ Hq(U,Rj∗j
∗F ) ≃ Hq(D(t), j∗F ) ≃ 0 for everyq > 0.

Likewise, from (8.1.89) we get :

Hq(U,F [t−1]⊗OaU
ϕ∗O

a
U ′) ≃ 0 for everyq > 0.

Thus, in the commutative diagram :

Hq−1(U,G )
∂ //

∂′

��

Hq(U,F )

��
Hq(U, ϕ∗F )

∼ // Hq(U ′,F ′)

the boundary maps∂ and∂′ are isomorphisms wheneverq > 1, and the right vertical arrow is
(8.1.85), so the assertion follows already for everyq > 1. To deal with the remaining cases with
q = 0 or 1, we look at the ladder of exact cohomology sequences:

0 // H0(U,F )
α //

��

H0(D(t),F )
β //

��

H0(U,G ) // H1(U,F ) //

��

0

0 // H0(U ′,F ′) // H0(D(t),F )⊗Aa A′a β′

// H0(U,G ) // H1(U ′,F ′) // 0

deduced from (8.1.90). On the one hand, we remark that the natural inclusionIm β ⊂ Im β ′

factors as a composition

Im β
ι−→M := A′a ⊗Aa Im β

π−→ Im β ′

whereι is given by the rule :x 7→ 1⊗ x, for all x ∈ Aa∗, andπ is an epimorphism.
On the other hand, the image ofβ is isomorphic toN := Cokerα, and the latter is the

increasing union of its submodulesAnnN(tn) (for all n ∈ N). Again from claim 8.1.88 we
deduce thatM = Im β, henceIm β ′ = Im β, which shows that (8.1.85) is an isomorphism
also forq = 1. By the same token,Ker(α ⊗Aa 1A′a) is the increasing union of itstn-torsion
submodules (for alln ∈ N), since it is a quotient ofTorA

a

1 (Im β,A′a); henceKer(α⊗Aa1A′a) =
0, in view of claim 8.1.87(ii). This easily implies the last assertion forq = 0. �

8.2. Almost pure pairs. Throughout this section, we fix a basic setup(V,m) (see [36,§2.1.1])
and we setS := Spec V ; for everyS-schemeX we may consider the sheafOa

X of almost
algebras onX, and we refer to [36,§5.5] for the definition of quasi-coherentOa

X-modules and
algebras. However, whereas in [36] it was assumed thatm̃ := m ⊗V m is a flatV -module, in
this section the basic setup can be arbitrary, except where it is explicitly said otherwise. This
of course requires some care when quoting from [36]; however, it turns out that – thanks to
the work done in section 8.1 – most of the results in [36] do extendverbatimto the case of a
general setup. The main exception is the theory of the finite and almost finite rank of almost
projective modules, that relies on the existence of a well behaved exterior power functor, which
is available only if the basic setup satisfies some minimal conditions (see (8.1.53)). In any case,
whenever we need to import some theorem from [36], we shall comment on its range of validity.



FOUNDATIONS OFp-ADIC HODGE THEORY 613

We begin with a few complements on sheaves of almost algebras.

Definition 8.2.1. LetX be anS-scheme,A a quasi-coherentOa
X-algebra, andF anA -module

which is quasi-coherent as anOa
X-module.

(i) F is said to be anA -moduleof almost finite type(resp.of almost finite presentation)
if, for every affine open subsetU ⊂ X, theA (U)-moduleF (U) is almost finitely
generated (resp. almost finitely presented).

(ii) F is said to be analmost coherentA -module if it is anA -module of almost finite
type, and for every open subsetU ⊂ X, every quasi-coherentA|U -submodule ofF|U

of almost finite type, is almost finitely presented.
(iii) We say thatF is a torsion-freeOa

X-module if we haveKer b · 1F (U) = 0, for every
affine open subsetU ⊂ X and every regular elementb ∈ OX(U).

(iv) Suppose that the idealm satisfies condition(B) of [36, §2.1.6]. Then we say thatF is
anA -moduleof almost finite rank(resp.of finite rank) if, for every affine open subset
U ⊂ X, the A (U)-moduleF (U) is almost finitely generated projective of almost
finite (resp. of finite) rank.

Remark 8.2.2. In the situation of definition 8.2.1 :
(i) We denote byEndA (F ) theOX-module ofA -linear endomorphisms ofF , defined by

the rule :U 7→ EndA (U)(F (U)) for every open subsetU ⊂ X. It is easily seen thatEndA (F )a

is anA -module.
(ii) Suppose thatF is a flat and almost finitely presentedA -module. Then there exists a

trace morphism
trF/A : EndA (F )→ A

that, on every affine open subsetU ⊂ X, induces the trace morphismtrF (U)A (U) of the almost
finitely generated projectiveA (U)-moduleF (U) (details left to the reader : see [36,§4.1],
which does not depend on any assumption on the basic setup).

Lemma 8.2.3.Let f : Y → X a faithfully flat and quasi-compact morphism ofS-schemes,A
a quasi-coherentOa

X-algebra,F a quasi-coherentA -module. Then :

(i) TheA -moduleF is of almost finite type (resp. of almost finite presentation)if and
only if the same holds for thef ∗A -modulef ∗F .

(ii) Suppose thatm fulfills condition(B). Then theA -moduleF is of almost finite rank
(resp. of finite rank) if and only if the same holds for thef ∗A -modulef ∗F .

(iii) If thef ∗A -modulef ∗F is almost coherent, then the same holds for theA -moduleF .
(iv) Suppose thatm fulfills condition(B), thatX is integral, and thatF is a flatOa

X-module
of almost finite type. ThenF is anOa

X-module of finite rank.

Proof. (i): One reduces easily to the case whereX andY are affine, in which case the assertion
follows from [36, Rem.3.2.26(ii)], which holds for any basic setup.

(ii): It suffices to apply [36, Rem.3.2.26(iii)], and recallthat exterior powers commute with
any base changes : the details shall be left to the reader.

(iii) follows easily from (i).
(iv): Let η be the generic point ofX; notice thatFη is a freeκ(η)a-module of finite rank, and

let r be this rank. From [36, Prop.2.4.19], it follows easily thatF is almost finitely presented.
Moreover, the exterior powers ofF are still flat Oa

X-modules; then ther-th exterior power
vanishes, since it vanishes at the generic point ofX. �

Lemma 8.2.4.LetX be anyS-scheme.
(i) The full subcategoryOa

X-Modacoh of Oa
X-Modqcoh consisting of all almost coher-

ent modules is abelian and closed under extensions. (More precisely, the embedding
Oa
X-Modacoh → Oa

X-Modqcoh is an exact functor.)
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(ii) If X is a coherent scheme, then every quasi-coherentOa
X-module of almost finite pre-

sentation is almost coherent.

Proof. Both assertions are local onX, hence we may assume thatX is affine, sayX = SpecR.
(i): Let f : M → N be a morphism of almost coherentRa-modules. It is clear thatCoker f

is again almost coherent. Moreover,f(M) ⊂ N is almost finitely generated, hence almost
finitely presented; then by [36, Lemma 2.3.18],Ker f is almost finitely generated, and so it is
almost coherent as well. Similarly, using [36, Lemma 2.3.18] one sees thatOa

X-Modacoh is
closed under extensions.

(ii): We sketch the argument and leave the details to the reader. LetM be an almost finitely
presentedRa-module; according to [36, Cor.2.3.13],M can be approximated arbitrarily closely
by a module of the formNa, whereN is a finitely presentedR-module. Likewise, any given
almost finitely generated submoduleM ′ ⊂ M can be approximated by a finitely generated
submoduleN ′ ⊂ N . ThenN ′ is finitely presented, henceM ′ is almost finitely presented, as
claimed. �

Definition 8.2.5. Let X be anS-scheme, andϕ : A → B a morphism of quasi-coherent
Oa
X -algebras.

(i) B is said to be analmost finite(resp. flat, resp. weakly unramified, resp. weakly
étale, resp.unramified, resp.étale) A -algebra if, for every affine open subsetU ⊂ X,
B(U) is an almost finite (resp. flat, resp. weakly unramified, resp.weakly étale, resp.
unramified, resp. étale)A (U)-algebra.

(ii) We define theOX-algebraA!! by the short exact sequence :

m̃⊗V OX → OX ⊕A! → A!! → 0

analogous to [36,§2.2.25]. This agrees with the definition of [36,§3.3.2], correspond-
ing to the basic setup(OX ,mOX) relative to the Zariski topos ofX; in general, this
is not the same as forming the algebraA!! relative to the basic setup(V,m). The rea-
son why we prefer the foregoing version ofA!!, is explained by the following lemma
8.2.18(i).

(iii) For any monomorphismR ⊂ S of quasi-coherentOX-algebras, leti.c.(R,S ) denote
the integral closure ofR in S , which is a quasi-coherentOX-subalgebra ofS .

Suppose thatϕ is a monomorphism. Theintegral closure ofA in B, is theA -
algebrai.c.(A ,B) := i.c.(A!!,B!!)

a (see also [36, Lemma 8.2.28]). In view of lemma
8.2.18(i), this is a well defined quasi-coherentOa

X-algebra. It is characterized as the
uniqueA -subalgebra ofB such that :

i.c.(A ,B)(U) := i.c.(A (U),B(U))

for every affine open subsetU ⊂ X (notation of [36, Def.8.2.27]). We say thatA is
integrally closed inB, if A = i.c.(A ,B). We say thatB is anintegralA -algebra if
i.c.(A ,B) = B.

Remark 8.2.6.LetX be anS-scheme,A → B be a morphism of quasi-coherentOa
X-algebras.

(i) B is an unramifiedA -algebra if and only if, for every affine open subsetU ⊂ X, there
exists an idempotent elementeB(U)/A (U) ∈ (B ⊗A B)(U)∗, uniquely characterized by the
following conditions :

(a) µB/A (eB(U)/A (U)) = 1, whereµB/A : B ⊗A B → B is the multiplication morphism
of theA -algebraB.

(b) eB(U)/A (U) ·KerµB/A (U) = 0

([36, Lemma 3.1.4]). It is easily seen that, onU ′ ⊂ U , the elementeB(U)/A (U) restricts to
eB(U ′)/A (U ′); hence, the system(eB(U)/A (U) | U ⊂ X), for U ranging over all the affine open
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subsets ofX, determines a global section

eB/A ∈ Γ(X,B ⊗A B)∗

which we call thediagonal idempotentof theA -algebraB (see [36,§5.5.4]).
(ii) If B is a flat and almost finitely presentedA -algebra, there exists atrace form

tB/A : B ⊗A B → A

that, on each open affine subsetU ⊂ X, induces the trace formtB(U)/A (U) of [36, §4.1.12]
(details left to the reader).

(iii) Suppose thatB is a flat, unramified and almost finitely presentedA -algebra. Then the
diagonal idempotent and the trace form ofB are related by the identity

tB/A (eB/A · (1⊗ b)) = b = tB/A (eB/A · (b⊗ 1))

for every affine open subsetU ⊂ X and everyb ∈ B(U)∗ ([36, Rem.4.1.17]).
(iv) Suppose thatB is an integralA -algebra, and let alsoR → S be a morphism of

quasi-coherentOX-algebra, such thatS is an integralR-algebra. Then :
(a) S a is an integralRa-algebra. Indeed, we may assume thatX is affine, in which case

the assertion follows from [36, Lemma 8.2.28].
(b) B!! is an integralA!!-algebra. Indeed, by assumption we haveB = i.c.(A!!,B!!)

a,
whence by adjunction, a morphism ofA!!-algebrasB!! → i.c.(A!!,B!!), which must be
the identity map.

Thus,B is an integralA -algebra if and only ifB!! is an integralA!!-algebra.

Proposition 8.2.7. Suppose that the idealm fulfills condition(B) of [36, §2.1.6]. LetX be
a quasi-compactS-scheme,A a quasi-coherentOa

X-algebra, andB a flat A -algebra that is
almost finitely presented as anA -module. ThenB(X) is an integralA (X)-algebra.

Proof. For everyb ∈ B(X)∗ and everyi ∈ N, set :

ci(b) := trΛi
A

B/A (ΛiA (b1B)) ∈ A (X)

(see remark 8.2.2(ii)). In view of [36, Lemma 8.2.28], it suffices to show

Claim8.2.8. For everyb ∈ B(X)∗ anda ∈ m, there existsn ∈ N such that :
(i) ci(ab) = 0 for everyi > n.
(ii)

∑n
i=0(ab)

i+1 · cn−i(ab) = 0.

Proof of the claim. SinceX admits a finite affine covering, and since the trace morphism
commutes with arbitrary base changes, we are easily reducedto the case whereX is affine. In
this case, setA := A (X) andB := B(X); thenB is an almost finitely generated projective
A-algebra, and there existsn ∈ N such thata1B factors throughA-linear mapsu : B → A⊕n

andv : A⊕n → B ([36, Lemma 2.4.15]). Thus,ab1B = v ◦ (u ◦ b1B), and we get :

ci(ab) = trΛiAA⊕n/A(Λ
i
A(u ◦ b1B ◦ v)) for everyi ∈ N

([36, Lemma 4.1.2(i)]), from which (i) already follows. By the same token, we also obtain :

χ :=
n∑

i=0

(u ◦ b1B ◦ v)i · ci(ab) = 0

([36, Prop.4.4.30]). However, the left-hand side of the identity of (ii) is none else thanv ◦ χ ◦
(u ◦ b1B); whence the claim. �

The following lemma generalizes [36, Cor. 4.4.31].

Lemma 8.2.9.LetA be aV a-algebra,B ⊂ A aV a-subalgebra,P an almost finitely generated
projectiveA-module, andϕ anA-linear endomorphism ofP . Suppose that :
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(a) B is integrally closed inA.
(b) ϕ is integral overB∗.

Then we have :

(i) trP/A(ϕ) ∈ B∗.
(ii) If m fulfills condition(B) of [36, §2.1.6], thendet(1P + Tϕ) ∈ B∗[[T ]].

Proof. For the meaning of assumption (b), see the proof of [36, Cor. 4.4.31].
(i): For everyε ∈ m we may find a freeA-moduleL of finite rank, andA-linear morphisms

u : P → L, v : L→ P such thatv ◦ u = ε1P ([36, Lemma 2.4.15]). It follows that

trL/A(u ◦ ϕ ◦ v) = trP/A(ϕ ◦ v ◦ u) = ε · trP/A(ϕ)

([36, Lemma 4.1.2]). On the other hand, say that the polynomial T n +
∑n−1

j=0 bjT
j ∈ B∗[T ]

annihilatesϕ; it is easily seen thatT n +
∑n−1

j=0 bjε
n−jT j annihilatesu ◦ ϕ ◦ v, so the latter is

integral overB∗ as well, and therefore its trace lies inB∗ ([36, Cor.4.4.31 and Rem.8.2.30(i)]).
Summing up, we have shown thatε · trP/A(ϕ) ∈ B∗ for everyε ∈ m, whence the contention.

(ii): Recall thatdet(1P + Tϕ) is the power series in the variableT , whose coefficient in
degreei is the trace ofΛiAϕ onΛiAP : see [36,§4.3.1,§4.3.3].

Claim 8.2.10. Let Q be another almost finitely generated projectiveA-module,ψ be an endo-
morphism ofP that is also integral overB∗. Then the endomorphismϕ ⊗A ψ of P ⊗A Q is
integral overB∗.

Proof of the claim.The tensor product defines a map of unitary associativeB∗-algebras

EndA(P )⊗B∗ EndA(Q)→ EndA(P ⊗A Q).
By assumption, the subalgebraB∗[ϕ] ⊂ EndA(P ) is finite overB∗, and similarly forB∗[ψ] ⊂
EndA(Q). Hence, the same holds for the image ofB∗[ϕ]⊗B∗ B∗[ψ] in EndA(P ⊗AQ), whence
the claim. ♦

It follows easily from claim 8.2.10, that the endomorphismΛiAϕ of ΛiAP is integral overB∗.
Hence, we may replaceP by ΛiAP , and reduce to showing that the trace ofϕ lies inB∗, which
is known, by (i). �

Lemma 8.2.11.Letj : U → X be an open quasi-compact immersion ofS-schemes,B a quasi-
coherentOa

U -algebra,A a quasi-coherentOa
X-algebra, andj∗A → B an étale morphism.

Then the induced morphism

A → j∗j
∗A → j∗B

is flat if and only if it isétale.

Proof. (i): It suffices to show thatj∗B admits a diagonal idempotent as in remark 8.2.6(i). To
this aim, let us remark more generally :

Claim 8.2.12. Let f : Y → X be a quasi-compact and quasi-separated morphism,F a flat
quasi-coherentA -module, andG anf ∗A -module, quasi-coherent as anOa

Y -module. Then the
natural map

F ⊗A f∗G → f∗(f
∗F ⊗f∗A G )

is an isomorphism.

Proof of the claim.This is proved just as forOX -modules. Namely, one reduces easily to the
case whereX is affine, and one needs to check that the natural map

F (X)⊗A (X) G (Y )→ (f ∗F ⊗f∗A G )(Y )
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is an isomorphism. However, by assumptionY can be covered by finitely many affine open
subsetsU1, . . . , Un, and the intersectionUij := Ui ∩ Uj is still affine, for everyi, j = 1, . . . , n.
Sincef ∗F , G andf ∗A are quasi-coherentOa

Y -modules, the natural map

F (X)⊗A (X) G (Uij)→ (f ∗F ⊗f∗A G )(Uij)

is an isomorphism, for everyi, j = 1, . . . , n. Then we get :

(f ∗F ⊗A G )(Y ) = Ker(
∏n

i=1 F (X)⊗A (X) G (Ui)
//
//
∏n

i,j=1 F (X)⊗A (X) G (Uij))

=F (X)⊗A (X) Ker(
∏n

i=1 G (Ui)
//
//
∏n

i,j=1 G (Uij))

(sinceF (X) is a flatA (X)-module) whence the claim. ♦

Now, setR := B ⊗j∗A B; sincej is quasi-compact andj∗B is a flatA -algebra, claim
8.2.12 implies that the natural morphism :

j∗B ⊗A j∗B → j∗R

is an isomorphism. Especially, the diagonal idempotent ofB extends to a global section of
j∗B ⊗A j∗B, and the assertion follows. �

The criterion of lemma 8.2.11 has limited usefulness, sinceit is not usually known a priori
thatj∗B is a flatA -algebra. In several situations, one can however apply the following variant.

Proposition 8.2.13.Let X be anS-scheme,j : U → X a quasi-compact open immersion,
A → B a morphism of quasi-coherentOa

X-algebras, and suppose that :
(a) The units of adjunctionA → j∗j

∗A andB → j∗j
∗B are monomorphisms.

(b) A is integrally closed inj∗j∗A , andB is an integralA -algebra.
(c) j∗B is anétalej∗A -algebra and an almost finitely presentedj∗A -module.
(d) The diagonal idempotentej∗B/j∗A is a global section of the subalgebra

Im(B ⊗A B → j∗j
∗(B ⊗A B)).

ThenB is anétaleA -algebra and an almost finitely presentedA -module.

Proof. We may assume thatX is affine. Under our assumptions, the restriction mapA (X)∗ →
A (U)∗ is injective, and its image is integrally closed inA (U)∗ ([36, Rem.8.2.30]); moreover,
B(X)!! is an integralA (X)!!-algebra (remark 8.2.6(iv)). In view of lemma 8.2.9(i), we deduce
a commutative diagram

(8.2.14)

B ⊗A B
t //

��

A

��
j∗j

∗(B ⊗A B)
j∗(tj∗B/j∗A )

// j∗j
∗A

whose vertical arrows are the units of adjunctions, and where t is a uniquely determinedA -
bilinear form. Then we are reduced to showing :

Claim 8.2.15. Let j : U → X be as in the proposition, andA → B a morphism of quasi-
coherentOa

X -algebras fulfilling conditions (a), (c), (d) of the proposition, and such that there
exists a bilinear formt making commute diagram 8.2.14. ThenB is an étaleA -algebra and an
almost finitely presentedA -module.

Proof of the claim.The proof proceeds by a familiar argument (seee.g.the proof of [36, Claim
3.5.33]). Namely, for a givenε ∈ m, we can write

ε · ej∗B/j∗A =

m∑

j=1

aj ⊗ bj whereaj, bj ∈ B(X)∗ for everyj = 1, . . . , m.



618 OFER GABBER AND LORENZO RAMERO

In light of remark 8.2.6(iii), we deduce

ε · a =

m∑

j=1

t(a⊗ aj) · bj for everya ∈ B(X)∗.

Indeed, the identity holds after restriction toU , and assumption (a) implies that the restriction

mapB(X)∗ → B(U)∗ is injective. We may then defineA -linear maps :B
ϕ−→ A ⊕m ψ−→ B by

the rules :

ϕ(a) := (t(a⊗ a1), . . . , t(a⊗ am)) ψ(s1, . . . , sm) :=

m∑

j=1

sjbj

for every open subsetU ⊂ X, everya ∈ B(U)∗, and everys1, . . . , sm ∈ A (U)∗. Thus we
haveψ ◦ϕ = ε1B, and sinceε is arbitrary, this already proves thatB is anA -module of almost
finite type, so we may apply [36, Lemma 2.4.15 and Prop.2.4.18(i)] to deduce thatB is a flat
and almost finitely presentedA -module. Now, assumption (a) and claim 8.2.12 imply that the
horizontal arrows of the induced diagram

B ⊗A B //

µB/A

��

j∗j
∗(B ⊗A B)

j∗j∗µB/A

��

B // j∗j
∗B

are monomorphisms. From the characterization of remark 8.2.6(i), it follows easily that the
sectionej∗B/j∗A is the diagonal idempotent for the morphismA → B, soB is an unramified
A -algebra, and the proof is concluded. �

Corollary 8.2.16. Let X be anS-scheme,j : U → X a quasi-compact open immersion,
A → B a morphism of quasi-coherentOa

U -algebras, and suppose that :

(a) B is anétaleA -algebra and an almost finitely presentedA -module.
(b) The diagonal idempotenteB/A is a global section of the subalgebra

Im((j∗B)⊗j∗A (j∗B)→ j∗(B ⊗A B)).

Thenj∗B is anétalej∗A -algebra and an almost finitely presentedj∗A -module.

Proof. Indeed, the induced morphismj∗A → j∗B fulfills conditions (a), (c) and (d) of propo-
sition 8.2.13, and diagram 8.2.14 trivially commutes witht := j∗(tB/A ), so the corollary follow
from claim 8.2.15. �

Using lemma 8.2.9 we can also relax one assumption in [36, Prop.8.2.31(i)]; namely, we have
the following :

Proposition 8.2.17.LetA ⊂ B be a pair ofV a-algebras, such thatA = i.c.(A,B). Then, for
everyétale almost finite projectiveA-algebraA1 we haveA1 = i.c.(A1, A1 ⊗A B).

Proof. SetB1 := A1 ⊗A B, and suppose thatx ∈ B1∗ is integral overA1∗. Let e ∈ (A1 ⊗A
A1)∗ be the diagonal idempotent of the unramifiedA-algebraA1; for givenε1, ε2, ε3 ∈ m we
write ε1 · e =

∑k
j=1 ci ⊗ di for someci, di ∈ A1∗. According to remark 8.2.6(iii) and [36,

Prop.4.1.8(ii)], we have
∑k

j=1 ci · TrB1/B(xdi) = ε · x. On the other hand,ε2 · x andε3 · di are
integral overA∗ (by [36, Lemma 5.1.13(i)], which holds for arbitrary basic setups); then lemma
8.2.9(i) implies thatTrB1/B(ε2ε3 · xdi) ∈ A∗ for everyi = 1, . . . , k. Henceε1ε2ε3 · x ∈ A1∗,
and sinceε1, ε2, ε3 are arbitrary, the assertion follows. �

Lemma 8.2.18.LetX be anS-scheme,A a quasi-coherentOa
X -algebra. We have :
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(i) A!! is a quasi-coherentOX-algebra, and ifA is almost finite, thenA!! is an integral
OX-algebra (see definition8.2.5(i,ii)).

(ii) Let f : Y → X a faithfully flat and quasi-compact morphism. ThenA is an étale
(resp. weaklýetale, resp. weakly unramified)Oa

X-algebra if and only iff ∗A is anétale
(resp. weaklýetale, resp. weakly unramified)Oa

Y -algebra.
(iii) Suppose thatX is integral andA is a weaklyétaleOa

X-algebra. Letη ∈ X be the
generic point; thenA is anétaleOa

X-algebra if and only ifAη is anétaleOa
X,η-algebra.

(iv) Suppose thatX is normal and irreducible, andA is integral, torsion-free and unrami-
fied overOa

X . ThenA is étale overOa
X , and almost finitely presented as anOa

X-module.
(v) Letj : X → Y be an open quasi-compact immersion ofS-schemes, withY normal and

irreducible, and such thatj∗OX = OY , and suppose thatA is integral and torsion-free
overOa

X . Thenj∗A is an integralOa
Y -algebra.

Proof. (i): First of all, A! is a quasi-coherentOX-module ([36,§5.5.4]), hence the same holds
for A!!. It remains to show that, ifA is almost finite, thenA!!(U) = A (U)!! is an integral
OX(U)-algebra for every affine open subsetU ⊂ X. SinceA (U)!! = OX(U) + mA (U)!!, we
need only show that every element ofmA (U)!! is integral overOX(U). However, by adjunction
we deduce a map :

A (U)!! → AU := Oa
X(U)∗ + mA (U)∗

whose kernel is annihilated bym, and according to [36, Lemma 5.1.13(i)],AU is integral
overOa

X(U)∗. Let a ∈ mA (U)!! be any element, anda its image inmA (U)∗; we can then
find b0, . . . , bn ∈ OX(U)∗ such thatan+1 +

∑n
i=0 bia

i = 0 in AU . It follows that (εa)n+1 +∑n
i=0 ε

n+1−ibi(εa)
i = 0 in A (U)!!, for everyε ∈ m. Sinceεn+1−ibi lies in the image ofOX(U)

for everyi ≤ n, the claim follows easily.
(ii): One reduces easily to the case whereX andY are affine, in which case the assertion

follows from [36,§3.4.1].
(iii): Let U ⊂ X be any affine open subset; by assumptionA (U) is flat over the almost ring

B := A (U)⊗OaX (U) A (U), andA (U)⊗OaX(U) κ(η)
a is almost projective overB ⊗OaX (U) κ(η)

a.
Then the assertion follows from [36, Prop.2.4.19].

(iv): Let η ∈ X be the generic point. We begin with the following :

Claim 8.2.19. Suppose thatV = m (the “classical limit” case of [36, Ex.2.1.2(ii)]), and let
f : A→ B be a local homomorphism of local rings. Then :

(i) fa is weakly étale if and only iff extends to an isomorphism of strict henselizations
Ash → Bsh.

(ii) Especially, ifA is a field andfa is weakly étale, thenB is a separable algebraic exten-
sion ofA.

Proof of the claim.(i): In the classical limit case, a weakly étale morphism isthe same as an
“absolutely flat” map as defined in [66]; then the assertion isnone else than [66, Th.5.2].

(ii): If A is a field,Ash is a separable closure ofA; hence (i) implies thatB is a subring of
Ash, hence it is a subfield ofAsh. ♦

Claim 8.2.20. Suppose thatV = m. LetA be a field andf : A → B a ring homomorphism
such thatfa is weakly étale. Then :

(i) Every finitely generatedA-subalgebra ofB is finite étale overA (that is, in the
usual sense of [33, Ch.IV,§17]).

(ii) fa is étale if and only iff is étale (in the usual sense of [33]).

Proof of the claim.(i): It follows from claim 8.2.19(ii) thatB is reduced of Krull dimension0,
and all its residue fields are separable algebraic extensions ofA. We consider first the case of a
monogenic extensionC := A[b] ⊂ B. For every prime idealp ⊂ B, let bp be the image ofb in
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Bp; then for every suchp we may find an irreducible separable monic polynomialPp(T ) ∈ A[T ]
with Pp(bp) = 0. This identity persists in an open neighborhoodUp ⊂ SpecB of p, and finitely
many suchUp suffice to coverSpecB. Thus, we find finitely manyPp1(T ), . . . , Ppk(T ) such
that

∏k
i=1 Ppi(b) = 0 holds inB, and after omitting repetitions, we may assume that all these

polynomials are distinct. SinceC is a quotient of the separableA-algebraA[T ]/(
∏k

i=1 Ppi(T )),
the claim follows in this case. In the general case, we may writeC = A[b1, . . . , bn] for certain
b1, . . . , bn ∈ B. ThenSpecC is a reduced closed subscheme ofSpecA[b1] ×SpecA · · · ×SpecA

SpecA[bn]; by the foregoing, the latter is étale overSpecA, hence the same holds forSpecC.
(ii): We may assume thatfa is étale, and we have to show thatf is étale,i.e. thatB is

a finitely generatedA-module. Hence, leteB/A ∈ B ⊗A B be the diagonal idempotent (see
remark 8.2.6(i)); we choose a finitely generatedA-subalgebraC ⊂ B such thateB/A is the
image of an elemente′ ∈ C⊗AC. Notice that1− e′ lies in the kernel of the multiplication map
µC/A : C ⊗A C → C. By (i), the morphismA→ C is étale, hence it admits as well a diagonal
idempotenteC/A ∈ C ⊗A C; on the other hand, [36, Lemma 3.1.2(v)] says thatBa is étale over
Ca, especiallyB is a flatC-algebra, hence the natural mapC ⊗A C → B ⊗A B is injective.
Since1− eC/A lies in the kernel of the multiplication mapµB/A : B ⊗A B → B, we have :

eB/A(1− eC/A) = 0 = eC/A(1− e′) = eC/A(1− eB/A)
from which it follows easily thateB/A = eC/A. Moreover, the induced morphismSpecB →
SpecC has dense image, so it must be surjective, sinceSpecC is a discrete finite set; therefore
B is even a faithfully flatC-algebra. LetJ := Ker(B ⊗A B → B ⊗C B); thenJ is the ideal
generated by all elements of the form1 ⊗ c − c ⊗ 1, wherec ∈ C; clearly this is the same as
the extension of the idealIC/A := KerµC/A. However,IC/A is generated by the idempotent
1 − eC/A ([36, Cor.3.1.9]), and consequentlyJ is generated by1 − eB/A, i.e. J = KerµB/A.
So finally, the multiplication mapµB/C : B ⊗C B → B is an isomorphism, with inverse given
by the mapB → B ⊗C B : b 7→ b ⊗ 1. The latter is of the formj ⊗C 1B, wherej : C → B
is the natural inclusion map. By faithfully flat descent we conclude thatC = B, whence the
claim. ♦

Next, we remark thatAη is a finitely presentedOa
X,η-module. Indeed, sinceK := OX,η is a

field, we have eithermK = 0, in which case the category ofKa-modules is trivial and there is
nothing to show, or elsemK = K. So we may assume that we are in the “classical limit” case,
and then the assertion follows from claim 8.2.20(ii).

Now, setB := A ⊗OaX
A , and letj : X(η) → X be the natural morphism; sinceX is

normal andA is torsion-free, the units of adjunctionOa
X → j∗j

∗OX(η) andA → j∗j
∗A are

monomorphisms. SinceA is unramified overOa
X , the diagonal idempotent ofj∗A lies in the

image of the restriction mapB(X)∗ → Bη∗. In view of these observations, an easy inspection
shows that the proof of proposition 8.2.13 carries oververbatimto the current situation, and
yields assertion (iv).

(v): Let T ⊂ A!! be the maximal torsionOX-subsheaf, and setB := A!!/T . ThenB is
an integral, torsion-freeOX-algebra, by remark 8.2.6(iv), andBa ≃ A , hence(j∗B)a ≃ j∗A .
Let η ∈ Y be the generic point; in light of remark 8.2.6(iv), it then suffices to show :

Claim8.2.21. Under the assumptions of (v), letR be an integral quasi-coherent and torsion-free
OX -algebra. Thenj∗R is an integralOY -algebra.

Proof of the claim.Let us writeRη as the filtered union of the family(Rλ | λ ∈ Λ) of its finite
OY,η-subalgebras, and for everyλ ∈ Λ, let Rλ ⊂ R be the quasi-coherentOX-subalgebra such
thatRλ(V ) = Rλ ∩ R(V ) for every non-empty open subsetV ⊂ X. ThenR is the filtered
colimit of the family(Rλ | λ ∈ Λ), and clearly it suffices to show the claim for everyRλ. We
may thus assume from start thatRη is a finiteOY,η-algebra. LetRν be the integral closure
of R, i.e. the quasi-coherentOX-algebra such thatRν(V ) is the integral closure ofR(V ) in
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Rη, for every non empty affine open subsetV ⊂ X. Clearly it suffices to show thatj∗Rν is
integral, hence we may replaceR by Rν and assume from start thatR is integrally closed. In
this case, for every non-empty open subsetV ⊂ X the restriction mapR(V ) → Rη induces a
bijection between the idempotents ofR(V ) and those ofRη. Especially,R(X) admits finitely
many idempotents, and moreover we have a natural decomposition R = R1 × · · · × Rk,
as a product ofOX -algebras, such thatRi,η is a field for everyi ≤ k. It then suffices to
show the claim for everyj∗Ri, and then we may assume throughout thatRη is a field. Up to
replacingR by its normalization in a finite extension ofRη, we may even assume thatRη is
a finite normal extension ofOY,η. Hence, letV ⊂ Y be any non-empty affine open subset,
anda ∈ R(X ∩ V ) any element. LetP (T ) be the minimal polynomial ofa over the field
OY,η; we have to show that the coefficients ofP (T ) lie in OY (V ) = OX(X ∩V ), and sinceY is
normal, it suffices to prove that these coefficients are integral overOX(W ), for every non-empty
affine open subsetW ⊂ X ∩ V . However, sinceRη is normal overOY,η, such coefficients can
be written as some elementary symmetric polynomials of the conjugates ofa in Rη. Hence,
we come down to showing that the conjugates ofa are still integral overOX(W ). The latter
assertion is clear: indeed, ifQ(T ) ∈ OX(W )[T ] is a monic polynomial withQ(a) = 0, then we
have alsoQ(a′) = 0 for every conjugatea′ of a. �

Proposition 8.2.22.LetX be a quasi-compact and quasi-separatedS-scheme,j : U → X a
quasi-compact open immersion, andA a quasi-coherentOa

U -algebra, almost finitely presented
as anOa

U -module. Then for every finitely generated subidealm0 ⊂ m, there exists a quasi-
coherentOX-algebraB, finitely presented as anOX-module, and a morphismBa

|U → A of
Oa
U -algebras, whose kernel and cokernel are annihilated bym0.

Proof. SetC := i.c.(Oa
X , j∗A ); thenC is a quasi-coherentOa

X-algebra, andC|U = A , by
lemma 8.2.18(i). According to proposition 5.2.19, we may write C!! as the colimit of a filtered
family (Fi | i ∈ I) of finitely presented quasi-coherentOX -modules. Pick a finitely generated
subidealm1 ⊂ m such thatm0 ⊂ m2

1; for every affine open subsetU ′ ⊂ U , we may findi ∈ I
such thatm1 · A!!(U

′) ⊂ Im(Fi(U
′) → A!!(U

′)), and sinceU is quasi-compact, finitely many
such open subsets coverU ; hence, we may findi ∈ I such thatm1 ·A!! ⊂ Im(Fi|U → A!!); we
setF := Fi, and letϕ : G := Sym•

OX
F → C!! be the induced morphism of quasi-coherentOX-

algebras. Notice thatG is finitely presented as anOX -algebra. Using again proposition 5.2.19
(or [26, Ch.I, Cor.9.4.9]) we may writeKerϕ as the colimit of a filtered family(Kλ | λ ∈ Λ) of
quasi-coherentOX-submodules of finite type. For any affine open subsetU ′ ⊂ X, letf1, . . . , fn
be a finite set of generators ofF (U ′); we may find monic polynomialsP1(T ), . . . , Pn(T ) with
coefficients inOX(U ′) such thatPi(ϕ(fi)) = 0 in C (U ′)!!, for everyi ≤ n. Letλ ∈ Λ be chosen
large enough, so thatPi(fi) ∈ Kλ(U

′) for everyi ≤ n, and for everyU ′ in a finite affine open
covering ofX. Let alsoK ′

λ ⊂ G be the ideal generated byKλ; thenG ′ := G /K ′
λ is an integral

OX-algebra of finite presentation, hence it is finitely presented as anOX-module, in view of
claim 5.7.8. Clearlyϕ|U descends to a mapϕ′ : G ′

|U → A!!, whose cokernel is annihilated by
m1, and by [36, Claim 2.3.12 and the proof of Cor.2.3.13] we may find, for every affine open
subsetU ′ ⊂ U , a finitely generated submoduleKU ′ ⊂ Ker (ϕ′

U ′ : G ′(U ′) → A (U ′)!!) such
thatm2

1 · Kerϕ′
U ′ ⊂ KU ′. Another invocation of proposition 5.2.19 ensures the existence of a

quasi-coherentOX-submodule of finite typeJ ⊂ Kerϕ such thatKU ′ ⊂J (U ′) for all theU ′

of a finite covering ofU ; theOX-algebraB := G ′/J · G ′ fulfills the required conditions. �

8.2.23. Let(Xi | i ∈ I) be a filtered system of quasi-compact and quasi-separatedS-schemes,
with affine transition morphismshϕ : Xj → Xi, for every morphismϕ : j → i in I. Let also
Ui ⊂ Xi be a quasi-compact open subset, for everyi ∈ I, such thatUj = h−1

ϕ Ui for every
ϕ : j → i in I. Set

X := lim
i∈I

Xi U := lim
i∈I

Ui.
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and denote byhi : U → Xi the natural morphism, for everyi ∈ I.

Corollary 8.2.24. In the situation of(8.2.23), let A be any flat almost finitely presentedOa
U -

algebra. Then, for everyb ∈ m there existsi ∈ I, a quasi-coherentOXi-algebraR, finitely
presented as aOXi-module, and a map ofOa

U -algebrasf : h∗iR
a → A such that :

(i) Ker f andCoker f are annihilated byb.
(ii) For everyx ∈ Ui, the mapb · 1R,x : Rx → Rx factors through a freeOUi,x-module.

Proof. From [32, Ch.IV, Th.8.3.11] it is easily seen thatX is a quasi-compact and quasi-
separatedS-scheme, andU is a quasi-compact open subset ofX. Pick a subidealm1 such
thatb ∈ m4

1, and suppose thatb1, b2, b3, b4 ∈ m1 are any four elements; according to proposition
8.2.22, we may find a quasi-coherentOX-algebraB, finitely presented as anOX -module, and
a morphismg : Ba

|U → A of Oa
U -algebras whose kernel and cokernel are annihilated bym1.

By standard arguments we deduce that, for everyx ∈ U , the mapb1b2 · 1aB,x : Ba
x → Ba

x

factors throughAx. On the other hand, [36, Lemma 2.4.15] says thatb3 · 1A ,x factors through
a freeOa

U,x-moduleF , and thereforeb1b2b3 · 1aB,x factors throughF as well. Finally, this im-
plies thatb1b2b3b4 · 1B,x factors throughO⊕m

U,x for somem ∈ N. Now, we haveb =
∑n

j=1 cj
for somec1, . . . , cn ∈ m that can be written as products of four elements ofm1; for each such
summandcj , the foregoing shows that there existsmj ∈ N and mapsuj : Bx → O

⊕mj
U,x and

vj : O
⊕mj
U,x → Bx, with vj ◦ uj = cj · 1B,x. Setm :=

∑n
j=1mj , and definev : Bx → O⊕m

U,x and
u : O⊕m

U,x → Bx by the rules :

t 7→ (u1(t), . . . , un(t)) (s1, . . . , sn) 7→
n∑

j=1

vj(sj)

for everyt ∈ Bx and everysj ∈ O
⊕mj
U,x (j = 1, . . . , n); it is easily seen thatv◦u = b·1Bx. Since

B is finitely presented, such factorization extends to some affine open neighborhoodV of x in
U , and sinceU is quasi-compact, finitely many such open subsets suffice to coverU . It follows
easily (see [32, Ch.IV, Th.8.5.2]) that, fori ∈ I large enough,B descends to a quasi-coherent
OXi-algebraR, finitely presented as anOXi-module, and such that (ii) holds. �

Henceforth, and until the end of this section,we assume thatm fulfills condition(B).

Definition 8.2.25. LetX be anS-scheme,Z ⊂ X a closed subscheme such thatU := X\Z is
a dense subset ofX, and denote byj : U → X the open immersion.

(i) We say that the pair(X,Z) is almost pureif the restriction functor

(8.2.26) Oa
X-Étfr → Oa

U -Étfr : A 7→ A|U

from the category of étaleOa
X-algebras of finite rank, to the category of étaleOa

U -
algebras of finite rank, is an equivalence.

(ii) We say that the pair(X,Z) is normalif Z is a constructible subset ofX, and the natural
mapOa

X → j∗Oa
U is a monomorphism, whose image is integrally closed inj∗Oa

U .

Remark 8.2.27.Let (X,Z) be a pair as in definition 8.2.25, whereZ is a constructible subset
of X, and setU := X\Z.

(i) Consider the following conditions:

(a) OX,z is a normal domain, for everyz ∈ Z.
(b) the natural mapOX → j∗OU is a monomorphism, andOX = i.c.(OX , j∗OU).
(c) The pair(X,Z) is normal.

Then (a)⇒(b), since(j∗OU)z = OX(z)(U ∩X(z)) for everyz ∈ Z. Also, (b)⇒(c), by virtue of
[36, Lemma 8.2.28].
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(ii) Let A be a quasi-coherentOa
U -algebra. Thenj∗A!! is a quasi-coherentOX-algebra ([26,

Ch.I, Prop.9.4.2(i)] and lemma 8.2.18(i)), hence the integral closureA ν of the image ofOa
X

in j∗A is a well defined quasi-coherentOa
X-algebra ([36, Lemma 8.2.28]). We callA ν the

normalizationof A overX.
(iii) Let (X,Z) be any normal pair, andU ⊂ X any open subset. Directly from the definition,

we see that(U,Z ∩ U) is still a normal pair.

Lemma 8.2.28.Let (X,Z) be a normal pair as in definition8.2.25(ii), and setU := X\Z. Let
A be anétaleOa

U -algebra and an almost finitely presentedOa
U -module (resp. and anOa

U -module
of finite rank). The following conditions are equivalent :

(a) The normalizationA ν of A overX (see remark8.2.27(ii)) is a weakly unramified
Oa
X-algebra.

(b) A ν is anétaleOa
X-algebra, and an almost finitely presentedOa

X-module (resp. and an
Oa
X-module of finite rank).

Proof. Obviously (b)⇒(a), hence suppose that (a) holds, and letB := A ν ⊗OaX
A ν . We may

assume thatX is affine, and we set

A := A ν(X) B := B(X).

By assumption, the multiplication morphismµ : B → A ν is flat, especiallyA is a flatB-
module. Let alsoB′ be the image ofB in B(U); clearlyµ(X) : B → A factors through an
epimorphismµ′ : B′ → A, thereforeA = A⊗B B′, soA is also a flatB′-module. Pick a finite
coveringU = U1 ∪ · · · ∪ Uk consisting of affine open subsets ofU . The induced morphism

B′ → B(U1)× · · · ×B(Uk)

is a monomorphism. On the other hand, notice thatA ⊗B′ B(Ui) = A (Ui) is an almost
finitely presentedB(Ui)-module. It follows thatA is an almost finitely generated projective
B′-module ([36, Prop. 2.4.18 and 2.4.19]), and therefore the kernel ofµ′ is generated by an
idempotente ∈ B′

∗ ([36, Rem. 3.1.8]). A simple inspection shows thate is necessarily the
diagonal idempotent of the unramifiedOa

U -algebraA . Then all the assumptions of proposition
8.2.13 are fulfilled, soA ν is an étaleOa

X-algebra, and an almost finitely presentedOa
X-module.

Lastly, suppose thatA is anOa
U -module of finite rank, and pickr ∈ N such that, for every

i = 1, . . . , k, ther-th exterior power of theOa
U (Ui)-moduleA (U) = A⊗OaX (X)O

a
U (Ui) vanishes.

Since the induced morphismOa
X → Oa

U (U1) × · · · × Oa
U (U1) is a monomorphism, andA is a

flat Oa
X-module, we deduce that ther-th exterior power ofA vanishes as well. Especially,A ν

is anOa
X-module of finite rank. �

Lemma 8.2.29.Let (X,Z) be a normal pair,j : X\Z → X the open immersion,B anyétale
almost finitely presentedOa

X-algebra, andZ ′ ⊂ Z any constructible closed subset. We have :

(i) The natural mapB → j∗j
∗B factors through an isomorphismB

∼→ (j∗B)ν .
(ii) The restriction functor(8.2.26)is fully faithful.

(iii) The pair(X,Z ′) is normal, and if the pair(X,Z) is almost pure, the same holds for
(X,Z ′).

Proof. (i): SetU := X \Z andA := B|U ; the natural mapB → j∗A factors through a
morphismϕ : B → A ν of Oa

X-algebras (lemma 8.2.18(i) and remark 8.2.6(iv)). Fixz ∈ Z,
and setR := Oa

X,z, R
′ := (j∗Oa

X)z. It follows that the stalkBz is an étaleR-algebra. Notice
that(j∗A )z = R′⊗RBz, thereforeϕ is a monomorphism. Moreover, sinceB is also an almost
finitely presentedOa

X-module, we have

Bz = i.c.(Bz, R
′ ⊗R Bz) A ν

z = i.c.(R,R′ ⊗R Bz)
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(proposition 8.2.17). On the other hand,Bz is an integralR-algebra, thereforeBz = A ν
z , and

sincez is arbitrary, we conclude thatϕ is an isomorphism, as asserted.
(ii): Let B1 andB2 be two étale almost finitely presentedOa

X-algebra, setAi := B
i|U for

i = 1, 2, and letψ : A1 → A2 be any morphism ofOa
U -algebras; by (i),ψ extends uniquely to a

morphismψν : B1 = A ν
1 → A ν

2 = B2 of Oa
X-algebras, whence the contention.

(iii): Set U ′ := X \Z ′ and letj′ : U ′ → X be the open immersion; the natural morphism
Oa
X → j∗OU factors through the morphismOa

X → j′∗OU ′, so the latter is a monomorphism. In
order to show that(X,Z ′) is normal, it then suffices to check that the image ofOa

X is integrally
closed inj′∗O

a
U ′ , and sinceOa

X is integrally closed inj∗Oa
U , we are reduced to proving that the

natural morphismj′∗O
a
U ′ → j∗Oa

U is a monomorphism. However, letV ⊂ X be any affine
open subset, and writeU ′ ∩ V = V1 ∩ · · · ∩ Vn for certain affine open subsetsV1, . . . , Vn of
X; by assumption, the restriction mapOa

X(Vi) → Oa
X(U ∩ Vi) is a monomorphism for every

i = 1, . . . , n, so the same holds for the restriction mapOa
X(U

′ ∩ V )→ Oa
X(U ∩ V ), whence the

assertion.
Lastly, suppose that(X,Z) is almost pure; in view of (ii), in order to check that(X,Z ′)

is almost pure, it suffices to show that every étaleOa
U ′-algebraA of finite rank extends to an

étaleOa
X -algebra of finite rank. However, the assumption implies that A|U extends to anOa

X-
algebraB as sought, and since(X \Z ′, Z\Z ′) is normal (remark 8.2.27(iii)), (ii) says that the
isomorphismB|U

∼→ A extends to an isomorphismB|U ′
∼→ A , i.e. B is an extension ofA ,

as required. �

Proposition 8.2.30.Let (X,Z) be a normal pair, and setU := X \Z. Then the following
conditions are equivalent :

(a) The pair(X,Z) is almost pure.
(b) For everyétaleOa

U -algebraA of finite rank, the normalizationA ν of A overX is an
étaleOa

X -algebra of finite rank (see definition8.2.5(iii) and remark8.2.27(ii)).
(c) For everyétaleOa

U -algebraA of finite rank,A ν is a weakly unramifiedOa
X-algebra.

(d) EveryétaleOa
U -algebraA of finite rank extends to ańetale almost finiteOa

X-algebra.

Proof. The equivalence (a)⇔(b) is already clear from lemma 8.2.29.
Next, clearly (b)⇒(c). Conversely, suppose that (c) holds, and letA be any étaleOa

U -algebra
of finite rank, soA ν is a weakly unramifiedOa

X-algebra. ThenA ν is actually an étaleOa
X-

algebra, and an almost finitely presentedOa
X-module (lemma 8.2.28). Fix any affine open subset

V ⊂ X, and pick a finite covering ofU ∩ V consisting of affine open subsetsV1, . . . , Vk of U .
Let r ∈ N be an integer such that ther-th exterior power of theOa

X(Vi)-modulesA (Vi) vanish.
The induced map

B := Oa
X(V )→ B′ := Oa

X(V1)× · · · × Oa
X(Vk)

is a monomorphism, since(X,Z) is a normal pair. Moreover, ther-th exterior power of the
B′-moduleA ν(V )⊗B B′ vanishes; sinceA ν(V ) is a flatB-module, we conclude that ther-th
exterior power ofA ν(V ) vanishes as well. Especially,A ν is of finite rank, so (b) holds.

Lastly, since (b)⇒(d), we suppose that (d) holds, and deduce that (c) holds as well. Indeed,
let B be an almost finite étaleOa

X-algebra extendingA . In the foregoing, we have already
remarked thatB ⊂ A ν ; especially, the diagonal idempotent ofA lies in the image of the
restriction mapA ν ⊗OaX

A ν(X)∗ → A ⊗OaX
A (U)∗. Then proposition 8.2.13 implies thatA ν

is an étale almost finiteOa
X-algebra, as sought. �

Corollary 8.2.31. Let (X,Z) be a normal pair, and suppose that :

(a) The schemeZ(z) is finite dimensional, for everyz ∈ Z.
(b) The pair(X(z), {z}) is almost pure, for everyz ∈ Z.

Then the pair(X,Z) is almost pure.
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Proof. Let A be any étaleOa
U -algebra of finite rank, andA ν the normalization ofA overX.

In light of proposition 8.2.30, it suffices to show thatA ν
z is a weakly unramifiedOa

X,z-algebra,
for everyz ∈ Z. Suppose, by way of contradiction, that the latter assertion fails; in view of
condition (a), we may then find a pointz ∈ Z, such thatA ν

z is not weakly unramified over
Oa
X,z, but for every proper generizationw ∈ Z of z, theOa

X,w-algebraA ν
w is weakly unramified.

Now, setU(z) := U ∩ X(z), V (z) := X(z)\{z}, and letj : V (z) → U be the induced
morphism. Notice that(V (z), Z(z)) is a normal pair, and our assumption implies thatj∗A ν

is a weakly unramifiedOa
V (z)-algebra. By lemma 8.2.28, it follows thatj∗A ν is actually an

étaleOa
V (z)-algebra of finite rank. Since by assumption,(X(z), {z}) is almost pure, proposition

8.2.30 says thatA ν
z is an étaleOa

X,z-module of finite rank, a contradiction. �

8.2.32. Letf : X ′ → X be a morphism of schemes,ξ′ a geometric point ofX ′ localized at
x′ ∈ X ′, and setξ := f(ξ′). We shall say thatf is pro-smooth at the pointx′ if the induced map
of strictly henselian local rings

OX(ξ),ξ → OX′(ξ′),ξ′

is ind-smooth (i.e. a filtered colimit of smooth ring homomorphisms).

Lemma 8.2.33.Let f : X ′ → X be a morphism of schemes,ξ′ a geometric point ofX ′,
R ⊂ S a monomorphism of quasi-coherentOX-algebras, and suppose thatf is pro-smooth at
the support ofξ′. We have :

(i) f is flat at the support ofξ′.
(ii) Denote also

ϕ : f ∗i.c.(R,S )→ i.c.(f ∗R, f ∗S )

the induced morphism. Thenϕξ′ is an isomorphism.

Proof. (i): Let x′ be the support ofξ′ and setx := f(x′), ξ := f(ξ′). We have a commutative
diagram of localS-schemes

X ′(ξ′)
f(ξ′) //

ϕ′

��

X(ξ)

ϕ

��
X ′(x′)

f(x′) // X(x)

whose vertical arrows are ind-étale morphisms, and whose top horizontal arrow is ind-smooth
by assumption. Especially, sinceϕ′ is faithfully flat, the same holds forf(x′), i.e. f is flat.

(ii): We easily reduce to the case whereX is affine, sayX = SpecA for some ringA. Let
g : X ′(ξ′) → X ′ be the natural morphism. It suffices to show thatg∗ϕ is an isomorphism.
However,g∗i.c.(f ∗R, f ∗S ) = i.c.(g∗f ∗R, g∗f ∗S ) by [31, Ch.IV, Prop.6.14.4], andg∗ϕ is the
induced morphism

(f ◦ g)∗i.c.(R,S )→ i.c.((f ◦ g)∗R, (f ◦ g)∗S ).

Notice thatf ◦ g is induced by an ind-smooth ring homomorphismA → OX′,ξ′, so we may
invoke again [31, Ch.IV, Prop.6.14.4] to conclude. �

Proposition 8.2.34.Let (X,Z) be a normal pair, andf : X ′ → X a morphism ofS-schemes,
such that :

(a) f(f−1Z) = Z andf is pro-smooth at every point off−1Z.
(b) The pair(X ′, f−1Z) is almost pure.

Then the pair(X,Z) is almost pure.

Proof. SetZ ′ := f−1Z, U := X \Z, U ′ := X ′\Z ′, and letf|U : U ′ → U be the restriction of
f . Notice that the open immersionj′ : U ′ → X ′ is quasi-compact ([26, Ch.I, Prop.6.6.4]), and
sincef is flat at every point ofZ ′ (lemma 8.2.33(i)),U ′ is dense inX ′. Moreover :
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Claim 8.2.35. (i) The pair(X ′, Z ′) is normal.

(ii) More generally, letA be any quasi-coherentOa
U -algebra. Then the natural morphism

f ∗(A ν)→ (f ∗
|UA )ν

is an isomorphism (notation of remark 8.2.27(ii)).

Proof of the claim.Notice first that, sincef is flat at every point ofZ (lemma 8.2.33(i)), and the
unit of adjunctionOa

X → j∗Oa
U is a monomorphism, the induced morphismOa

X → f ∗j∗Oa
U =

j′∗O
a
U ′ is a monomorphism as well (corollary 5.1.19). Also,(Oa

U )
ν = Oa

X , since(X,Z) is a
normal pair; therefore, (i) follows from (ii).

(ii): DenoteA ν
!! the integral closure inj∗(A!!) of the image of ofOX ; by corollary 5.1.19, the

natural map
f ∗j∗(A!!)→ j′∗f

∗
|U(A!!)

is an isomorphism ofOX′-algebras. On the other hand, lemma 8.2.33(ii) implies thatthe integral
closure of the image ofOX′ in f ∗j∗(A!!) equalsf ∗(A ν

!! ). The assertion follows. ♦

Suppose now thatA is an étaleOa
U -algebra of finite rank. Since, by assumption,(X ′, Z ′)

is almost pure, proposition 8.2.30 says that(f ∗
|UA )ν is an étaleOa

X′-algebra of finite rank. By
claim 8.2.35 and lemmata 8.2.33(ii), 8.2.18(ii), we deducethatA ν is a weakly étaleOa

X-algebra.
To conclude the proof, it suffices now to invoke proposition 8.2.30. �

Lemma 8.2.36.Let (Ai | i ∈ N) be a system ofV a-algebras, and setA :=
∏

i∈NAi. Let also
P be anA-module,B anA-algebra, and suppose that

(a) limi→∞AnnV a(Ai) = V a for the uniform structure of[36, Def.2.3.1].
(b) For everyi ∈ N, theAi-modulesPi := P ⊗A Ai, Bi := B ⊗A Ai are almost projective

of finite constant rank equal toi, andBi is anétaleAi-algebra.

ThenP is an almost projectiveA-module of almost finite rank, andB is anétaleA-algebra.

Proof. For everyj ∈ N, the finite productP≤j :=
∏j

i=1 Pi is an almost projectiveA-module of
finite rank, and clearly the induced morphismπj : P → P≤j is an epimorphism. On the other
hand, the(j + 1)-th exterior power ofP equals the(j + 1)-th exterior power ofKerπj , and
from condition (i) we see thatlimj→∞AnnV a(Kerπj) = 0, whence the assertion forP .

It follows already thatB is an almost projectiveA-module. It remains to show thatB is an
unramifiedA-algebra, to which aim, we may apply the criterion of [36, Prop.3.1.4].

Claim 8.2.37. Under the assumptions of the lemma, the natural morphism

ϕ : B ⊗A B → C :=
∏

i∈N

Bi ⊗Ai Bi

is an isomorphism ofA-algebras.

Proof of the claim.For everyj ∈ N, let πj : C →
∏

i≤j Bi ⊗A Bi be the natural morphism.
Then

lim
j→∞

AnnV aKer(πj ◦ ϕ) = V a = lim
j→∞

AnnV aKer πj .

The first identity implies thatϕ is a monomorphism. Next, sinceπj ◦ ϕ is an epimorphism, the
natural morphismKerπj → Cokerϕ is an epimorphism; then the second identity implies that
ϕ is also an epimorphism. ♦

Now, by [36, Prop.3.1.4], for everyi ∈ N there exists an idempotentei ∈ (Bi ⊗Ai Bi)∗
uniquely characterized by the conditions (i)–(iii) ofloc.cit. In view of claim 8.2.37, the sequence
(ei | i ∈ N) defines an idempotent in(B ⊗A B)∗, which clearly fulfills the same conditions,
whence the contention, again by [36, Prop.3.1.4]. �
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Proposition 8.2.38.Let (X,Z) be a normal pair, and setU := X\Z. The following conditions
are equivalent :

(a) (X,Z) is an almost pure pair.
(b) The restriction functor

Oa
X-Étafr → Oa

U -Étafr : A 7→ A|U

from the category of́etaleOa
X-algebras of almost finite rank, to the category ofétale

Oa
U -algebras of almost finite rank, is an equivalence.

Proof. (b)⇒(a): Indeed, suppose thatA is an étaleOa
U -algebra of finite rank. By (b),A extends

to an étaleOa
X-algebra of almost finite rank. Then proposition 8.2.30 implies that (a) holds.

Now, suppose that (a) holds; letA be an étaleOa
U -algebra of almost finite rank,V ⊂ U

an affine open subset, and setA := Oa
X(V ), B := A (V ). According to [36, Th.4.3.28],

there exists a decomposition ofA as an infinite product of a system ofV a-algebras(Ai | i ∈
N) fulfilling condition (a) of lemma 8.2.36. Such a decomposition determines a system of
idempotent elementseV,i ∈ A∗, for everyi ∈ N, such thateV,i · eV,j = 0 wheneveri 6= j, and
characterized by the identitieseV,iA = Ai for everyi ∈ N. SinceOX∗ is a sheaf ([36,§5.5.4]),
condition (ii) ensures that, for any fixedi ∈ N, andV ranging over the affine open subsets of
U , the idempotentseV,i glue to a global sectionei ∈ Oa

X(U)∗, which will still be an idempotent;
moreover, the direct factorAi of A is an étaleOa

U -algebra of finite rank, and the projection
A → Ai is a morphism ofOa

U -algebras. Especially,A andB fulfill as well condition (b) of
lemma 8.2.36. By (a) and proposition 8.2.30, we deduce that the normalizationA ν

i of Ai over
X is an étaleOa

X-algebra of finite rank, for everyi ∈ N. On the other hand, notice that the
natural morphism

Oa
X∗ → j∗(O

a
U∗) = (j∗O

a
U )∗

is a monomorphism, and its image is integrally closed inj∗Oa
U∗ ([36, Rem.8.2.30(i)]). It follows

easily thatei ∈ Oa
X∗(X); hence

eiA
ν
i = A ν

i for everyi ∈ N

and the latter is the integral closure ofeiOa
X in j∗(Ai). Consequently,A ν =

∏
i∈N A ν ([36,

Rem.8.2.30(ii)]). By lemma 8.2.36, it follows thatA ν is an étaleOa
X-algebra of almost finite

rank. Arguing as in the proof of proposition 8.2.30, we see that A ν is (up to unique isomor-
phism) the only étale almost finiteOa

X-algebra extendingA , and (b) follows easily. �

Lemma 8.2.39.Let (A, I) be a tight henselian pair (see[36, Def.5.1.9]). Then we have :

(i) The base change functor

Cov(SpecA)→ Cov(SpecA/I)

is an equivalence (notation of[36, §8.2.22]).
(ii) More generally, the base change functorA-Ét→ A/I-Ét restricts to an equivalence

A-Étafr
∼→ A/I-Étafr

on the respective full subcategories ofétale algebras of almost finite rank.

Proof. In view of [36, Th.5.5.7(iii)], it suffices to show :

Claim8.2.40. LetP be an almost finitely generated projectiveA-module, such thatP/IP is an
A/I-module of finite rank (resp. of almost finite rank). ThenP is anA-module of finite rank
(resp. of almost finite rank).
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Proof of the claim. Suppose first thatP/IP is of finite rank, so there existsi ∈ N such that
ΛiA/I(P/IP ) = 0. Hence(ΛiAP )⊗A P/IP = 0, and then [36, Lemma 5.1.7] yieldsΛiAP = 0,
as sought. In the more general case whereP/IP has almost finite rank, pickn ∈ N and a finitely
generated subidealm0 ⊂ m, such thatIn ⊂ m0. Let alsom1 ⊂ m be any finitely generated
subideal such thatm0 ⊂ mn+1

1 ; by assumption, there existsi ∈ N such thatm1Λ
i
A/I(P/IP ) = 0,

i.e. m1Λ
i
AP ⊂ IΛiAP . Therefore

m0Λ
i
AP ⊂ mn+1

1 ΛiAP ⊂ In+1ΛiAP ⊂ m0IΛ
i
AP

whencem0Λ
i
AP = 0, by [36, Lemma 5.1.7], and finally,mn+1

1 ΛiAP = 0. Sincem1 is arbitrary,
we deduce thatP has almost finite rank, as claimed. �

8.2.41. LetR be aV -algebra,I ⊂ R a principal ideal generated by a regular element,R∧ the
I-adic completion ofR. Set

X := SpecR X∧ := SpecR∧ Z := SpecR/I Z∧ := SpecR∧/IR∧.

Proposition 8.2.42.In the situation of(8.2.41), suppose furthermore that :

(i) There existsn ∈ N and a finitely generated subidealm0 ⊂ m such thatIn ⊂ m0.
(ii) The pair(R, I) is henselian.

Then the pair(X,Z) is almost pure if and only if the same holds for the pair(X∧, Z∧).

Proof. Under the current assumptions, the pair(Ra, Ia) is tight henselian ([36,§5.1.12]). Hence
the assertion is a straightforward consequence of [36, Prop.5.4.53] and lemma 8.2.39(i) (details
left to the reader). �

8.2.43. Letp ∈ Z be a prime integer withpV ⊂ m, and such thatp is a regular element ofV .
LetA andB be two flatV -algebras, and for everyn ∈ N setVn := V/pn+1V ,An := A/pn+1A,
Bn := B/pn+1B. Let also

(8.2.44) A0
∼→ B0

be a given isomorphism ofV0-algebras, and suppose that the Frobenius endomorphisms ofV0
andA0 induce isomorphisms

(8.2.45) V/p1/pV
∼→ V0 A/p1/pA

∼→ A0.

SetX := SpecA,X0 := SpecA0, Y := SpecB andY0 := SpecB0.

Corollary 8.2.46. In the situation of(8.2.43), suppose moreover that the pairs(A, pA) and
(B, pB) are henselian. Then the pair(X,X0) is almost pure if and only if the same holds for
the pair(Y, Y0).

Proof. In view of proposition 8.2.42, it suffices to show that (8.2.44) lifts to an isomorphism
A∧ ∼→ B∧ between thep-adic completions ofA andB. In turns, this reduces to exhibiting a
system of isomorphisms(ϕn : An

∼→ Bn | n ∈ N) such thatϕn ⊗Vn Vn1 = ϕn−1 for every
n > 0. To this aim, it suffices to show that

LAn/Vn = 0 in D(s.A-Mod) for everyn ∈ N

([36, Prop.3.2.16]). However, in view of [36, Th.2.5.36], for everyn ∈ N, the short ex-
act sequence0 → pn+1V/pn+2V → Vn+1 → Vn → 0 induces a distinguished triangle in
D(s.A-Mod)

LA0/V0 → LAn+1/Vn+1 → LAn/Vn → σLA0/V0 .

Hence, an easy induction further reduces to checking thatLA0/V0 = 0 in D(s.A-Mod). Ac-
cording to [36, Lemma 6.5.13], this will follow, once we haveshown that the natural map

V0,(Φ)

L

⊗V0 A0 → A0,(Φ)
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is an isomorphism inD(V0-Mod) (notation ofloc.cit.). Taking into account the isomorphisms
(8.2.45), this holds if and only if the natural map

V/p1/pV
L

⊗V0 A0 → A/p1/p

is an isomorphism inD(V0-Mod). The latter assertion is clear, sinceA is a flatV -algebra. �

8.3. Normalized lengths. Let (V, | · |) be any valuation ring, with value groupΓV ; according
to our general conventions, the composition law ofΓV is denoted multiplicatively; however,
sometimes it is convenient to switch to an additive notation. Hence, we adopt the notation :

(log ΓV ,≤)
to denote the ordered groupΓV with additive composition law and whose ordering is the reverse
of the original ordering ofΓV . The unit oflog ΓV shall be naturally denoted by0, and we shall
extend the ordering oflog ΓV by adding a largest element+∞, as customary. Also, we set :
log Γ+

V := {γ ∈ log ΓV | γ ≥ 0} andlog |0| := +∞.

8.3.1. In this section,(K, | · |) denotes a valued field of rank one, with value groupΓ. We let
κ be the residue field ofK+. As usual, we setS := SpecK+, and denote bys (resp. η) the
closed (resp. generic) point ofS. Let mK ⊂ K+ be the maximal ideal, and setm := mK in
caseΓ is not discrete, or elsem := K+, in caseΓ ≃ Z; in the following, whenever we refer to
almost rings or almost modules, we shall assume – unless otherwise stated – that the underlying
almost ring theory is the one defined by the standard setup(K+,m) (see [36,§6.1.15]).

Let A be anyK+a-algebra, andc a cardinal number; following [36,§2.3], we denote by
Mc(A) the set of isomorphism classes ofK+a-modules which admit a set of generators of
cardinality≤ c. The setMc(A) carries a natural uniform structure (see [36, Def.2.3.1]),which
admits the fundamental system of entourages

(Eγ | γ ∈ log Γ+ \ {0})
defined as follows. For anyb ∈ m\{0}, we letE|b| be the set of all pairs(M,M ′) of elements of
Mc(A) such that there exist a thirdA-moduleN andA-linear morphismsN → M , N → M ′

whose kernel and cokernel are annihilated byb.

8.3.2. The aim of this section is to define and study a well-behaved notion ofnormalized
lengthfor torsion modulesM overK+-algebras of a fairly general type. This shall be achieved
in several steps. Let us first introduce the categories of algebras with which we will be working.

Definition 8.3.3. Let V be any valuation ring, with maximal idealmV .
(i) We letV -m.Alg0 be the subcategory ofV -Alg whose objects are the local and essentially

finitely presentedV -algebrasA whose maximal idealmA containsmVA. The morphismsϕ :
A → B in K+-m.Alg0 are the local maps. Notice that every morphism inV -m.Alg0 is an
essentially finitely presented ring homomorphism ([30, Ch.IV, Prop.1.4.3(v)]).

Recall as well, that every object ofV -m.Alg0 is a coherent ring (see (5.7)). More generally,
if A := (Ai | i ∈ I) is any filtered system of essentially finitely presentedV -algebras with flat
transition morphisms, then the colimit ofA is still a coherent ring (lemma 5.6.6(ii.a)).

(ii) We say that a localV -algebraA is measurableif it admits an ind-étale local map of
V -algebrasA0 → A, from some objectA0 of V -m.Alg0. The measurableV -algebras form a
categoryV -m.Alg, whose morphisms are the local maps ofV -algebras. As noted above, every
measurableV -algebra is a coherent ring.

Lemma 8.3.4. In the situation of definition8.3.3, let (A,mA) be any measurableV -algebra.
Then the following holds :

(i) A/mVA is a noetherian ring.
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(ii) If the valuation ofV has finite rank, everymA-primary ideal ofA contains a finitely
generatedmA-primary subideal.

(iii) For everyA-moduleM of finite type supported at the closed point ofSpecA, theA-
moduleM/mVM has finite length.

(iv) For every finitely generated idealI ⊂ A, theV -algebraA/I is measurable.

Proof. (i): Let Ash be the strict henselization ofA at a geometric point localized at the closed
point; thenAsh/mVA

sh is a strict henselization ofA/mVA ([33, Ch.IV, Prop.18.8.10]), and it
is therefore also a strict henselization of aV/mV -algebra of finite type. HenceAsh/mVA

sh is
noetherian, and then the same holds forA/mVA ([33, Ch.IV, Prop.18.8.8(iv)]).

(iii) follows easily from (i) : the details shall be left to the reader.
(ii): If the valuation ofV has finite rank, there exists an elementt0 ∈ mV that generates a

mV -primary ideal. LetI ⊂ A be amA-primary ideal; thentN0 ∈ I, for some integerN > 0;
moreover, the imageI of I in A/mVA is finitely generated, by (i). Pick elementst1, . . . , tn ∈ I
whose images inA/mVA form a system of generators ofI; it follows thattN0 , t1, . . . , tn form a
mA-primary ideal contained inI.

(iv): We may find an ind-étale local morphismA0 → A from an objectA0 of V -m.Alg0,
and a finitely generated idealI0 ⊂ A0 such thatI = I0A. ThenA/I0 is an object ofV -m.Alg0

as well, and the induced mapA0/I0 → A/I is ind-étale. �

8.3.5. Now, suppose thatV is both a valuation ring and a flat, measurableK+-algebra, and
denotemV (resp. κ(V ), resp. | · |V ) the maximal ideal (resp. the residue field, resp. the
valuation) ofV . We claim thatV has rank one, and the ramification index(ΓV : Γ) is finite.
Indeed, let us writeV as the colimit of a filtered system(Vi | i ∈ I) of objects ofK+-m.Alg0

with essentially étale transition maps; it follows that each Vi is a valuation ring of rank one
(claim 5.7.9). Also, the transition maps induce isomorphisms on the value groups : indeed, this
is clear ifK+ is a discrete valuation ring, since in that case the same holds for theVi, and the
transition maps are unramified by assumption; in the case whereΓ is not discrete, the assertion
follows from corollary 5.7.25. Therefore, we are reduced tothe case whereV is an object of
K+-m.Alg0, to which corollary 5.7.25 applies.

Suppose first thatM is a finitely generatedV -module; in this case the Fitting idealF0(M) ⊂
V is well defined, and it is shown in [36, Lemma 6.3.1 and Rem.6.3.5] that the mapM 7→
F0(M) is additive on the set of isomorphism classes of finitely generatedV -modules,i.e. for
every short exact sequence0→M1 →M2 → M3 → 0 of such modules, one has :

(8.3.6) F0(M2) = F0(M1) · F0(M3).

Next, the almost moduleF0(M)a is an element of the group of fractional idealsDiv(V a) defined
in [36, §6.1.16], and there is a natural isomorphism

(8.3.7) Div(V a) ≃ log Γ∧
V I 7→ |I|

whereΓ∧
V is the completion ofΓV for the uniform structure deduced from the ordering : see [36,

Lemma 6.1.19]. Hence we may define :

λV (M) := (ΓV : Γ) · |F0(M)a| ∈ log Γ∧
V .

In view of (8.3.6), we see that :

(8.3.8) λV (M
′) ≤ λV (M) wheneverM ′ ⊂ M are finitely generated.

More generally, ifM is any torsionV -module, we let :

(8.3.9) λV (M) := sup {λV (M ′) |M ′ ⊂M, M ′ finitely generated} ∈ log Γ∧
V ∪ {+∞}

which, in view of (8.3.8), agrees with the previous definition, in caseM is finitely generated.
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8.3.10. Suppose now that theV a-moduleMa is uniformly almost finitely generated. Then
according to [36, Prop.2.3.23] one has a well defined FittingidealF0(M

a) ⊂ V a, which agrees
with F0(M)a in caseM is finitely generated.

Lemma 8.3.11.In the situation of(8.3.10), we have :

(i) λV (M) = (ΓV : Γ) · |F0(M
a)|.

(ii) If 0 → N1 → N2 → N3 → 0 is any short exact sequence of uniformly almost finitely
generatedV a-modules, then

|F0(N2)| = |F0(N1)|+ |F0(N3)|.
Proof. (ii): It is a translation of [36, Lemma 6.3.1 and Rem.6.3.5(ii)].

(i): Let k be a uniform bound forMa, and denote byIk(M) the set of all submodules ofM
generated by at mostk elements. Sete := (ΓV : Γ); if N ∈ Ik(M), thenλV (N) ≤ e·|F0(M

a)|,
due to (ii). By inspecting the definitions, it then follows that

e · |F0(M
a)| = sup {λV (N) | N ∈ Ik(M)} ≤ λV (M).

Now, supposeM ′ ⊂ M is any submodule generated by, sayr elements; for everyε ∈ m we
can findN ∈ Ik(M) such thatεM ⊂ N , henceεM ′ ⊂ N , thereforeλV (εM ′) ≤ λV (N) ≤
e · |F0(M

a)|. However,λV (M ′) − λV (εM
′) = λV (M

′/εM ′) ≤ λV (K
+⊕r/εK+⊕r) = r ·

λV (K
+/εK+). We deduce easily thatλV (M ′) ≤ e · |F0(M

a)|, whence the claim. �

Proposition 8.3.12.(i) Let 0 → M1 → M2 → M3 → 0 be a short exact sequence of torsion
V -modules. Then :

λV (M2) = λV (M1) + λV (M3).

(ii) λV (M) = 0 if and only ifMa = 0.
(iii) LetM be any torsionV -module. Then :

(a) If M is finitely presented,λV (N) > 0 for every non-zero submoduleN ⊂M .
(b) If (Mi | i ∈ I) is a filtered system of submodules ofM , then :

λV (colim
i∈I

Mi) = lim
i∈I

λV (Mi).

Proof. (ii): By lemma 8.3.11(i) it is clear thatλV (M) = 0 wheneverMa = 0. Conversely,
suppose thatλV (M) = 0, and letm ∈ M be any element; then necessarilyλV (V m) = 0, and
then it follows easily thatm ⊂ AnnV (m), soMa = 0.

(iii.a): It suffices to show thatM does not contain non-zero elements that are annihilated by
m, which follows straightforwardly from [36, Lemma 6.1.14].

(iii.b): Set M := colim
i∈I

Mi. By inspecting the definitions we see easily thatλV (M) ≥
sup{λV (Mi) | i ∈ I}. To show the converse inequality, letN ⊂ M be any finitely generated
submodule; we may findi ∈ I such thatN ⊂ Mi, henceλV (N) ≤ λV (Mi), and the assertion
follows.

(i): Sete := (ΓV : Γ). We shall use the following :

Claim 8.3.13. Every submodule of a uniformly almost finitely generatedV a-module is uni-
formly almost finitely generated.

Proof of the claim.Let N ′ ⊂ N , with N uniformly almost finitely generated, and letk be a
uniform bound forN ; for everyε ∈ m we can findN ′′ ⊂ N such thatN ′′ is generated by at
mostk almost elements andεN ⊂ N ′′. Clearly, it suffices to show thatN ′ ∩ N ′′ is uniformly
almost finitely generated and admitsk as a uniform bound, so we may replaceN byN ′′ andN ′

by N ′ ∩ N ′′, and assume from start thatN is finitely generated. Let us pick an epimorphism
ϕ : (V a)⊕k → N ; it suffices to show thatϕ−1(N ′) is uniformly almost finitely generated
with k as a uniform bound, so we are further reduced to the case whereN is free of rankk.
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Then we can writeN ′ = La for some submoduleL ⊂ V ⊕k; notice that(V ⊕k/L)a is almost
finitely presented, since it is finitely generated ([36, Prop.6.3.6(i)]), henceN ′ is almost finitely
generated ([36, Lemma 2.3.18(iii)]). Furthermore,L is the colimit of the family(Li | i ∈ I) of
its finitely generated submodules, and eachLi is a freeV -module ([14, Ch.VI,§3, n.6, Lemma
1]). Necessarily the rank ofLi is≤ k for everyi ∈ I, henceΛk+1

V L ≃ colim
i∈I

Λk+1
V Li = 0, and

then the claim follows from [36, Prop.6.3.6(ii)]. ♦

Now, letN ⊂ M2 be any finitely generated submodule,N ⊂ M3 the image ofN ; by claim
8.3.13,M1 ∩N is uniformly almost finitely generated, hence lemma 8.3.11(i,ii) shows that :

λV (N) = e · |F0(N
a)| = e · |F0(M

a
1 ∩Na)|+ e · |F0(N

a)| = λV (M1 ∩N) + λV (N).

Taking the supremum over the family(Ni | i ∈ I) of all finitely generated submodules ofM2

yields the identity :

λV (M2) = λV (M3) + sup{λV (M1 ∩Ni) | i ∈ I}.
By definition,λV (M1 ∩ Ni) ≤ λV (M1) for everyi ∈ I; conversely, every finitely generated
submodule ofM1 is of the formNi for somei ∈ I, whence the contention. �

Remark 8.3.14.Suppose thatΓ ≃ Z, and letγ0 ∈ log Γ+ be the positive generator. Then by a
direct inspection of the definition one finds the identity :

λ(M) = (ΓV : Γ) · lengthV (M) · γ0
for every torsionV -moduleM . The verification shall be left to the reader.

8.3.15. LetM be a torsionV -module, such thatMa is almost finitely generated; we wish
now to explain thatλV (M) can also be computed in terms of a suitable sequence of elementary
divisors forMa. Indeed, suppose first thatN is a finitely presented torsionV -module; then we
have a decomposition

(8.3.16) N = (V/a0V )⊕ · · · ⊕ (V/anV ) wheren := dimκ(V )N/mVN − 1

for certaina0, . . . , an ∈ mV ([36, Lemma 6.1.14]). Clearlyγi := log |ai|V > 0 for every
i = 0, . . . , n, and after reordering we may assume thatγ0 ≥ · · · ≥ γn; then we may set
γi := 0 for everyi > n, and the resulting sequence(γi | i ∈ N) of elementary divisorsof N
is independent of the chosen decomposition (8.3.16). Moreover, a simple inspection yields the
identity

(8.3.17) λV (M) = (ΓV : Γ) · (γ0 + · · ·+ γn).

We regard the sequence(γi | i ∈ N) as an element of thelog Γ∧
V -normed spaceL1(Γ+

V ) of
boundedsequences of elements oflog Γ∧+

V , i.e. the set of all sequencesδ := (δi | i ∈ N) with

‖δ‖ := sup(δi | i ∈ N) < +∞.
Lemma 8.3.18.Letϕ : N → N ′ be a map of finitely presented torsionV -modules, and denote
by (γi | i ∈ N) (resp.(γ′i | i ∈ N)) the sequence of elementary divisors ofN (resp.N ′). Then :

(i) If ϕ is injective, we haveγi ≤ γ′i for everyi ∈ N.
(ii) If ϕ is surjective, we haveγi ≥ γ′i for everyi ∈ N.

Proof. Denote byKV the field of fractions ofV ; notice first thatN andHomV (N,KV /V ) are
isomorphicV -modules, hence their sequences of elementary divisors coincide. Now, ifϕ is
injective,HomV (ϕ,KV /V ) is surjective (lemma 5.8.9(i)); hence (ii)⇒(i), and it remains only
to show that (ii) holds.

By way of contradiction, suppose thatϕ is a surjection such that (ii) fails, and leti0 ∈ N
be the smallest integer such thatγi0 < γ′i0; pick b ∈ V with |b|V = γ′i0, setM := N/bN ,
M ′ := N ′/bN ′, and let(δi | i ∈ N) (resp.(δ′i | i ∈ N)) be the sequence of elementary divisors
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of M (resp. ofM ′). Clearly δi = γ′i0 for every i < i0, andδi0 = γi0. On the other hand,
we haveδ′i = γ′i0 for everyi ≤ i0; especially,M ′ admits a direct summandL which is a free
V/bV -module of ranki0 + 1. Now, ϕ induces a surjectionM → M ′, and thereforeM also
surjects ontoL; henceL is a direct summand ofM , which is absurd, sinceδi0 < γ′i0. �

8.3.19. We fix now a large cardinal numberω, and write justM (V a) instead ofMω(V
a).

Also, for anyγ ∈ log Γ+
V , set[−γ, γ] := {δ ∈ log ΓV | − γ ≤ δ ≤ γ}. Suppose thatN and

N ′ are two finitely presentedV -modules such that(Na, N ′a) ∈ Eδ for someδ ∈ log Γ+
V \ {0}.

Say thatδ = log |b|V for someb ∈ mV ; by standard arguments, we obtain mapsϕ : N → N ′

andϕ′ : N ′ → N such thatϕ′ ◦ ϕ = b4 · 1N andϕ′ ◦ ϕ = b4 · 1N ′ . Let now(γi | i ∈ N) (resp.
(γ′i | i ∈ N)) be the sequence of elementary divisors forN (resp. forN ′). Then the sequence
of elementary divisors forb4N is (max(0, γi − 4δ) | i ∈ N), and likewise forb4N ′. In view of
lemma 8.3.18, we deduce easily that

γi − γ′i ∈ [−4δ, 4δ] for everyi ∈ N.

Consider now an almost finitely generatedV a-moduleM , and recall thatM is almost finitely
presented ([36, Prop.6.3.6(i)]); we then may attach toM a net of elements ofL1(log Γ+

V ), as
follows. For everyδ ∈ log Γ+

V \{0}, pick a finitely presentedV -moduleNδ such that(M,Na
δ ) ∈

Eδ, and denote byγ
δ

the sequence of elementary divisors ofNδ. The foregoing easily implies
that the system(γ

δ
| δ ∈ log Γ+

V \ {0}) is a net for the uniform structure ofL1(log Γ+
V ) induced

by the norm‖ · ‖. However,(L1(log Γ+
V ), ‖ · ‖) is a complete normed space, hence this net

converges to a well defined sequenceγ
M

:= (γi | i ∈ N) ∈ L1(log Γ+
V ). It is easily seen that

γ
M

is independent of the chosen net, and defines an invariant which we call thesequence of
elementary divisorsof M . A simple inspection of the construction shows that the sequenceγ

M
is monotonically decreasing, and

lim
i→+∞

γi = 0.

Lastly, taking into account (8.3.17), we arrive at the identity

λV (M) = (ΓV : Γ) ·
∑

i∈N

γi.

For future refernce, let us also point out the following :

Proposition 8.3.20.Let b ∈ mV be any non-zero element,M an almost finitely presented
V a/bV a-module, and(γi | i ∈ N) the sequence of elementary divisors ofM . The following
conditions are equivalent :

(a) M is a flatV a/bV a-module.
(b) There existsn ∈ N such thatγi = log |b|V for everyi ≤ n, andγi = 0 for everyi > n.

Proof. (a)⇒(b): Suppose that (a) holds, letn ∈ N be the smallest integer such thatγn < log |b|,
and suppose that (ii) fails, soγn > 0. For every non-zeroc ∈ m pick a finitely presentedV/bV -
moduleMc andV/bV -linear mapsMa

c → M andM → Ma
c whose kernel and cokernel are

annihilated byc, in which case a standard argument shows that

(8.3.21) c · TorV/bV1 (Mc, N) = 0 for everyV/bV -moduleN.

Let δ ∈ log Γ+
K be small enough, so that2δ < γn < log |b|V − 2δ. Let (γc,i | i ∈ N) denote

the sequence of elementary divisors ofMc; if log |c| is sufficiently close to0 ∈ log ΓK , we have
γc,n − γn ∈ [−δ, δ] (notation of (8.3.19)), whence

(8.3.22) min(γc,n, log |b|V − γc,n) > δ.

On the other hand, a direct computation shows that

Tor
V/bV
1 (V/eV, V/eV ) ≃ V/(eV + e−1bV ) for everye ∈ V such thatlog |e|V ≤ log |b|V .
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Especially, if we takelog |e|V = γc,n, we see thatTorV/bV1 (Mc,Mc) contains a direct summand
isomorphic toV/(eV + e−1bV ), and (8.3.22) means that the latter module is not annihilated by
anyx ∈ K+ with log |x| ≤ δ. If log |c| is small enough, this contradicts (8.3.21).

(b)⇒(a): Suppose that (b) holds; then, for every non-zeroc ∈ m we may find a finitely
presentedV -moduleMc, with sequence of elementary divisors(γc,i | i ∈ N), and aV a-linear
morphismϕ : Ma

c → M whose kernel and cokernel are annihilated byc and such that, more-
over,γi − γc,i ∈ [− log |c|, log |c|] for everyi ∈ N. Especially,γc,i ≤ log |c| for everyi > n,
andγc,i ≥ log |c−1b| for i ≤ n. Hence, we may replaceMc by cMc, ϕ by its restriction to
cMc, andc by c2, after which we may assume thatMc = (V/b′0V ) ⊕ · · · ⊕ (V/b′nV ), where
log |b′i| ∈ [log |c−1b|, log |b|] for everyi ∈ N. A simple computation shows that (8.3.21) holds
in this case, and then a standard argument yields

c3 · TorV a/bV a1 (M,N) = 0 for everyV a/bV a-moduleN

whence (a). �

8.3.23. In order to deal with general measurableK+-algebras, we introduce hereafter some
further notation which shall be standing throughout this section.
• To begin with, any ring homomorphismϕ : A→ B induces functors

(8.3.24) ϕ∗ : B-Mod→ A-Mod and ϕ∗ : A-Mod→ B-Mod.

Namely,ϕ∗ assigns to anyB-moduleM theA-moduleϕ∗M obtained by restriction of scalars,
andϕ∗(M) := B ⊗AM .
• For any local ring(A,mA), we letκ(A) := A/mA, and we denote bys(A) the closed

point ofSpecA. If A is also a coherent ring, we denote byA-Modcoh,{s} the full subcategory
of A-Mod consisting of all the finitely presentedA-modulesM such thatSuppM ⊂ {s(A)}.
Notice that the coherence ofA implies thatA-Modcoh,{s} is an abelian category.
• Lastly, letA be any small abelian category; recall thatK0(A ) is the abelian group de-

fined by generators and relations as follows. The generatorsare the isomorphism classes[T ] of
objectsT of A , and the relations are generated by the elements of the form[T1] − [T2] + [T3],
for every short exact sequence0 → T1 → T2 → T3 → 0 of objects ofA . One denotes by
K+

0 (A ) ⊂ K0(A ) the submonoid generated by the classes[T ] of all objects ofA . We shall
use the following well knowndévissagelemma :

Lemma 8.3.25.Let ι : B ⊂ A be an additive exact and fully faithful inclusion of abelian
categories, and suppose that :

(a) If T is an object ofB andT ′ is a subquotient ofι(T ), thenT ′ is in the essential image
of ι.

(b) Every objectT of A admits a finite filtrationFil•T such that the associated graded
objectgr•T is in the essential image ofι.

Thenι induces an isomorphism :

K0(B)
∼→ K0(A ).

Proof. Left to the reader. �

Proposition 8.3.26.Letϕ : A→ B be a morphism of measurableK+-algebras. We have :

(i) If ϕ induces a finite field extensionκ(A) → κ(B), then the functorϕ∗ of (8.3.24)
restricts to a functor

ϕ∗ : B-Modcoh,{s} → A-Modcoh,{s}

which induces a group homomorphism of the respectiveK0-groups :

ϕ∗ : K0(B-Modcoh,{s})→ K0(A-Modcoh,{s}).
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(ii) If ϕ induces an integral morphismκ(A) → B/mAB, thenlengthB(B/mAB) is finite,
and the functorϕ∗ of (8.3.24)restricts to a functor

ϕ∗ : A-Modcoh,{s} → B-Modcoh,{s}

and ifϕ is also a flat morphism,ϕ∗ induces a group homomorphism :

ϕ∗ : K0(A-Modcoh,{s})→ K0(B-Modcoh,{s}).

Proof. Write A (resp. B) as the colimit of a filtered systemA := (Ai | i ∈ I) (resp. B :=
(Bj | j ∈ J)) of objects ofK+-m.Alg0, with local and essentially étale transition maps. After
replacingJ (resp.I) by a cofinal subsets, we may assume that the indexing set admits an initial
element0 ∈ J (resp. 0 ∈ I). Furthermore, we may assume that the induced mapA0 → B
factors through a morphismA0 → B0 in K+-m.Alg0.

(i): Let M be any object ofB-Modcoh,{s}. We need to show thatϕ∗M is finitely presented.
We may findj ∈ J and a finitely presentedBj-moduleMj , with an isomorphismM

∼→Mj⊗Bj
B of B-modules. After replacingJ by J/j, we may assume thatj = 0 is the initial index.
Since the natural mapB0 → B is local and ind-étale, it is easily seen thatM0 is an object of
B0-Modcoh,{s}. Especially, there exists a finitely generatedmB0-primary idealI ⊂ AnnB0M0.
We may then replace the systemB by (Bj/IBj | j ∈ J) and assume that eachBj has Krull
dimension zero.

Claim 8.3.27. Let ϕ : A → B be a morphism of measurableK+-algebras inducing a finite
residue field extensionκ(A) → κ(B), and such thatB has dimension zero. Let alsoM be any
finitely presentedB-module. Then we may find :

(a) a cocartesian diagram of local maps ofK+-algebras

Al
ϕl //

��

Cl

��
A

ϕ // B

whose vertical arrows are ind-étale, and whereϕl is a morphism inK+-m.Alg0

(b) and an objectMl of Cl-Modcoh,{s}, with an isomorphismMl ⊗Cl B
∼→ M .

Proof of the claim.DefineA andB as in the foregoing. Notice that – under the current assump-
tions –Bj is a henselian ring, for everyj ∈ J . Moreover, we may findj ∈ J such thatκ(B)
is generated by the image ofκ(A) ⊗κ(B0) κ(Bj); after replacing againJ by J/j, we may then
also assume thatκ(B) = κ(A) · κ(B0).

For everyi ∈ I, setB′
i := Ai ⊗A0 B0; the natural mapB0 → B factors through a map

B′
i → B, and we letpi ⊂ B′

i be the preimage ofmB. Set alsoCi := B′
i,pi

, so we deduce a
filtered system of local maps(Ci → B | i ∈ I), whose limit is a local mapψ : C → B of
local ind-étaleB0-algebras, which – by construction – induces an isomorphismκ(C)

∼→ κ(B)
on residue fields. It follows easily thatψ is itself ind-étale, so say thatψ is the colimit of a
filtered system(ψλ : C → Dλ | λ ∈ Λ) of étaleC-algebras. Notice thatC is a henselian local
ring; in light of [33, Ch.IV, Th.18.5.11] we may then assume thatDλ is a local ring andψλ is a
finite étale map, for everyλ ∈ Λ. Clearly the induced residue field extensionκ(C)→ κ(Dλ) is
an isomorphism; in view of [33, Ch.IV, Prop.18.5.15] it follows thatψλ is an isomorphism, for
everyλ ∈ Λ, so the same holds forψ.

Notice that the sequence of residue degreesdi := [κ(Ci) : κ(Ai)] is non-increasing, hence
there existsl ∈ I such thatdi = d := dl for every indexi ≥ l. Notice as well that, fori ≥ l,
the local algebraCi is also a localization ofC ′

i := Ai ⊗Al Cl, and the latter is an essentially
finitely presentedK+-algebras of Krull dimension zero, hence its spectrum is finite and discrete
(lemma 5.7.3). Moreover, since the image of the mapSpecCl → SpecAl is the closed point,
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it is clear that the same holds for the image of the induced mapSpecC ′
i → SpecAi. Since the

extensionκ(Al)→ κ(Ai) is finite and separable, we conclude that

(8.3.28) κ(Ai)⊗κ(Al) κ(Cl) =
∏

p∈SpecC′
i

κ(C ′
i,p).

However, clearly the left-hand side of (8.3.28) is aκ(Ai)-algebra of degreed, whereas one of
factors of the right-hand side – namelyκ(Ci) – is already of degreed overκ(Ai). HenceSpecC ′

i

contains a single element,i.e. C ′
i = Ci is a local ring, andC = A ⊗Al Cl. Summing up, we

have obtained the sought cocartesian diagram, and the claimholds withMl :=M0 ⊗B0 Cl. ♦

LetMl andϕl be as in claim 8.3.27; thenϕ∗M is isomorphic toA⊗Al ϕl∗Ml, so may replace
from startϕ byϕl, and assume thatϕ is a morphism inK+-m.Alg0, withB of Krull dimension
zero. In such situation, one sees easily thatϕ is integral, henceB/I is a finitely presentedA-
module, by proposition 5.7.7(i), thereforeϕ∗M is a finitely presentedA-module, as required.
Lastly, since the functorϕ∗ is exact, it is clear that it induces a map onK0-groups as stated.

(ii): Under the current assumptions, the induced mapκ(A0) → B0/mA0B0 is integral and
essentially finitely presented, hence it is finite, soB0/mA0B0 is aB0-module of finite length;
but this is also the length of theB-moduleB/mAB, whence the first assertion. Next, letM
be an object ofA-Modcoh,{s}; thenϕ∗M is a finitely presentedB-module; moreover, we may
find amA-primary idealI ⊂ A such thatM is aA/I-module, henceϕ∗M is aB/IB-module.
Notice that the induced mapSpecB/mAB → SpecB/IB is bijective, and its target is a local
scheme of dimension zero (sinceB/mAB is integral over a field). It follows easily thatIB is
amB-primary ideal, soϕ∗M is an object ofB-Modcoh,{s}. The last assertion is then a trivial
consequence of the exactness of the functorϕ∗, whenϕ is flat. �

Lemma 8.3.29.LetA be any measurableK+-algebra. Then there exists a morphism

V
ϕ−→ A/I

of measurableK+-algebras, where :

(a) I ⊂ A is a finitely generatedmA-primary ideal.
(b) V is a valuation ring,ϕ is a finitely presented surjection and the natural mapK+ → V

induces an isomorphism of value groupsΓ
∼→ ΓV .

Proof. Suppose first thatA is an object ofK+-m.Alg0. In this case, choose an affine finitely
presentedS-schemeX and a pointx ∈ X such thatA = OX,x; next, take a finitely presented
closed immersionh : X → Y := An

K+ of S-schemes; setY := An
κ ⊂ Y , pick elements

f1, . . . , fd ∈ B := OY,h(x) whose images in the regular local ringOY ,h(x) form a regular system
of parameters (i.e. a regular sequence that generates the maximal ideal), and let J ⊂ B be
the ideal generated by thefi, i = 1, . . . , d. Let I ⊂ A be any finitely generatedmA-primary
ideal containing the image ofJ . We deduce a surjectionϕ : V := B/J → A/I, and by
constructionV/mKV is a field; moreover, the induced mapK+ → V is flat by virtue of [32,
Ch.IV, Th.11.3.8]. It follows thatV is a valuation ring with the sought properties, by proposition
5.7.7(ii). Also,ϕ is finitely presented, by proposition 5.7.7(i).

Next, letA be a general measurableK+-algebra, and writeA as the colimit of a filtered
system(Aj | j ∈ J) of objects ofK+-m.Alg0. We may assume that0 ∈ J is an initial index,
and the foregoing case yields anmA0-primary idealI0 ⊂ A0, and a surjective finitely presented
morphismϕ0 : V0 → A0/I0 in K+-m.Alg0 from a valuation ringV0, such thatΓV = Γ. Notice
thatA/I0 is a henselian ring, henceϕ0 extends to a ring homomorphismϕh

0 : V h
0 → A0/I0

from the henselizationV h
0 of V0; more precisely,ϕ0 induces an isomorphism ofV h

0 -algebras :

V h
0 ⊗V0 (A0/I0)

∼→ A0/I0
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soϕh
0 is still finitely presented. On the one hand,ϕh

0 induces an identification

κ(V h
0 ) = κ(A0).

On the other hand, we have the filtered system of separable field extensions(κ(Aj) | j ∈ J),
whose colimit isκ(A). There follows a corresponding filtered system(V h

j | j ∈ J) of finite étale
V h
0 -algebras, whose colimit we denoteV ([33, Ch.IV, Prop.18.5.15]). ThenV is a valuation

ring, and the mapV h
0 → V induces an isomorphism on value groups. Moreover, the induced

isomorphismsκ(V h
j )

∼→ κ(Aj) lift uniquely to morphisms ofA0-algebrasϕh
j : V

h
j → Aj/I0Aj,

for everyj ∈ J ([33, Ch.IV, Cor.18.5.12]). Due to the uniqueness ofϕh
j , we see that the resulting

system(ϕh
j | j ∈ J) is filtered, and its colimit is a morphismϕ : V → A/I0A. Moreover,ϕh

j

induces an isomorphismV h
j ⊗V h

0
A0/IA0

∼→ Aj/I0Aj , especiallyϕh
j is surjective for every

j ∈ J , so the same holds forϕ. More precisely,ϕh
0 induces an isomorphismV ⊗V h

0
(A0/I0)

∼→
A/I0A, henceϕ is still finitely presented. �

Theorem 8.3.30.With the notation of(8.3.23), the following holds :

(i) For every measurableK+-algebraA there is a natural group isomorphism :

λA : K0(A-Modcoh,{s})
∼→ log Γ

which induces an isomorphismK+
0 (A-Modcoh,{s})

∼→ log Γ+.
(ii) The family of isomorphismsλA (for A ranging over the measurableK+-algebras) is

characterized uniquely by the following two properties.
(a) If V is a valuation ring and a flat measurableK+-algebra, then

λV ([M ]) = λV (M) for every objectM of V -Modcoh,{s}

whereλV (M) is defined as in(8.3.2).
(b) Let ψ : A → B be a morphism of measurableK+-algebras inducing a finite

residue field extensionκ(A)→ κ(B). Then

λA(ψ∗[M ]) = [κ(B) : κ(A)] · λB([M ]) for every[M ] ∈ K0(B-Modcoh,{s}).

(iii) For everya ∈ K+\{0} and any objectM ofA-Modcoh,{s} we have :
(a) [M ] = 0 in K0(A-Modcoh,{s}) if and only ifM = 0.
(b) If M is flat overK+/aK+, then :

(8.3.31) λA([M ]) = |a| · lengthA(M ⊗K+ κ).

(iv) Let ψ : A → B be a flat morphism of measurableK+-algebras inducing an integral
mapκ(A)→ B/mAB. Then :

λB(ψ
∗[M ]) = lengthB(B/mAB) · λA([M ]) for every[M ] ∈ K0(A-Modcoh,{s}).

Proof. We start out with the following :

Claim8.3.32. Let (K, | · |)→ (E, | · |) be an extension of valued fields of rank one inducing an
isomorphism of value groups,a ∈ K+ \ {0} any element,M anE+/aE+ module. Then :

(i) M is a flatE+/aE+-module if and only if it is a flatK+/aK+-module.
(ii) M ⊗K+ κ =M ⊗E+ κ(E).

Proof of the claim.According to [61, Th.7.8], in order to show (i) it suffices to prove that

Tor
E+/aE+

1 (E+/bE+,M) = Tor
K+/aK+

1 (K+/bK+,M)

for everyb ∈ K+ such that|b| ≥ |a|. The latter assertion is an easy consequence of the faithful
flatness of the extensionK+ → E+. (ii) follows from the identity :mE = mKE

+, which holds
sinceΓE = Γ. ♦
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Claim 8.3.33. Let f : K+ → V be a morphism of measurableK+-algebras, whereV is a
valuation ring andf induces an isomorphism on value groups. ThenλV (defined by (ii.a)) is an
isomorphism and assertion (iii) holds forA = V .

Proof of the claim.According to (ii.a),λV ([M ]) = λV (M) for every finitely presented tor-
sion V -module. However, every such moduleM admits a decomposition of the formM ≃
(V/a1V ) ⊕ · · · ⊕ (V/akV ), with a1, . . . , ak ∈ mK ([36, Lemma 6.1.14]). Then by claim
8.3.32(i),M is flat overK+/aK+ if and only ifM is flat overV/aV , if and only if |a| = |ai| for
everyi ≤ k. In this case, an explicit calculation shows thatλV (M) = |a| · length(M ⊗V κ(V )),
which is equivalent to (8.3.31), in view of claim 8.3.32(ii). Next, we consider the map :

µ : log Γ+ → K0(V -Modcoh,{s}) : |a| 7→ [V/aV ] for everya ∈ K+ \ {0}.

We leave to the reader the verification thatµ extends to a group homomorphism well-defined
on the whole ofΓ, that provides an inverse toλV . Finally, it is clear thatλV (M) = 0 if and
only if M = 0, so also (iii.a) holds. ♦

Claim8.3.34. LetA be any measurableK+-algebra. For every objectN ofA-Modcoh,{s} there
exists a finite filtration0 = N0 ⊂ · · · ⊂ Nk = N by finitely presentedA-submodules, and
elementsa1, . . . , ak ∈ m such thatNi/Ni−1 is a flatK+/aiK

+-module for every1 ≤ i ≤ k.

Proof of the claim. Let us findI ⊂ A andϕ : V → A/I as in lemma 8.3.29. It suffices
to show the claim for the finitely presentedA-modulesInN/In+1N (for everyn ∈ N), hence
we may assume thatN is anA/I-module. Thenϕ∗N is a finitely presentedV -module, hence
of the form (V/a1V ) ⊕ · · · ⊕ (V/akV ) for someai ∈ m; we may order the summands so
that |ai| ≥ |ai+1| for all i < k. We argue by induction ond(N) := dimκ(N ⊗V κ(V )). If
d(N) = 0, thenN = 0 by Nakayama’s lemma. Supposed > 0; we remark thatN/a1N is a flat
V/a1V -module, hence a flatK+/a1K

+-module (claim 8.3.32), andd(a1N) < d(N); the claim
follows. ♦

Claim 8.3.35. Let A be any measurableK+-algebra,I ⊂ A a finitely generatedmA-primary
ideal, andπI : A→ A/I the natural projection. Then the map :

πI∗ : K0(A/I-Modcoh)→ K0(A-Modcoh,{s})

is an isomorphism.

Proof of the claim.On the one hand we have :

A-Modcoh,{s} =
⋃

n∈N

A/In-Modcoh

and on the other hand, in view of lemma 8.3.25, we see that the projectionsA/In+1 → A/In

induce isomorphismsK0(A/I
n-Modcoh) → K0(A/I

n+1-Modcoh) for everyn > 0, whence
the claim. ♦

LetA, I andϕ : V → A/I be as in lemma 8.3.29, andπI : A→ A/I the natural surjection;
taking into account claim 8.3.35, we may let :

(8.3.36) λA := λV ◦ ϕ∗ ◦ π−1
I∗

whereλV is given by the rule of (ii.a). In view of claim 8.3.33 we see thatλA([M ]) = 0 if and
only if M = 0, so (iii.a) follows already.

Claim 8.3.37. The isomorphismλA is independent of the choice ofI, V andϕ.
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Proof of the claim. Indeed, suppose thatJ ⊂ A is another ideal andψ : W → A/J is
another surjection from a valuation ringW , fulfilling the foregoing conditions. We consider the
commutative diagram

A/I
πJ

%%KKKKKKKKKK
V

ϕoo

ϕ′

��

A

πI
>>}}}}}}}}

πJ   A
AA

AA
AA

A

πI+J // A/(I + J)

A/J

πI

99ssssssssss

W.
ψ

oo

ψ′

OO

We compute :ϕ∗ ◦ π−1
I∗ = ϕ∗ ◦ πJ∗ ◦ π−1

J∗ ◦ π−1
I∗ = ϕ′

∗ ◦ π−1
I+J,∗, and a similar calculation shows

thatψ∗ ◦π−1
J∗ = ψ′

∗ ◦π−1
I+J,∗. We are thus reduced to showing thatλV ◦ϕ′

∗([N ]) = λW ◦ψ′
∗([N ])

for everyA/(I + J)-moduleN . In view of claim 8.3.34 we may assume thatN is flat over
K+/aK+, for somea ∈ m, in which case the assertion follows from claim 8.3.33. ♦

Claims 8.3.33 and 8.3.37 show already that (i) holds. Next, let ψ : A → B be as in (ii.b).
Choose an idealI ⊂ A and a surjectionϕ : V → A/I as in lemma 8.3.29. Let alsoJ ⊂ B be a
finitely generatedmB-primary ideal containingψ(I), andψ : A/I → B/J the induced map.

By inspecting the definitions we see that (ii.b) amounts to the identity :λV ((ψ ◦ ϕ)∗[M ]) =
[κ(B) : κ(A)] · λB/J ([M ]) for every finitely presentedB/J-moduleM . Furthermore, up to
enlargingJ , we may assume that there is a finitely presented surjectionξ : W → B/J of
K+-algebras, whereW is a valuation ring with value groupΓ, and then we come down to
showing:

λV ((ψ ◦ ϕ)∗[M ]) = [κ(B) : κ(A)] · λW (ξ∗[M ]).

In view of claim 8.3.34 we may also assume thatM is a flatK+/aK+-module for somea ∈ m,
in which case the identity becomes :

|a| · lengthV (M ⊗K+ κ) = [κ(B) : κ(A)] · |a| · lengthW (M ⊗K+ κ)

thanks to claim 8.3.33. However, the latter is an easy consequence of the identities :κ(A) =
κ(V ) andκ(B) = κ(W ). Next, we show that (iii.b) holds for a general measurableK+-algebra
A. Indeed, letM be any object ofA-Modcoh,{s}; as usual, we may find a local ind-étale map
A0 → A from some objectA0 of K+-m.Alg0, and an objectM0 of A0-Modcoh,{s} with an
isomorphism ofA-modulesA ⊗A0 M0

∼→ M (cp. the proof of proposition 8.3.26(i)). Since
(ii.b) is already proved, we have

λA([M ]) = λA0([M0]) and lengthA(M ⊗K+ κ) = lengthA0
(M ⊗K+ κ).

Therefore, we may replaceA byA0, and assume thatA is an object ofK+-m.Alg0. In this case,
by lemma 5.7.5 we may find morphismsf : K+ → V andg : V → A in K+-m.Alg0 such
thatV is a valuation ring with value groupΓ andg induces a finite extension of residue fields
κ(V )→ κ(A). LetN be anA-module supported ats(A) and flat overK+/aK+; we may find a
finitely generatedmA-primary idealI ⊂ A such thatI ⊂ AnnA(N), and since (ii.b) is already
known in general, we reduce to showing that (iii.b) holds fortheA/I-moduleN . However,
the induced mapg : V → A/I is finite and finitely presented (proposition 5.7.7(i)), so another
application of (ii.b) reduces to showing that (8.3.31) holds forA := V andM := g∗N , in which
case the assertion is already known by claim 8.3.33.

(ii.a): Suppose thatA is a valuation ring, and letM be any object ofA-Modcoh,{s}. The
sought assertion is obvious whenΓA = Γ, since in that case we can chooseA = V andϕ = πI
in (8.3.36). However, we know already that the rank ofA equals one, ande := (ΓA : Γ) is finite
(see (8.3.5)); we can then assume thate > 1, in which case corollary 5.7.25(ii) implies that
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Γ ≃ Z. Then it suffices to check (ii.a) forM = κ(A), which is a (flat)κ-module, so that – by
assertion (iii) – one hasλA([M ]) = e · γ0, whereγ0 ∈ log Γ+

A is the positive generator. In view
of remark 8.3.14, we see that this value agrees withλV (M), as stated.

(iv): In view of claim 8.3.34, we may assume thatM is a flatK+/aK+-module, for some
a ∈ m, and then the same holds forψ∗M , sinceψ is flat. In view of (iii.b), it then suffices to
show that :

lengthB(B ⊗AM) = lengthA(M) · lengthB(B/mAB)

for anyA-moduleM of finite length. In turn, this is easily reduced to the case whereM = κ(A),
for which the identity is obvious. �

8.3.38. LetA be a measurableK+-algebra. The next step consists in extending the definition
of λA to the categoryA-Mod{s} of arbitraryA-modulesM supported ats(A). First of all,
suppose thatM is finitely generated. LetCM be the set of isomorphism classes of objectsM ′

of A-Modcoh,{s} that admit a surjectionM ′ →M . Then we set :

λ∗A(M) := inf {λA([M ′]) |M ′ ∈ CM} ∈ log Γ∧.

Notice that – by the positivity property of theorem 8.3.30(i) – we haveλ∗A(M) = λA([M ])
wheneverM is finitely presented. Next, for a general object ofA-Mod{s} we let :

(8.3.39) λA(M) := sup {λ∗A(M ′) |M ′ ⊂M andM ′ is finitely generated} ∈ log Γ∧∪{+∞}.

Lemma 8.3.40.If M is finitely generated, thenλ∗A(M) = λA(M).

Proof. LetM ′ ⊂M be a finitely generated submodule; we have to show thatλ∗(M ′) ≤ λ∗(M).
To this aim, letf : N → M andg : N ′ → M ′ be two surjections ofA-modules withN ∈ CM

andN ′ ∈ CM ′; by filtering the kernel off by the system of its finitely generated submodules,
we obtain a filtered system(Ni | i ∈ I) of finitely presented quotients ofN , with surjective
transition maps, such thatcolim

i∈I
Ni = M . By [36, Prop.2.3.16(ii)] the induced mapN ′ → M

lifts to a maph : N ′ → Ni for somei ∈ I. SinceA is coherent,h(N ′) is a finitely presentedA-
module with a surjectionh(N ′) → M ′, henceλ∗A(M

′) ≤ λA([h(N ′)]) ≤ λA([Ni]) ≤ λA(N).
SinceN is arbitrary, the claim follows. �

Proposition 8.3.41.(i) If A is a valuation ring,(8.3.39)agrees with(8.3.9).

(ii) If (Mi | i ∈ I) is a filtered system of objects ofA-Mod{s} with injective (resp. surjec-
tive) transition maps, then :

λA(colim
i∈I

Mi) = lim
i∈I

λA(Mi)

(resp. provided there existsi ∈ I such thatλA(Mi) < +∞).
(iii) If ψ : A → B is a morphism of measurableK+-algebras inducing a finite extension

κ(A)→ κ(B) of residue fields, then :

λB(M) =
λA(ψ∗M)

[κ(B) : κ(A)]
for every objectM ofB-Mod{s}.

(iv) Let 0→ M1 →M2 →M3 → 0 be a short exact sequence inA-Mod{s}. Then :

λA(M2) = λA(M1) + λA(M3).

(v) Letψ be a flat morphism of measurableK+-algebras inducing an integral mapκ(A)→
B/mAB. Then :

λB(ψ
∗M) = lengthB(B/mAB) · λA(M) for every objectM ofA-Mod{s}.
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Proof. (i): Sete := (ΓV : Γ). It suffices to check the assertion for a finitely generatedA-module
M , in which case one has to show the identity :

e · |F0(M)a| = λ∗A(M).

By proposition 8.3.12(i) we have|F0(M
′)a| ≥ |F0(M)a| for everyM ′ ∈ CM , henceλ∗A(M) ≥

e · |F0(M)a|. On the other hand, let us fix a surjectionV ⊕n → M , and let us write its kernel in
the formK =

⋃
i∈I Ki, for a filtered system(Ki | i ∈ I) of a finitely generatedV -submodules;

it follows that :
F0(M) =

⋃

i∈I

F0(V
⊕n/Ki).

In view of proposition 8.3.12(iii.b) we deduce :e·|F0(M)a| = lim
i∈I

e·|F0(V
⊕n/Ki)

a| ≥ λ∗A(M).

The proof of (ii) in the case where the transition maps are injective, is the same as that of
proposition 8.3.12(iii.b).

(iii): Let us writeM =
⋃
i∈IMi for a filtered family(Mi | i ∈ I) of finitely generatedB-

submodules. By the case already known of (ii) we have :λB(M) = lim
i∈I

λB(Mi), and likewise

for λA(ψ∗M), hence we may assume from start thatM is a finitely generatedB-module, in
which case the annihilator ofM contains a finitely generatedmB-primary idealJ ′ ⊂ B. Choose
a finitely generatedmA-primary idealJ ⊂ A contained in the kernel of the induced mapA →
B/J ′.

Claim8.3.42. λB(M) = λB/J ′(M) andλA(ψ∗M) = λA/J(ψ∗M).

Proof of the claim. Directly on the definition (and by applying theorem 8.3.30(ii.b) to the
surjectionB → B/J ′) we see thatλB(M) ≤ λB/J ′(M). On the other hand, any surjection ofB-
modulesM ′ →M withM ′ finitely presented, factors through the natural mapM ′ →M ′/J ′M ′,
and by theorem 8.3.30(i,ii.b) we haveλB(M ′) − λB/J ′(M ′/J ′M ′) = λB(J

′M ′) ≥ 0, whence
the first stated identity. The proof of the second identity isanalogous. ♦

In view of claim 8.3.42 we are reduced to proving the assertion for the morphismψ and the
B/J ′-moduleM , hence we may replaceψ byψ, and assume from start thatA andB have Krull
dimension zero.

Claim 8.3.43. LetA be a measurableK+-algebra of Krull dimension zero. Then there exists a
morphismϕ : V → A of measurableK+-algebras, withV a valuation ring flat overK+, such
that the residue field extensionκ(V ) → κ(A) is finite, and the induced map of value groups
Γ→ ΓV is an isomorphism.

Proof of the claim.Let A0 → A be a local ind-étale map, from an objectA0 of K+-m.Alg0.
By lemma 5.7.5 we may find aK+-flat valuation ringV0 in K+-m.Alg0 and a local map
ϕ0 : V → A0, inducing a finite residue field extensionκ(V0) → κ(A0) and an isomorphism on
value groupsΓ

∼→ ΓV . ThenA0 has also Krull dimension zero; especially, it is henselian,hence
ϕ0 factors through a morphismϕh

0 : V h
0 → A0, from the henselizationV h

0 of V0. LetE ⊂ κ(A)
be the largest separable subextension ofκ(V0) = κ(V h

0 ) contained inκ(A); there exists a unique
(up to unique isomorphism) finite étale morphismV h

0 → V ′ with an isomorphismκ(V ′)
∼→ E of

κ(V0)-algebras, andϕh
0 factors through a morphismV ′ → A0. Notice thatV ′ is still a henselian

valuation ring and a measurableK+-algebra, hence we may replaceV0 by V ′, and assume that
V0 is henselian, and the residue field extensionϕ0 : κ(V0)→ κ(A0) is purely inseparable. Since
A0 is henselian, we may writeA as the colimit of a filtered system(Ai | i ∈ I) of finite étale
A0-algebras. Now, on the one hand,ϕ0 induces an equivalence from the category of finite étale
κ(V0)-algebras, to the category of finite étaleκ(A0)-algebras (lemma 7.1.7(i)). On the other
hand, the category of finite étaleV0-algebras is equivalent to the category of finite étaleκ(V0)-
algebras, and likewise forA0. Therefore, for everyi ∈ I we may find a finite étale morphism



642 OFER GABBER AND LORENZO RAMERO

V0 → Vi, unique up to unique isomorphism, inducing an isomorphism of κ(A0)-algebras :

(8.3.44) κ(Vi)⊗κ(V0) κ(A0)
∼→ κ(Ai)

and the transition maps of residue fieldsκ(Ai) → κ(Aj) induce unique mapsVi → Vj of V0-
algebras, compatible with the isomorphisms (8.3.44). Hence, the resulting system(Vi | i ∈ I) is
filtered, and its colimit is a valuation ringV , which is still a measurableK+-algebra. Moreover,
the field extensionsκ(Vi) → κ(Ai) deduced from (8.3.44) lift uniquely to maps ofV0-algebras
Vi → Ai ([33, Ch.IV, Cor.18.5.12]); taking colimits, we get finallya mapV → A as sought. ♦

Let ϕ be as in claim 8.3.43; clearly it suffices to prove the sought identity for the two mor-
phismsψ ◦ ϕ andϕ, so we may replaceA by V , and assume from start thatA is a valuation
ring. Let us setd := [κ(B) : κ(A)]; we deduce :

λB(M) = inf {d−1 · λA(ψ∗M
′) |M ′ ∈ CM} ≥ d−1 · λA(ψ∗M)

by theorem 8.3.30(ii.b). Furthermore, let us choose a surjectionB⊕k → M , whose kernel we
write in the formK :=

⋃
i∈I Ki where(Ki | i ∈ I) is a filtered family of finitely generated

B-submodules ofK. Next, by applying (i), proposition 8.3.12(i,iii.b), and theorem 8.3.30(ii.b)
we derive :

λB(M) ≤ inf {λB(B⊕k/Ki) | i ∈ I} = inf {d−1 · λA(ψ∗(B
⊕k/Ki)) | i ∈ I}

= d−1 · (λA(ψ∗B
⊕k)− sup {λA(ψ∗Ki) | i ∈ I})

= d−1 · (λA(ψ∗B
⊕k)− λA(ψ∗K))

= d−1 · λA(ψ∗M)

whence the claim.
(iv): Let (Ni | i ∈ I) be the filtered system of finitely generated submodules ofM2. For

everyi ∈ I we have short exact sequences :0 → M1 ∩ Ni → Ni → N i → 0, whereN i is
the image ofNi in M3. In view of the case of (ii) already known, we may then replaceM2

by Ni, and thus assume from start thatM2 is finitely generated, so that we may find a finitely
generatedmA-primary idealJ ⊂ A that annihilatesM2. By (iii) we haveλA(M2) = λA/J(M2),
and likewise forM1 andM3, hence we may replaceA byA/J . By claim 8.3.43, we may then
find a morphismV → A of measurableK+-algebras withV a valuation ring, inducing a finite
residue field extensionκ(V ) → κ(A); then again (iii) reduces to the case whereA = V , to
which one may apply (i) and proposition 8.3.12(i) to conclude the proof.

Next we consider assertion (ii) for the case where the transition maps are surjective. We may
assume thatI admits a smallest elementi0; for every i ∈ I let Ki denote the kernel of the
transition mapMi0 →Mi. We deduce a short exact sequence :

0→
⋃

i∈I

Ki →Mi0 → colim
i∈I

Mi → 0

and we may then compute using (iv) and the previous case of (ii) :

λA(colim
i∈I

Mi) = λA(Mi0)− λA(
⋃

i∈I

Ki) = lim
i∈I

(λA(Mi0)− λA(Ki)) = lim
i∈I

λA(Mi0/Ki)

whence the claim.
(v): Sinceψ∗ is an exact functor which commutes with colimits, we may use (ii) to reduce

to the case whereM is finitely presented, for which the assertion is already known, in view of
theorem 8.3.30(iv). �

Remark 8.3.45.Suppose that the valuation ofK is discrete; then one sees easily that theorem
8.3.30(i,iii) still holds (with simpler proof) whenA is replaced by any local noetherianK+-
algebra, and by inspecting the definition, the resulting mapλA is none else than the standard
length function for modules supported on{s(A)}.
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Lemma 8.3.46.LetA be a measurableK+-algebra, andM anA-module supported ats(A)
with λA(M) <∞. Then

{a ∈ K+ | log |a| > λA(M)} ⊂ AnnK+M.

Proof. Using proposition 8.3.41(ii), we easily reduce, first, to the case whereM is finitely
generated, and second, to the case whereM is finitely presented. Pick an idealI ⊂ A and a
valuation ringV mapping ontoA/I, as in lemma 8.3.29; by considering theI-adic filtration
of M , the additivity properties ofλA allow to further reduce to the case whereM is anA/I-
module. Next, by theorem 8.3.30(ii.b) we may replaceA by V , and therefore assume thatA is
a valuation ring whose valuation group equalsΓ. In this case,λA is computed by Fitting ideals,
so the assertion follows easily from [36, Prop.6.3.6(iii)]. �

8.3.47. Let us consider aK+-algebraR∞ that is the colimit of an inductive system

(8.3.48) R0 → R1 → R2 → · · ·
of morphisms of measurableK+-algebras inducing integral ring homomorphismsκ(Ri) →
Ri+1/mRiRi for everyi ∈ N. The final step consists in generalizing the definition of normalized
length to the categoryR∞-Mod{s} of R∞-modules supported at the closed points(R∞) of
SpecR∞. To this purpose, we shall axiomatize the general situationin which we can solve this
problem. Later we shall see that our axioms are satisfied in many interesting cases.

8.3.49. Hence, letR∞ be as in (8.3.47). After fixing an order-preserving isomorphism

(8.3.50) (Q⊗Z log Γ)∧
∼→ R

we may regard the mappingsλA (for any measurableK+-algebraA) as real-valued functions
onA-modules. To ease notation, for everyRn-moduleN supported on{s(Rn)} we shall write
λn(N) instead ofλRn(N). Notice that, for every suchN , and everym ≥ n, theRm-module
Rm ⊗Rn N is supported at{s(Rm)}, since by assumption the mapRn → Rm/mRnRm is
integral.

Definition 8.3.51.In the situation of (8.3.49), we say thatR∞ is anind-measurableK+-algebra,
if there exists a sequence of realnormalizing factors(dn > 0 | n ∈ N) such that :

(a) For everyn ∈ N and every objectN of Rn-Modcoh,{s}, the sequence :

m 7→ d−1
m · λm(Rm ⊗Rn N)

converges to an elementλ∞(R∞ ⊗Rn N) ∈ R.
(b) For everym ∈ N, every finitely generatedmR0-primary idealI ⊂ R0, and everyε > 0

there existsδ(m, ε, I) > 0 such that the following holds. For everyn ∈ N and every
surjectionN → N ′ of finitely presentedRn/IRn-modules generated bym elements,
such that

|λ∞(R∞ ⊗Rn N)− λ∞(R∞ ⊗Rn N ′)| ≤ δ(m, ε, I)

we have :
d−1
n · |λn(N)− λn(N ′)| ≤ ε.

8.3.52. Assume now thatR∞ is ind-measurable, and letN be a finitely presentedRn-module
supported on{s(Rn)}. The first observation is thatλ∞(R∞ ⊗Rn N) only depends on theR∞-
moduleR∞⊗Rn N . Indeed, suppose thatR∞⊗RmM ≃ R∞⊗RnN for somem ∈ N and some
finitely presentedRm-moduleM ; then there existsp ≥ m,n such thatRp⊗RmM ≃ Rp⊗RnN ,
and then the assertion is clear.

The second observation – contained in the following lemma 8.3.53 – will show that the
conditions of definition 8.3.51 impose some non-trivial restrictions on the inductive system
(Rn | n ∈ N).
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Lemma 8.3.53.Let (Rn; dn | n ∈ N) be the datum of an inductive system of measurableK+-
algebras and a sequence of positive reals, fulfilling conditions (a) and (b) of definition8.3.51.
Then:

(i) The natural map
M → Rm ⊗Rn M

is injective for everyn,m ∈ N withm ≥ n and everyRn-moduleM .
(ii) Especially, the transition mapsRn → Rn+1 are injective for everyn ∈ N.

(iii) Suppose that(d′n | n ∈ N) is another sequence of positive reals such that conditions
(a) and (b) hold for the datum(Rn; d

′
n | n ∈ N). Then the sequence(dn/d′n | n ∈ N)

converges to a non-zero real number.

Proof. (i): We reduce easily to the case whereM is finitely presented overRn. Let N ⊂
Ker (M → Rm⊗RnM) be a finitely generatedRn-module; sinceRn is coherent,N is a finitely
presentedRn-module. We suppose first thatM is inRn-Modcoh,{s}.

Claim 8.3.54. The natural mapRm ⊗Rn M → Rm ⊗Rn (M/N) is an isomorphism.

Proof of the claim.On the one hand, theRm-moduleRm ⊗Rn M represents the functor

Rm-Mod→ Set : Q 7→ HomRn(M,Q).

On the other hand, the assumption onN implies thatHomRn(M,Q) = HomRn(M/N,Q) for
everyRm-moduleQ, so the claim follows easily. ♦

From claim 8.3.54 we deduce that the natural mapR∞ ⊗Rn M → R∞ ⊗Rn (M/N) is an
isomorphism, and then condition (b) says thatλn(M) = λn(M/N), henceλn(N) = 0 and
finally N = 0, as stated. Next, supposeM is any finitely presentedRn-module, and pick a
finitely generatedmRn-primary idealI ⊂ Rn.

Claim 8.3.55. There existsc ∈ N such thatN ∩ Ik+cM = Ik(N ∩ IcM) for everyk ≥ 0.

Proof of the claim.We may find a local ind-étale mapA→ Rn of K+-algebras, whereA is an
object ofK+-m.Alg0, and such thatI, M andN descend respectively to a finitely generated
idealI0 ⊂ A, a finitely presentedA-moduleM0, and a finitely generated submoduleN0 ⊂M0.
Then theorem 5.7.29 ensures the existence ofc ∈ N such thatN0 ∩ Ik+c0 M0 = Ik0 (N0 ∩ Ic0M0)
for everyk ≥ 0. SinceRn is a faithfully flatA-algebra, the claim follows. ♦

Pick c ∈ N as in claim 8.3.55; thenN/(N ∩ Ik+cM) is in the kernel of the natural map
M/Ik+cM → Rm⊗Rn (M/Ik+cM), henceN = N∩Ik+cM by the foregoing, so thatN ⊂ IkN
for everyk ≥ 0, and finallyN = 0 by Nakayama’s lemma.

(ii) is a special case of (i). To show (iii), let us denote byλ′∞(M) the normalized length of
any objectM of R∞-Modcoh,{s}, defined using the sequence(d′n | n ∈ N). From (b) it is clear
that λ∞(M), λ′∞(M) 6= 0 wheneverM 6= 0. Then, for any such non-zeroM , the quotient
λ′∞(M)/λ∞(M) is the limit of the sequence(dn/d′n | n ∈ N). �

Remark 8.3.56.(i) There is another situation of interest which leads to a well-behaved notion
of normalized length. Namely, suppose thatR• := (Rn | n ∈ N) is an inductive system of
local homomorphisms of local noetherian rings, such that the fibres of the induced morphisms
SpecRn+1 → SpecRn have dimension zero, and denote byR∞ the inductive limit of the system
R•. For everyn ∈ N, let alsoλn be the usual length function on the set of isomorphism classes
of finitely generatedRn-modules supported ons(Rn). Then for everym,n ∈ N with m ≥ n,
and everyRn-moduleM of finite length, theRm-moduleRm⊗RnM has again finite length, so
the analogues of conditions (a) and (b) of (8.3.49) can be formulated (cp. remark 8.3.45), and if
these conditions hold forR•, we shall say thatR∞ is anind-measurable ring. In such situation,
lemma 8.3.53 – as well as the forthcoming lemma 8.3.57 and theorem 8.3.62 – still hold, with
simpler proofs : we leave the details to the reader.



FOUNDATIONS OFp-ADIC HODGE THEORY 645

(ii) In spite of the uniqueness properties expressed by lemma 8.3.53, we do not know to
which extent the normalized length of an ind-measurableK+-algebra depends on the chosen
tower of measurable algebras. Namely, suppose that(Rn | n ∈ N) and(R′

n | n ∈ N) are two
such towers, with isomorphic colimitR∞, and suppose that we have found normalizing factors
(dn | n ∈ N) (resp.(d′n | n ∈ N)) for the first (resp. second) tower, whence a normalized length
λ∞ (resp. λ′∞) for R∞-modules. Then we do not know whether the ratio ofλ∞ andλ′∞ is a
constant.

Next, for a given finitely generatedR∞-moduleM supported on{s(R∞)}, we shall proceed
as in (8.3.38) : we denote byCM the set of isomorphism classes of finitely presentedR∞-
modules supported on{s(R∞)} that admit a surjectionM ′ →M , and we set

λ∗∞(M) := inf {λ∞(M ′) |M ′ ∈ CM} ∈ R.

Directly on the definitions, one checks thatλ∗∞(M) = λ∞(M) if M is finitely presented.

Lemma 8.3.57.LetM be a finitely generatedR∞-module,Σ ⊂M any finite set of generators,
(Ni | i ∈ I) any filtered system of objects ofR∞-Mod{s}, with surjective transition maps, such
that colim

i∈I
Ni ≃M . Then :

(i) λ∗∞(M) = lim
n→∞

d−1
n · λn(ΣRn).

(ii) If everyNi is finitely generated, we have :

inf {λ∗∞(Ni) | i ∈ I} = λ∗∞(M).

Proof. To start out, we show assertion (ii) in the special case whereall the modulesNi are
finitely presented. Indeed, let us pick any surjectionϕ :M ′ →M withM ′ ∈ CM . We may find
i ∈ I such thatϕ lifts to a mapϕi :M ′ → Ni ([36, Prop.2.3.16(ii)]), and up to replacingI by a
cofinal subset, we may assume thatϕi is defined for everyi ∈ I. Moreover

colim
i∈I

Cokerϕi = Cokerϕ = 0

hence there existsi ∈ I such thatϕi is surjective. It follows easily thatλ∞(Ni) ≤ λ∞(M ′),
whence (ii) in this case.

(i): Let k be the cardinality ofΣ, ε > 0 any real number,Q ⊂ AnnR0Σ a finitely generated
mR0-primary ideal,S := R∞/QR∞ andβ : S⊕k →M a surjection that sends the standard basis
ontoΣ. By filteringKer β by the system(Kj | j ∈ J) of its finitely generated submodules, we
obtain a filtered system(Nj := S⊕k/Kj | j ∈ J) of finitely presentedR∞-modules supported
on {s(R∞)}, with surjective transition maps and colimit isomorphic toM . Letψj : Nj → M
be the natural map; by the foregoing, we may findj0 ∈ J such that

(8.3.58) 0 ≤ λ∞(Nj0)− λ∗∞(M) ≤ min(δ(k, ε, Q), ε)

(notation of definition 8.3.51(b)). We can then findn ∈ N and a finitely presentedRn-module
M ′

n supported on{s(Rn)} and generated by at mostk elements, such thatNj0 = R∞ ⊗Rn M ′
n;

we setM ′
m := Rm ⊗Rn Mn for everym ≥ n and letMm be the image ofM ′

m in M . Up to
replacingn by a larger integer, we may assume thatMm = ΣRm for everym ≥ n. Choose
m ∈ N so that :

(8.3.59) |λ∞(Nj0)− d−1
m · λm(M ′

m)| ≤ ε.

Let (Mm,i | i ∈ I) be a filtered system of finitely presentedRm-modules supported at{s(Rm)},
with surjective transition maps, such thatcolim

i∈I
Mm,i = Mm. Arguing as in the foregoing,

we show that there existsi ∈ I such that the natural mapϕ : M ′
m → Mm factors through a

surjectionϕi :M ′
m →Mm,i, and up to replacingI by a cofinal subset, we may assume that such
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a surjectionϕi exists for everyi ∈ I. We obtain therefore a compatible system of surjections of
R∞-modules :

Nj0 ≃ R∞ ⊗Rm M ′
m → R∞ ⊗Rm Mm,i →M

and combining with (8.3.58) we find :

|λ∞(Nj0)− λ∞(R∞ ⊗Rm Mm,i)| ≤ δ(k, ε, Q) for everyi ∈ I.
In such situation, condition (b) of definition 8.3.51 ensures that :

d−1
m · |λm(M ′

m)− λm(Mm,i)| ≤ ε for everyi ∈ I.
Therefore :d−1

m · |λm(M ′
m)−λm(Mm)| ≤ ε, by proposition 8.3.41(ii). Combining with (8.3.59)

and again (8.3.58) we obtain :

|λ∗∞(M)− d−1
m · λm(Mm)| ≤ 3ε

which implies (i).
(ii): With no loss of generality, we may assume thatI admits a smallest elementi0. Let

us fix a surjectionF := R⊕k
∞ → Ni0, and for everyi ∈ I, let Ci denote the kernel of the

induced surjectionF → Ni. We consider the filtered system(Dj | j ∈ J) consisting of all
finitely generated submodulesDj ⊂ F such thatDj ⊂ Ci for somei ∈ I. It is clear that
colim
j∈J

F/Dj ≃ M , henceλ∗∞(M) = inf {λ∞(F/Dj) | j ∈ J}, by (i). On the other, by

construction, for everyj ∈ J we may findi ∈ I such thatλ∗∞(Ni) ≤ λ∞(F/Dj); since clearly
λ∗∞(Ni) ≥ λ∗∞(M) for everyi ∈ I, the assertion follows. �

8.3.60. Let nowM be an arbitrary object of the categoryR∞-Mod{s}. We let :

λ∞(M) := sup {λ∗∞(M ′) |M ′ ⊂M andM ′ is finitely generated} ∈ R ∪ {+∞}.
Lemma 8.3.61.If M is finitely generated, thenλ∞(M) = λ∗∞(M).

Proof. Let N ⊂ M be any finitely generated submodule. We choose finite sets of generators
Σ ⊂ N andΣ′ ⊂ M with Σ ⊂ Σ′. In view of proposition 8.3.41(iv) we haveλn(ΣRn) ≤
λn(Σ

′Rn) for everyn ∈ N, henceλ∗∞(N) ≤ λ∗∞(M), by lemma 8.3.57(i). The contention
follows easily. �

Theorem 8.3.62.(i) Let (Mi | i ∈ I) be a filtered system of objects ofR∞-Mod{s}, and
suppose that either :

(a) all the transition maps of the system are injections, or
(b) all the transition maps are surjections andλ∞(Mi) < +∞ for everyi ∈ I.

Then :
λ∞(colim

i∈I
Mi) = lim

i∈I
λ∞(Mi).

(ii) Let0→M ′ →M → M ′′ → 0 be a short exact sequence inR∞-Mod{s}. Then :

λ∞(M) = λ∞(M ′) + λ∞(M ′′).

(iii) LetM be a finitely presentedR∞-module,N ⊂ M a submodule supported ats(R∞).
Thenλ∞(N) = 0 if and only ifN = 0.

Proof. The proof of (i) in case (a) is the same as that of proposition 8.3.41(iii.b).
(ii): We proceed in several steps :
• Suppose first thatM andM ′′ are finitely presented, henceM ′ is finitely generated ([36,

Lemma 2.3.18(ii)]). We may then find an integern ∈ N and finitely presentedRn-modules
Mn andM ′′

n such thatM ≃ R∞ ⊗Rn Mn andM ′′ ≃ R∞ ⊗Rn M ′′
n . For everym ≥ n we set

Mm := Rm ⊗Rn Mn and likewise we defineM ′′
m. Up to replacingn by a larger integer, we

may assume that the given mapϕ : M → M ′′ descends to a surjectionϕn : Mn → M ′′
n , and

thenϕ is the colimit of the induced mapsϕm := 1Rm ⊗Rn ϕn, for everym ≥ n. Moreover,
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M ′ ≃ colim
m≥n

Kerϕm, and by the right exactness of the tensor product, the image of Kerϕm

generatesM ′ for everym ≥ n. Furthermore, since the natural mapsMm → Mp are injective
for everyp ≥ m ≥ n (lemma 8.3.53), the same holds for the induced mapsKerϕm → Kerϕp.
The latter factors as a composition :

Kerϕm
α−→ Rp ⊗Rm Kerϕm

β−→ Kerϕp

whereα is injective (lemma 8.3.53) andβ is surjective. In other words,Rp ·Kerϕm = Kerϕp
for everyp ≥ m ≥ n. In such situation, lemma 8.3.57(i) ensures that :

λ∞(M ′) = lim
m≥n

d−1
m · λm(Kerϕm)

and likewise :

λ∞(M) = lim
m≥n

d−1
m · λm(Mm) λ∞(M ′′) = lim

m≥n
d−1
m · λm(M ′′

m).

To conclude the proof of (ii) in this case, it suffices then to apply proposition 8.3.41(iv).
• Suppose next thatM , M ′ (and henceM ′′) are finitely generated. We choose a filtered

system(Mi | i ∈ I) of finitely presentedR∞-modules, with surjective transition maps, such that
M ≃ colim

i∈I
Mi. After replacingI by a cofinal subset, we may assume thatM ′ is generated by

a finitely generated submoduleM ′
i of Mi, for everyi ∈ I, and that(M ′

i | i ∈ I) forms a filtered
system with surjective transition maps, whose colimit is necessarilyM ′; set alsoM ′′

i :=Mi/M
′
i

for everyi ∈ I, so that the colimit of the filtered system(M ′′
i | i ∈ I) isM ′′. In view of lemmata

8.3.57(ii) and 8.3.61, we are then reduced to showing the identity :

inf {λ∗∞(Mi) | i ∈ I} = inf {λ∗∞(M ′
i) | i ∈ I}+ inf {λ∗∞(M ′′

i ) | i ∈ I}
which follows easily from the previous case.
• Suppose now thatM is finitely generated. We let(M ′

i | i ∈ I) be the filtered family of
finitely generated submodules ofM ′. Then :

M ′ ≃ colim
i∈I

M ′
i and M ′′ ≃ colim

i∈I
M/M ′

i .

Hence :
λ∞(M ′) = lim

i∈I
λ∞(M ′

i) (resp. λ∞(M ′′) = lim
i∈I

λ∞(M/M ′
i))

by (i.a) (resp. by lemmata 8.3.57(ii) and 8.3.61). However,the foregoing case shows that
λ∞(M) = λ∞(M ′

i) + λ∞(M/M ′
i) for everyi ∈ I, so assertion (ii) holds also in this case.

• Finally we deal with the general case. Let(Mi | i ∈ I) be the filtered system of finitely
generated submodules ofM ; we denote byM ′′

i the image ofMi inM ′′, and setM ′
i :=M ′∩Mi

for everyi ∈ I. By (i.a) we have :

λ∞(M) = lim
i∈I

λ∞(Mi)

and likewise forM ′ andM ′′. Since we already know thatλ∞(Mi) = λ∞(M ′
i) + λ∞(M ′′

i ) for
everyi ∈ I, we are done.

(iii): Let f ∈ N be any element; in view of (ii) we see thatλ∞(fR∞) = 0, and it suffices to
show thatf = 0. However, we may findn ∈ N and a finitely presentedRn-moduleMn such
thatM ≃ R∞ ⊗Rn Mn; notice that the natural mapMn → M is injective, by lemma 8.3.53(i).
We may also assume thatf is in the image ofMn. Let I ⊂ AnnRn(f) be a finitely generated
mRn-primary ideal; after replacingM by M/IM , we may assume thatMn is supported at
s(Rn). In light of (ii), we see thatλ∞(M) = λ∞(M/fR∞), henceλn(Mn) = λn(Mn/fRn),
due to condition (b) of definition 8.3.51. Henceλn(fRn) = 0 by proposition 8.3.41(iv), and
finally f = 0 by theorem 8.3.30(i,iii.a).
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To conclude, we consider assertion (i) in case (b) : setM := colim
i∈I

Mi; it is clear that

λ∞(M) ≤ λ∞(Mi) ≤ λ∞(Mj) wheneveri ≥ j, hence

lim
i∈I

λ∞(Mi) = inf {λ∞(Mi) | i ∈ I} ≥ λ∞(M).

For the converse inequality, fixε > 0; without loss of generality, we may assume thatI admits
a smallest elementi0, and we can find a finitely generated submoduleNi0 ⊂ Mi0 such that
λ∞(Mi0) − λ∞(Ni0) < ε. For everyi ∈ I, letNi ⊂ Mi be the image ofNi0 , and letN ⊂ M
be the colimit of the filtered system(Ni | i ∈ I); thenMi/Ni is a quotient ofMi0/Ni0, and
the additivity assertion (ii) implies thatλ∞(Mi) − λ∞(Ni) < ε for everyi ∈ I. According to
lemma 8.3.57(ii) (and lemma 8.3.61) we have :

λ∞(M) ≥ λ∞(N) = inf {λ∞(Ni) | i ∈ I} ≥ inf {λ∞(Mi) | i ∈ I} − ε
whence the claim. �

8.3.63. We wish now to show that the definition of normalized length descends to almost
modules (see (8.3)). Namely, we have the following :

Proposition 8.3.64.Let M , N be two objects ofR∞-Mod{s} such thatMa ≃ Na. Then
λ∞(M) = λ∞(N).

Proof. Using additivity (theorem 8.3.62(ii)), we easily reduce tothe case whereMa = 0, in
which case we need to show thatλ∞(M) = 0. Using theorem 8.3.62(i) we may further assume
thatM is finitely generated. Then, in view of lemma 8.3.57(i), we are reduced to showing the
following :

Claim8.3.65. LetA be any measurableK+-algebra, andM any object ofA-Mod{s} such that
Ma = 0. ThenλA(M) = 0.

Proof of the claim. Arguing as in the foregoing we reduce to the case whereM is finitely
generated. Then, let us pickI ⊂ A andϕ : V → A/I as in lemma 8.3.29. It suffices to show
the assertion for the finitely generated module

⊕
n∈N I

nM/In+1M , hence we may assume that
I ⊂ AnnAM , in which case, by proposition 8.3.41(iii) we may replaceA by V and assume
throughout thatA is a valuation ring. Then the claim follows from propositions 8.3.41(i) and
8.3.12(ii). �

8.3.66. Proposition 8.3.64 suggests the following definition. We letRa
∞-Mod{s} be the full

subcategory ofRa
∞-Mod consisting of all theRa

∞-modulesM such thatM! is supported at
s(R∞), in which case we say thatM is supported ats(R∞). Then, for every suchM we set :

λ∞(M) := λ∞(M!).

With this definition, it is clear that theorem 8.3.62(i,ii) extendsmutatis mutandisto almost
modules. For future reference we point out :

Lemma 8.3.67.Let 0→ M ′ → M → M ′′ → 0 be a short exact sequence ofRa
∞-modules. We

have :

(i) If M lies inRa
∞-Mod{s}, then λ∞(abM) ≤ λ∞(aM ′)+λ∞(bM ′′) for everya, b ∈ m.

(ii) If M is almost finitely presented, andM ′ is supported ats(R∞), thenλ∞(M ′) = 0 if
and only ifM ′ = 0.

Proof. (i): To start out, we deduce a short exact sequence :0→ bM ∩M ′ → bM → bM ′′ → 0.
Next, letN := Ker(a : bM → bM), and denote byN ′ the image ofN in bM ′′; there follows a
short exact sequence :0→ a(bM ∩M ′)→ abM → bM ′′/N ′ → 0. The claim follows.
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(ii): We reduce easily to the case whereM ′ is a cyclicRa
∞-module, sayM ′ = Ra

∞x for some
x ∈M!. In this case, letI ⊂ AnnR0(x) be a finitely generatedmR0-primary ideal; we may then
replaceM byM/IM , and assume thatM lies inRa

∞-Mod{s} as well. We remark :

Claim8.3.68. M is almost finitely presented if and only if, for everyb ∈ m there exists a finitely
presentedR∞-moduleN and a morphismM → Na whose kernel and cokernel are annihilated
by b. Moreover ifM is supported ats(R∞), one can chooseN to be supported ats(R∞).

Proof of the claim.The “if” direction is clear. For the “only if” part, we use [36, Cor.2.3.13],
which provides us with a morphismϕ : N → M! with N finitely presented overR∞, such
thatb · Kerϕ = b · Cokerϕ = 0. Thenb · 1aN factors through a morphismϕ′ : Imϕa → Na,
andb · 1M factors through a morphismϕ′′ : M → Imϕa; the kernel and cokernel ofϕ′ ◦ ϕ′′

are annihilated byb2. Finally, suppose thatM is supported ons(R∞), and letI ⊂ R∞ be any
finitely generated ideal such thatV (I) = {s(R∞)}. By assumption, for everyf ∈ I and every
m ∈ M! there existsn ∈ N such thatfnm = 0; it follows thatIn annihilatesImϕ for every
sufficiently largen ∈ N, and we may then replaceN byN/InN . ♦

Let M andM ′ be as in (ii), and choose a morphismϕ : M → Na as in claim 8.3.68;
by adjunction we get a mapψ : M ′

! → M! → N with b · m · Kerψ = 0. It follows that
λ∞(Imψ) = 0, henceImψ = 0, by theorem 8.3.62(iii). HencebM ′ = 0; sinceb is arbitrary,
the assertion follows. �

Simple examples show that an almost finitely generated (or even almost finitely presented)
Ra

∞-module may fail to have finite normalized length. The usefulfiniteness condition for almost
modules is contained in the following :

Definition 8.3.69. Let M be aRa
∞-module supported ats(R∞). We say thatM hasalmost

finite lengthif λ∞(bM) < +∞ for everyb ∈ m.

Lemma 8.3.70.(i) The set of isomorphism classes ofRa
∞-modules of almost finite length forms

a closed subset of the uniform spaceM (A) (notation of[36, §2.3]).
(ii) Especially, every almost finitely generatedRa

∞-module supported ats(R∞) has almost
finite length.

Proof. Assertion (i) boils down to the following :

Claim 8.3.71. Let a, b ∈ m, andf : N → M , g : N → M ′ morphisms ofRa
∞-modules, such

that the kernel and cokernel off andg are annihilated bya ∈ m, and such thatλ∞(bM) < +∞.
Thenλ∞(a2bM ′) < +∞.

Proof of the claim.By assumption,Ker f ⊂ Ker a · 1N , whence an epimorphismf(N)→ aN ;
likewise, we have an epimorphismg(N)→ aM ′. It follows that

λ∞(a2bM ′) ≤ λ∞(ab · g(M)) ≤ λ∞(abN) ≤ λ∞(b · f(N)) < +∞
as stated. ♦

(ii) follows from (i) and the obvious fact that every finitelygeneratedR∞-module supported
ats(R∞) has finite normalized length. �

8.3.72. For the case of a measurableK+-algebraA of dimension zero, we can show a further
Lipschitz typeuniform estimate for the normalized length. Namely, for anyintegerk > 0 define
the setMk(A

a) with its uniform structure as in (8.3.1);i.e. we have the fundamental system of
entourages

(Er | r ∈ R>0)

where eachEr consists of the pairs(N,N ′) such that there exists a thirdAa-moduleN ′′ and
Aa-linear mapsN ′′ → N ,N ′′ → N ′ whose kernel and cokernels are annihilated by anyb ∈ K+

such thatlog |b| ≥ r.
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Lemma 8.3.73.In the situation of(8.3.72), we have :

|λAa(N)− λAa(N ′)| ≤ 4k · lengthA(A/mA) · r
for everyr ∈ R>0 and every(N,N ′) ∈ Er.
Proof. We begin with the following

Claim 8.3.74. For any finitely generatedA-moduleN , and everyb ∈ K+ \ {0} we have

λA(N/bN) ≤ lengthA(N/mN) · log |b|.
Proof of the claim.Choose a mapψ : V → A of measurableK+-algebras, inducing a finite
residue field extensionκ(V ) → κ(A), whereV is aK+-flat valuation ring, and the induced
map of value groupsΓ → ΓV is an isomorphism (claim 8.3.43). Letd := dimκ(V )N/mVN ;
applying Nakayama’s lemma, we get a surjection(V/bV )⊕d → N/bN of V -modules, for every
b ∈ K+. Hence

λA(N/bN) =
λV (ψ∗(N/bN))

[κ(V ) : κ(A)]
≤ d log |b|

[κ(V ) : κ(A)]
= lengthA(N/mN) · log |b|

as stated. ♦

Now, suppose that(N,N ′) ∈ Elog |b| for someb ∈ K+, and pick mapsϕ : N ′′ → N , ψ :
N ′′ → N ′ whose kernel and cokernel are annihilated byb. Especially, ifn1, . . . , nk ∈ N∗ (resp.
n′
1, . . . , n

′
k ∈ N ′

∗) is a system of generators forN (resp. forN ′), we may findn′′
1, . . . , n

′′
2k ∈ N ′′

∗

such thatϕ(n′′
i ) = bni for i = 1, . . . , k andψ(n′′

i ) = n′
i−k for i = k+1, . . . , 2k. After replacing

N ′′ by its submodule generated byn′′
1, . . . , n

′′
2k, we may assume thatN ′′ ∈ M2k(A), Kerϕ is

still annihilated byb, butCokerϕ is only annihilated byb2. On the one hand, we deduce that

λAa(N
′′) ≥ λAa(ϕ(N

′′)) ≥ λAa(b
2N) = λAa(N)− λAa(N/b2N)

therefore
λAa(N)− λAa(N ′′) ≤ λAa(N/b

2N).

On the other hand, the mapN ′′ → N ′′ given by the rule :n′′ 7→ bn′′ for everyn′′ ∈ N ′′
∗ , factors

throughϕ(N ′′), thereforeλAa(N) ≥ λAa(bN
′′) so the same calculation yields the inequality

λAa(N
′′)− λAa(N) ≤ λAa(N

′′/bN ′′).

Taking into account claim 8.3.74 (and proposition 8.3.64) we see that

|λAa(N ′′)− λAa(N)| ≤ 2k · lengthA(A/mA) · log |b|.
Of course, the same holds withN replaced byN ′, and the lemma follows. �

We conclude this section with some basic examples of the situation contemplated in definition
8.3.51.

Example 8.3.75.Suppose that all the transition mapsRn → Rn+1 of the inductive system in
(8.3.49) are flat. Then, proposition 8.3.41(v) implies thatconditions (a) and (b) hold with:

dn := lengthRn(Rn/mR0Rn) for everyn ∈ N.

Example 8.3.76.Suppose thatp := char κ > 0. Let d ∈ N be any integer,f : X → Ad
K+ :=

SpecK+[T1, . . . , Td] an étale morphism. For everyr ∈ N we consider the cartesian diagram of
schemes

Xr

fr //

ψr

��

Ad
K+

ϕr

��

X
f // Ad

K+
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whereϕr is the morphism corresponding to theK+-algebra homomorphism

ϕ♮r : K
+[T1, . . . , Td]→ K+[T1, . . . , Td]

defined by the rule:Tj 7→ T p
r

j for j = 1, . . . , d. For everyr, s ∈ N with r ≥ s, ψr factors
through an obviousS-morphismψrs : Xr → Xs, and the collection of the schemesXr and
transition morphismsψsr gives rise to an inverse systemX := (Xr | r ∈ N), whose inverse
limit is representable by anS-schemeX∞ ([32, Ch.IV, Prop.8.2.3]). Letg∞ : X∞ → S (resp.
gr : Xr → S for everyr ∈ N) be the structure morphism,x ∈ g−1

∞ (s) any point,xr ∈ Xr

the image ofx andRr := OXr ,xr for everyr ∈ N. Clearly the colimitR∞ of the inductive
system(Rr | r ∈ N) is naturally isomorphic toOX∞,x. Moreover, notice that the restriction
g−1
r+1(s) → g−1

r (s) is a radicial morphism for everyr ∈ N. It follows easily that the transition
mapsRr → Rr+1 are finite; furthermore, by inspection one sees thatϕ♮r is flat and finitely
presented, soRr+1 is a freeRr-module of rankpd, for everyr ∈ N. Hence, the present situation
is a special case of example 8.3.75, and therefore conditions (a) and (b) hold if we choose the
sequence of integers(di | i ∈ N) with

di := pid/[κ(xi) : κ(x0)] for everyi ∈ N.

The foregoing discussion then yields a well-behaved notionof normalized length for arbitrary
R∞-modules supported at{s(R∞)}.
Example 8.3.77.In the situation of example 8.3.76, it is easy to constructRa

∞-modulesM 6= 0
such thatλ∞(M) = 0. For instance, ford := 1, let x ∈ X∞ be the point of the special fibre
whereT1 = 0; then we may takeM := R∞/I, whereI is the ideal generated by a non-zero
element ofmK and by the radical ofT1R∞. The verification shall be left to the reader.

8.4. Formal schemes.In this section we wish to define a category of topologically ringed
spaces that generalize the usual formal schemes from [26]. These foundations will be used to
complete the proof of the almost purity theorem, in the crucial case of dimension three.

8.4.1. Quite generally, we shall deal with topological rings whose topology islinear, i.e. such
that (A,+) is a topological group and0 ∈ A admits a fundamental system of open neighbor-
hoodsI := {Iλ | λ ∈ Λ} consisting of ideals ofA. Since we consider exclusively topological
rings of this kind, whenever we introduce a ring, we shall omit mentioning that its topology is
linear, except in cases where the omission might be a source of ambiguities.

8.4.2. We shall also considertopologicalA-modulesover a topological ringA. By definition,
such a moduleM is endowed with alinear topology, such that the scalar multiplicationA ×
M → M is continuous. Additionally,we assume that, for every open submoduleN ⊂ M ,
there exists an open idealI ⊂ A such thatIM ⊂ N . (Notice that [26, Ch.0,§7.7.1] is slightly
ambiguous : it is not clear whether all the topological modules considered there, are supposed
to satisfy the foregoing additional condition.) IfM is any such topologicalA-module, the
(separated) completionM∧ is a topologicalA∧-module, whereA∧ is the completion ofA. If
M ′ ⊂ M is any submodule, we denote byM ′ ⊂ M the topological closure ofM ′. LetN be
any other topologicalA-module; following [26, Ch.0,§7.7.2], we may endowM ⊗A N with a
natural topology, and the completion of the resulting topologicalA-module is denotedM ⊗̂AN .
For any two topologicalA-modulesM andN , we denote by :

top.HomA(M,N)

theA-module of all continuousA-linear mapsM → N . Also, we letA-Modtop be the cat-
egory of topologicalA-modules with continuousA-linear maps. Notice that there is a natural
identification :

(8.4.3) top.HomA(M,N∧) ≃ lim
N ′⊂N

colim
M ′⊂M

HomA(M/M ′, N/N ′)
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whereN ′ (resp.M ′) ranges over the family of open submodules ofN (resp. ofM).

8.4.4. The categoryA-Modtop is, generally, not abelian; indeed, iff : M → N is a con-
tinuous map of topologicalA-modules,Coker(Ker f → M) is not necessarily isomorphic to
Ker(N → Coker f), since the quotient topology (induced fromM) on Im f may be finer than
the subspace topology (induced fromN). The topologicalA-modules do form anexact cat-
egory in the sense of [67]; namely, the admissible monomorphisms (resp. epimorphisms) are
the continuous injections (resp. surjections)f : M → N that are kernels (resp. cokernels),
i.e. that induce homeomorphismsM

∼→ f(M) (resp. M/Ker f
∼→ N), wheref(M) (resp.

M/Ker f ) is endowed with the subspace (resp. quotient) topology induced fromN (resp. from
M). An admissible epimorphism is also called aquotient mapof topologicalA-modules. Cor-
respondingly there is a well defined class ofadmissible short exact sequencesof topological
A-modules. The following lemma provides a simple criterion to check whether a short exact
sequence is admissible.

Lemma 8.4.5.Let :

(En | n ∈ N) : 0→ (M ′
n | n ∈ N)→ (Mn | n ∈ N)→ (M ′′

n | n ∈ N)→ 0

be an inverse system, with surjective transition maps, of short exact sequences of discreteA-
modules. Then the induced complex of inverse limits :

lim
n∈N

En : 0→ M ′ := lim
n∈N

M ′
n →M := lim

n∈N
Mn → M ′′ := lim

n∈N
M ′′

n → 0

is an admissible short exact sequence of topologicalA-modules.

Proof. For every pair of integersi, j ∈ N with i ≤ j, letϕji : Mj → Mi be the transition map
in the inverse system(Mn | n ∈ N), and define likewiseϕ′

ji andϕ′′
ji; the assumption means that

all these maps are onto. SetKji := Kerϕji and define likewiseK ′
ji, K

′′
ji. By the snake lemma

we deduce, for everyi ∈ N, an inverse system of short exact sequences :

0→ (K ′
ji | j ≥ i)→ (Kji | j ≥ i)→ (K ′′

ji | j ≥ j)→ 0

where again, all the transition maps are surjective. However, by definition, the decreasing family
of submodules(Ki := limj≥iKji | i ∈ N) is a fundamental system of open neighborhoods of
0 ∈ M (and likewise one defines the topology on the other two inverse limits). It follows
already that the surjectionM → M ′′ is a quotient map of topologicalA-modules. To conclude
it suffices to remark :

Claim 8.4.6. The natural mapK ′
i := limj≥iK

′
ji → Ki induces an identification :

K ′
i = Ki ∩M ′ for everyi ∈ N.

Proof of the claim. Indeed, for everyj ≥ i we have a left exact sequence :

F j : (0→ K ′
ji →M ′

j ⊕Kji
α−→Mj)

whereα(m′, m) = m′ − m for everym′ ∈ M ′
j andm ∈ Kji. Thereforelimj≥i F j is the

analogous left exact sequence0→ K ′
i →M ′ ⊕Ki →M , whence the claim. �

8.4.7. LetX be any topological space; recall ([26, Ch.0,§3.1]) that asheaf of topological
spacesonX – also called asheaf with values in the categoryTop of topological spaces– is the
datum of a presheafF onX with values inTop (in the sense of [39, Ch.I,§1.9]), such that the
following holds.

(TS) For every topological spaceT , the rule :

U 7→ HomTop(T,F (U)) for every open subsetU ⊂ X

defines a sheaf of sets onX.
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A sheaf of topological ringsis a presheafA with values in the category of topological rings,
whose underlying presheaf of topological spaces is a sheaf with values inTop (and therefore
A is a sheaf of rings as well). Asheaf of topologicalA -modules– or briefly, atopologicalA -
module– is a presheafF of topologicalA -modules, whose underlying presheaf of topological
spaces is a sheaf with values inTop; thenF is also a sheaf ofA -modules. AnA -linear map
ϕ : F → G between topologicalA -modules is said to becontinuousif ϕU : F (U) → G (U)
is a continuous map for every open subsetU ⊂ X. We denote by :

top.HomA (F ,G )

theA-module of all continuousA -linear morphismsF → G . Consider the presheaf onX
defined by the rule :

(8.4.8) U 7→ top.HomA|U
(F|U ,G|U).

As a consequence of(TS) we deduce that (8.4.8) is a sheaf onX, which we shall denote by :

top.HomA (F ,G ).

8.4.9. In the situation of (8.4.1), setXλ := SpecA/Iλ for everyλ ∈ Λ; we define theformal
spectrumof A as the colimit of topological spaces :

Spf A := colim
λ∈Λ

Xλ.

Hence, the set underlyingSpf A is the filtered union of theXλ, and a subsetU ⊂ Spf A is open
(resp. closed) inSpf A if and only ifU ∩Xλ is open (resp. closed) inXλ for everyλ ∈ Λ.

Let I ⊂ A be any open ideal ofA; thenI contains an idealIλ, and thereforeSpecA/I is a
closed subset ofSpecA/Iλ, hence also a closed subset ofSpf A.

8.4.10. We endowSpf A with a sheaf of topological rings as follows. To start out, for every
λ ∈ Λ, the structure sheafOXλ carries a naturalpseudo-discrete topologydefined as in [26,
Ch.0,§3.8]. Letjλ : Xλ → Spf A be the natural continuous map; then we set :

OSpf A := lim
λ∈Λ

jλ∗OXλ

where the limit is taken in the category of sheaves of topological rings ([26, Ch.0,§3.2.6]). It
follows that :

(8.4.11) OSpf A(U) = lim
λ∈Λ

OXλ(U ∩Xλ)

for every open subsetU ⊂ Spf A. In this equality, the right-hand side is endowed with the
topology of the (projective) limit, and the identification with the left-hand side is a homeomor-
phism. SetX := Spf A; directly from the definitions we get natural maps of locallyringed
spaces :

(8.4.12) (Xλ,OXλ)
jλ−→ (X,OX)

iX−→ (SpecA∧,OSpecA∧) for everyλ ∈ Λ

whereA∧ := OX(X) is the (separated) completion ofA, and iX is given by the universal
property [25, Ch.I, Prop.1.6.3] of the spectrum of a ring. Clearly the compositioniX ◦ jλ is
the map of affine schemes induced by the surjectionA∧ → A/Iλ. ThereforeiX identifies the
set underlyingX with the subset

⋃
λ∈ΛXλ ⊂ SpecA∧. However, the topology ofX is usually

strictly finer than the subspace topology on the image ofiX . Let f ∈ A∧ be any element; we
let:

D(f) := i−1
X D(f)

where as usual,D(f) ⊂ SpecA∧ is the open subset consisting of all prime ideals that do not
containf .
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8.4.13. Letf : A→ B be a continuous map of topological rings. For every open ideal J ⊂ B,
we have an induced mapA/f−1J → B/J , and after taking colimits, a natural continuous map
of topologically ringed spaces :

Spf f : (Spf B,OSpf B)→ (Spf A,OSpf A).

Lemma 8.4.14.Let f : A→ B be a continuous map of topological rings. Then :

(i) Spf A is a locally and topologically ringed space.
(ii) ϕ := Spf f : Spf B → Spf A is a morphism of locally and topologically ringed spaces;

in particular, the induced map on stalksOSpf A,ϕ(x) → OSpf B,x is a local ring homo-
morphism, for everyx ∈ Spf B.

(iii) Let I ⊂ A be any open ideal,x ∈ SpecA/I ⊂ Spf A any point. The induced map :

(8.4.15) OSpf A,x → OSpecA/I,x

is a surjection.

Proof. (i): We need to show that the stalkOX,x is a local ring, for everyx ∈ X := Spf A. Let
(Iλ | λ ∈ Λ) be a cofiltered fundamental system of open ideals. Thenx ∈ Xµ := SpecA/Iµ
for someµ ∈ Λ; let κ(x) be the residue field of the stalkOXµ,x; for everyλ ≥ µ, the closed
immersionXµ → Xλ induces an isomorphism ofκ(x) onto the residue field ofOXλ,x, whence a
natural map

OX,x → κ(x).

Suppose now thatg ∈ OX,x is mapped to a non-zero element inκ(x); according to (8.4.11) we
may find an open subsetU ⊂ X, such thatg is represented as a compatible system(gλ | λ ≥ µ)
of sectionsgλ ∈ OXλ(U ∩ Xλ). For everyλ ≥ µ, let Vλ ⊂ Xλ denote the open subset of all
y ∈ Xλ such thatgλ(y) 6= 0 in κ(y). ThenVη ∩Xλ = Vλ wheneverη ≥ λ ≥ µ. It follows that
V :=

⋃
λ≥µ Vλ is an open subset ofX, and clearlyg is invertible at every point ofV , henceg is

invertible inOX,x, which implies the contention.
(ii): The assertion is easily reduced to the corresponding statement for the induced morphisms

of schemes :SpecB/J → SpecA/f−1J , for any open idealJ ⊂ B. The details shall be left
to the reader.

(iii): Indeed, using (8.4.12) withX := Spf A andIλ := I, we see that the natural surjection
OSpecA∧,x → OSpecA/I,x factors through (8.4.15). �

8.4.16. LetA andM be as in (8.4.2), and fix a (cofiltered) fundamental system(Mλ | λ ∈ Λ)
of open submodulesMλ ⊂ M . For everyλ ∈ Λ we may find an open idealIλ ⊂ A such that
M/Mλ is anA/Iλ-module. Letjλ : Xλ := SpecA/Iλ → X := Spf A be the natural closed
immersion (of ringed spaces). We define the topologicalOX-module :

M∼ := lim
λ∈Λ

jλ∗(M/Mλ)
∼

where, as usual,(M/Mλ)
∼ denotes the quasi-coherent pseudo-discreteOXλ-module associated

to M/Mλ, and the limit is formed in the category of sheaves of topological OX-modules ([26,
Ch.0,§3.2.6]). Thus, for every open subsetU ⊂ X one has the identity of topological modules:

(8.4.17) M∼(U) = lim
λ∈Λ

(M/Mλ)
∼(U ∩Xλ)

that generalizes (8.4.11).
To proceed beyond these simple generalities, we need to add further assumptions. The fol-

lowing definition covers all the situations that we shall findin the sequel.

Definition 8.4.18. LetA be a topological ring (whose topology is, as always, linear).
(i) We say thatA is ω-admissibleif A is separated and complete, and0 ∈ A admits a

countable fundamental system of open neighborhoods.
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(ii) We say that an open subsetU ⊂ Spf A is affine if there exists anω-admissible topo-
logical ringB and an isomorphism(Spf B,OSpf B)

∼→ (U,OSpf A|U) of topologically
ringed spaces.

(iii) We say that an open subsetU ⊂ Spf A is truly affineif U ∩ SpecA/I is an affine open
subset ofSpecA/I for every open idealI ⊂ A.

(iv) An affineω-formal schemeis a topologically and locally ringed space(X,OX) that is
isomorphic to the formal spectrum of anω-admissible topological ring.

(v) An ω-formal schemeis a topologically and locally ringed space(X,OX) that admits an
open coveringX =

⋃
i∈I Ui such that, for everyi ∈ I, the restriction(Ui,OX|Ui) is an

affineω-formal scheme.
(vi) A morphism ofω-formal schemesf : (X,OX)→ (Y,OY ) is a map of topologically and

locally ringed spaces,i.e. a morphism of locally ringed spaces such that the correspond-
ing mapOY → f∗OX induces continuous ring homomorphismsOY (U)→ OX(f−1U),
for every open subsetU ⊂ Y .

Remark 8.4.19.Let X be anyω-formal scheme, andU ⊂ X any open subset. Using axiom
(TS), it is easily seen that :

(i) OX(U) is a complete and separated topological ring.
(ii) If additionally, U =

⋃
i∈I Ui for a countable family(Ui | i ∈ I) of open subsets, such

that (Ui,OX|Ui) is an affineω-formal scheme for everyi ∈ I (briefly, eachUi is an
affine open subsetof X), thenOX(U) is ω-admissible.

Proposition 8.4.20.Suppose thatA is anω-admissible topological ring. Then :

(i) The truly affine open subsets form a basis for the topology ofX := Spf A.
(ii) Let I ⊂ A be an open ideal,U ⊂ X a truly affine open subset. Then :

(a) The natural mapρU : A→ AU := OX(U) induces an isomorphism :

(Spf AU ,OSpf AU )
∼→ (U,OX|U).

(b) The topological closureIU of IAU in AU is an open ideal, and the natural map :
SpecAU/IU → SpecA/I is an open immersion.

(c) U is affine.
(d) Every open covering ofU admits a countable subcovering.

Proof. (i): By assumption, we may find a countable fundamental system (In | n ∈ N) of open
ideals ofA, and clearly we may assume that this system is ordered under inclusion (so that
In ⊂ Im whenevern ≥ m). Letx ∈ Spf A be any point, andU ⊂ Spf A an open neighborhood
of x. Thenx ∈ Xn := SpecA/In for sufficiently largen ∈ N. We are going to exhibit, by
induction onm ∈ N, a sequence(fm |m ≥ n) of elements ofA, such that :

(8.4.21) x ∈ D(fp) ∩Xm = D(fm) ∩Xm ⊂ U wheneverp ≥ m ≥ n

To start out, we may findfn ∈ A/In such thatx ∈ D(fn) ∩ Xn ⊂ U ∩ Xn. Next, letm ≥ n
and suppose thatfm has already been found; we may write

U ∩Xm+1 = Xm+1 \ V (J) for some idealJ ⊂ A/Im+1.

Let J ⊂ A/Im andfm ∈ A/Im be the images ofJ andfm; thenV (J) ⊂ V (fm), hence there
existsk ∈ N such thatfkm ∈ J . Pick fm+1 ∈ J such that the image offm+1 in A/Im agrees
with fkm, and letfm+1 ∈ A be any lifting offm+1; with this choice, one verifies easily that
(8.4.21) holds forp := m+ 1. Finally, the subset :

U ′ :=
⋃

m≥n

D(fm) ∩Xm

is an admissible affine open neighborhood ofx contained inU .
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(ii.a): For everyn,m ∈ N with n ≥ m, we have a closed immersion of affine schemes:
U ∩Xm ⊂ U ∩Xn; whence induced surjections :

AU,n := OXn(U ∩Xn)→ AU,m := OXm(U ∩Xm).

By [26, Ch.0, §3.8.1], AU,n is a discrete topological ring, for everyn ∈ N, henceAU ≃
limn∈NAU,n carries the linear topology that admits the fundamental system of open ideals
(Ker (AU → AU,n) | n ∈ N), especiallyAU is ω-admissible. It follows that the topological
space underlyingSpf AU is colim

n∈N
(U ∩Xn), which is naturally identified withU , underSpf ρU .

Likewise, leti : U → X be the open immersion; one verifies easily (e.g. using (8.4.11)) that
the natural map :

i∗ lim
n∈N

jn∗OXn → lim
n∈N

i∗jn∗OXn

is an isomorphism of topological sheaves, which implies theassertion.
(ii.b): We may assume thatI0 = I. SinceU ∩Xn is affine for everyn ∈ N, we deduce short

exact sequences :

En := (0→ I · OXn(Xn ∩ U)→ OXn(U ∩Xn)→ OX0(U ∩X0)→ 0)

andlimn∈N En is the exact sequence :

0→ IU → AU → OX0(U ∩X0)→ 0.

SinceU ∩X0 is an open subset ofX0, both assertions follow easily.
(ii.c): It has already been remarked thatAU is ω-admissible, and indeed, the proof of (ii.b)

shows that the family of ideals(InAU | n ∈ N) is a fundamental system of open neighborhoods
of 0 ∈ AU . Hence the assertion follows from (ii.a).

(ii.d): By definition, U is a countable union of quasi-compact subsets, so the assertion is
immediate. �

Corollary 8.4.22. LetX be anω-formal scheme,U ⊂ X any open subset. Then(U,OX|U) is
anω-formal scheme. �

Remark 8.4.23. Let A be anω-admissible topological ring. ThenSpf A may well contain
affine subsets that are not truly affine. As an example, consider the one point compactification
X := N∪ {∞} of the discrete topological spaceN (this is the space which induces the discrete
topology on its subsetN, and such that the open neighborhoods of∞ are the complements of
the finite subsets ofN). We choose any fieldF , which we endow with the discrete topology, and
letA be the ring of all continuous functionsX → F . We endowA with the discrete topology,
in which caseSpf A = SpecA, and one can exhibit a natural homeomorphismSpecA

∼→ X
(exercise for the reader). On the other hand, we have an isomorphism of topological rings :

OSpf A(N) = lim
b∈N

OSpecA({0, . . . , b}) ≃ kN

wherekN is endowed with the product topology. A verification that we leave to the reader,
shows that the natural injective ring homomorphismA→ kN induces an isomorphism of ringed
spaces

Spf kN
∼→ (N,OSpf A|N)

henceN ⊂ Spf A is an affine subset. However,N is not an affine subset ofSpecA, henceN is
not a truly affine open subset ofSpf A.

Proposition 8.4.24.LetX be anω-formal scheme,A anω-admissible topological ring. Then
the rule :

(8.4.25) (f : X → Spf A) 7→ (f ♮ : A→ Γ(X,OX))

establishes a natural bijection between the set of morphisms ofω-formal schemesX → Spf A
and the set of continuous ring homomorphismsA→ Γ(X,OX).
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Proof. We reduce easily to the case whereX = Spf B for someω-admissible topological ring
B. Let f : X → Y := Spf A be a morphism ofω-formal schemes; we have to show that
f = Spf f ♮, wheref ♮ : A → B is the map on global sections induced by the morphism of
sheavesOY → f ∗OX that definesf . LetU ⊂ X andV ⊂ Y be two truly affine open subsets,
such thatf(U) ⊂ V , and let likewise :

f ♮U,V : AV := OY (V )→ BU := OX(U)

be the map induced byf|U . Using the universal property of [25, Ch.I, Prop.1.6.3], weobtain a
commutative diagram of morphisms of locally ringed spaces:

(8.4.26)

SpecBU

Spec f♮U,V //

��

SpecAV

��

U

��

f|U //
iU

ddHHHHHHHHHH
V

��

iV

::vvvvvvvvv

X
f //

iX

zzvvvvvvvvv
Y

iY

$$H
HHHHHHHH

SpecB
Spec f♮ // SpecA

whereiX , iY , iU andiV are the morphisms of (8.4.12). SinceiX andiY are injective on the
underlying sets, it follows already thatf andSpf f ♮ induce the same continuous map of topo-
logical spaces. Let nowJ ⊂ B be any open ideal,I ⊂ f ♮−1(J) an open ideal ofA, and letJU
(resp.IV ) be the topological closure ofJBU in BU (resp. ofIAV in AV ). Since the mapf ♮U,V
is continuous, we derive a commutative diagram of schemes :

SpecBU/JU
ϕ //

α

��

SpecAV /IV

β
��

SpecB/J
ψ // SpecA/I

whereα andβ are open immersions, by proposition 8.4.20(ii.b), andϕ (resp. ψ) is induced
by f ♮U,V (resp. byf ♮). Let I be a fundamental system of open neighborhoods of0 ∈ A
consisting of ideals; from proposition 8.4.20(ii.b) (and its proof) it follows as well thatAV ≃
limI∈I AV /IAV . Summing up, this shows thatf ♮U,V is determined byf ♮, whence the con-
tention. �

Corollary 8.4.27. LetA be anω-admissible topological ring,U ⊂ Spf A an affine open subset,
andV a truly affine open subset ofX with V ⊂ U . ThenV is a truly affine open subset ofU .

Proof. Say thatU = Spf B, for someω-admissible topological ringB; by proposition 8.4.24,
the immersionj : U → X is of the formj = Spf ϕ for a unique mapϕ : A → B. Let now
J ⊂ B be any open ideal, and setI := ϕ−1J ; there follows a commutative diagram of locally
ringed spaces :

U0 := SpecB/J //

��

X0 := SpecA/I

��
U

j // X.

By assumption,V ∩X0 = SpecC for someA/I-algebraC; it follows that :

V ∩ U0 = SpecB/J ⊗A/I C
and sinceJ is arbitrary, the claim follows. �
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8.4.28. LetA be anω-admissible topological ring, andB, C two topologicalA-algebras (so
the topologies ofB andC are linear, and the structure mapsA → B, A → C are continuous).
We denote byB⊗̂AC the completed tensor product ofB andC, defined as in [26, Ch.0,§7.7.5].
ThenB⊗̂AC is the coproduct of theA-algebrasB andC, in the category of topologicalA-
algebras ([26, Ch.0,§7.7.6]). By standard arguments, we deduce that the categoryof ω-formal
schemes admits arbitrary fibre products.

8.4.29. We shall say that a topologicalA-moduleM is ω-admissibleif M is complete and
separated, and admits a countable fundamental system of open neighborhoods of0 ∈ M .
Notice that the completion functorN 7→ N∧ on topologicalA-modules is not always “right
exact”, in the following sense. SupposeN → N ′ is a quotient map; then the induced map
N∧ → N ′∧ is not necessarily onto. However, this is the case ifN∧ is ω-admissible (see [61,
Th.8.1]). For suchA-modules, we have moreover the following :

Lemma 8.4.30.Let A be a topological ring,M , M ′, N threeω-admissible topologicalA-
modules, andf :M → M ′ a quotient map. Then :

(i) The homomorphismf ⊗̂A1N :M ⊗̂AN →M ′ ⊗̂AN is a quotient map.
(ii) Let us endowKer f with the subspace topology induced fromM , and suppose addi-

tionally that, for every open idealI ⊂ A :
(a) IN is an open submodule ofN .
(b) N/IN is a flatA/I-module.

Then the complex :

0→ (Ker f) ⊗̂AN →M ⊗̂AN → M ′ ⊗̂AN → 0

is an admissible short exact sequence of topologicalA∧-modules.

Proof. By assumption, we may find an inverse system of discreteA-modules, with surjective
transition maps(Mn | n ∈ N) (resp. (Nn | n ∈ N)), and an isomorphism of topologicalA-
modules :M ≃ limn∈NMn (resp. N ≃ limn∈NNn); let us defineM ′

n := M ′ ∐M Mn for
everyn ∈ N (the cofibred sum ofM ′ andMn overM). Sincef is a quotient map,M ′

n is a
discreteA-module for everyn ∈ N, and the natural map :M ′ → limn∈NM

′
n is a topological

isomorphism. We deduce an inverse system of short exact sequences of discreteA-modules :

0→ Kn →Mn ⊗A Nn →M ′
n ⊗A Nn → 0

whereKn is naturally a quotient ofKer(Mn → M ′
n) ⊗A Nn, for everyn ∈ N; especially, the

transition mapsKj → Ki are surjective wheneverj ≥ i. Then assertion (i) follows from lemma
8.4.5.

(ii): We may find open idealsIn ⊂ A such thatInNn = InMn = 0 for everyn ∈ N, hence
InN ⊂ Ker(N → Nn), and from (a) we deduce that(InN | n ∈ N) is a fundamental system of
open neighborhoods of0 ∈ N . Due to (b), we obtain short exact sequences :

0→ Ker(Mn →M ′
n)⊗A N/InN →Mn ⊗A N/InN → M ′

n ⊗A N/InN → 0

for everyn ∈ N. Then it suffices to invoke again lemma 8.4.5. �

Lemma 8.4.31.Let A be anω-admissible topological ring,M a topologicalA-module, and
U ⊂ X := Spf A any affine open subset. Then the following holds :

(i) There is a natural isomorphism of topologicalOX(U)-modules :

M∼(U) ≃M⊗̂AOX(U).

(ii) If L is any other topologicalA-module, the natural map :

top.HomA(L,M
∧)→ top.HomOX (L

∼,M∼) ϕ 7→ ϕ∼

is an isomorphism.
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(iii) The functorM 7→ M∼ on topologicalA-modules, is left adjoint to the global sections
functorF 7→ F (X), defined on the category of complete and separated topological
OX-modules and continuous maps.

Proof. (i): First we remark that the assertion holds wheneverU is a truly affine open subset of
X : the easy verification shall be left to the reader. For a general U , setMU := M⊗̂AOX(U),
and denote byM∼

U the associatedOU -module. LetV ⊂ U be any open subset which is truly
affine inX; by corollary 8.4.27,V is truly affine inU as well. We deduce natural isomorphisms:

M∼(V ) ≃MU ⊗̂OX(U)OX(V ) ≃ M∼
U (V )

which – in view of proposition 8.4.20(i) – amount to a naturalisomorphism ofOU -modules :
(M∼)|U

∼→M∼
U . Assertion (i) follows easily.

(iii): Given a continuous mapM∼ → F , we get a map of global sectionsM = M∼(X) →
F (X). Conversely, supposef : M → F (X) is a given continuous map; letU ⊂ X be
any affine open subset, andfU : M → F (U) the composition off and the restriction map
F (X) → F (U). ThenfU extends first – by linearity – to a mapM ⊗A OX(U) → F (U),
and second – by continuity – to a mapM⊗̂AOX(U) → F (U); the latter, in view of (i), is the
same as a mapf∼

U : M∼(U) → F (U). Clearly the ruleU 7→ f∼
U thus defined is functorial for

inclusion of open subsetsU ⊂ U ′, whence (iii).
(ii) is a straightforward consequence of (iii). �

Lemma 8.4.32.Let A be anω-admissible topological ring,M an ω-admissible topological
A-module,N ⊂M any submodule, andU ⊂ X := Spf A any affine open subset. Then :

(i) If we endowM/N with the quotient topology, the sequence ofOX -modules :

0→ N∼ →M∼ → (M/N)∼ → 0

is short exact.
(ii) The induced sequence

0→ N∼(U)→M∼(U)→ (M/N)∼(U)→ 0

is short exact and admissible in the sense of(8.4.4).

Proof. (i): We recall the following :

Claim 8.4.33. Let j : Z ′ := SpecR′ → Z := SpecR be an open immersion of affine schemes.
ThenR′ is a flatR-algebra.

Proof of the claim.The assertion can be checked on the localizations at the prime ideals ofR′;
however, the induced mapsOZ,j(z) → OZ′,z are isomorphisms for everyz ∈ Z ′, so the claim is
clear. ♦

Let nowV ⊂ X be any truly affine open subset. It follows easily from proposition 8.4.20(ii.b)
and claim 8.4.33 thatOX(V ) fulfills conditions (a) and (b) of lemma 8.4.30(ii). In lightof lemma
8.4.31(i), we deduce that the sequence :

0→ N∼(V )→M∼(V )→ (M/N)∼(V )→ 0

is admissible short exact, whence the contention.
(ii): Clearly the sequence is left exact; using (ii) and lemma 8.4.30(i) we see that it is also

right exact, and moreoverM∼(U) → (M/N)∼(U) is a quotient map. It remains only to show
that the topology onN∼(U) is induced fromM∼(U), and to this aim we may assume – thanks
to axiom(TS) of (8.4.7) – thatU is a truly affine open subset ofX, in which case the assertion
has already been observed in the proof of (i). �
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Definition 8.4.34. LetX be anω-formal scheme. We say that a topologicalOX-moduleF is
quasi-coherentif there exists a coveringU := (Ui | i ∈ I) ofX consisting of affine open subsets,
and for everyi ∈ I, anω-admissible topologicalOX(Ui)-moduleMi with an isomorphism
F|Ui ≃M∼

i of topologicalOUi-modules (in the sense of (8.4.7)).
We denote byOX-Modqcoh the category of quasi-coherentOX-modules and continuousOX-

linear morphisms.
We say that a continuous morphismf : F → G of quasi-coherentOX-modules is aquotient

map if the induced mapf(U) : F (U) → G (U) is a quotient map of topologicalOX(U)-
modules, for every affine open subsetU ⊂ X.

8.4.35. The categoryOX-Modqcoh is usually not abelian (see (8.4.4)); more than that, the
kernel (in the category of abelian sheaves) of a continuous mapf : F → G of quasi-coherent
OX -modules may fail to be quasi-coherent. However, using lemma 8.4.32 one may show that
Ker f is quasi-coherent wheneverf is a quotient map, and in this caseKer f is also the kernel
of f in the categoryOX-Modqcoh. Furthermore, any (continuous) morphismf in OX-Modqcoh

admits a cokernel. This can be exhibited as follows. To startout, let us define presheavesI
andL by declaring thatI (U) ⊂ G (U) is the topological closure of theOX(U)-submodule
Im(f(U) : F (U) → G (U)), andL (U) := G (U)/I (U), which we endow with its natural
quotient topology, for every open subsetU ⊂ X. Now, suppose thatV ⊂ U is an inclusion of
sufficiently small affine open subsets ofX (so thatF|U andG|U are of the formM∼ for some
topologicalOX(U)-moduleM); sinceF (U)⊗̂OX(U)OX(V ) = F (V ), we see that the image
of I (U) in I (V ) generates a denseOX(V )-submodule. On the other hand, by construction
the exact sequenceE := (0 → I (U) → G (U) → L (U) → 0) is admissible, hence the
same holds for the sequenceE ⊗̂OX(U)OX(V ) (lemmata 8.4.31(i) and 8.4.32(ii)). It follows that
I (V ) = I (U)⊗̂OX(U)OX(V ) andL (V ) = L (U)⊗̂OX (U)OX(V ). ThusI andL are sheaves
of topologicalOX-modules on the siteC of all sufficiently small affine open subsets ofX,
and their sheafificationsI ′ andL ′ are the topologicalOX-modules obtained as in [26, Ch.0,
§3.2.1], by extension ofI andL from the siteC to the whole topology ofX. It follow that
I ′ andL ′ are quasi-coherentOX-modules; then it is easy to check thatL ′ is the cokernel of
f in the categoryOX-Modqcoh (briefly : thetopological cokernel off ), and shall be denoted
top.Coker f . The sheafI ′ shall be calledthe topological closure of the image off , and denoted
Im(f). A morphismf such thattop.Coker f = 0 shall be called atopological epimorphism.
Notice also that the natural mapCoker f → top.Coker f is an epimorphism of abelian sheaves,
hence a continuous morphism of quasi-coherentOX -modules which is an epimorphism ofOX-
modules, is also a topological epimorphism.

Proposition 8.4.36.LetX be an affineω-formal scheme,F a quasi-coherentOX-module. Then
F (X) is anω-admissibleOX(X)-module, and the natural map

F (X)∼ → F

is an isomorphism of topologicalOX-modules.

Proof. By assumption we may find an affine open coveringU := (Ui | i ∈ I) of X such that,
for everyi ∈ I, F|Ui ≃ M∼

i for someOX(Ui)-moduleMi. In view of lemma 8.4.31(i) we may
assume – up to replacingU by a refinement – thatUi is a truly affine subset ofX for everyi ∈ I.
Furthermore, we may writeX =

⋃
n∈NXn for an increasing countable family of quasi-compact

subsets; for eachn ∈ N we may then find a finite subsetI(n) ⊂ I such thatXn ⊂
⋃
i∈I(n) Ui,

and therefore we may replaceI by
⋃
n∈N In, which allows to assume thatI is countable.

Next, for everyi ∈ I we may find a countable fundamental system of open submodules
(Mi,n | n ∈ N) of Mi, and for everyn ∈ N an open idealJi,n ⊂ Ai := OX(Ui) such that
Ni,n := Mi/Mi,n is anAi/Ji,n-module. Letji,n : Ui,n := SpecAi/Ji,n → Ui be the natural
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closed immersion; we may write :

(8.4.37) F|Ui ≃ lim
n∈N

ji,n∗N
∼
i,n.

Let alsoιi,n : Ui,n → X be the locally closed immersion obtained as the compositionof ji,n and
the open immersionji : Ui → X; we deduce natural maps ofOX-modules :

ϕi,n : F → ji∗F|Ui → Gi,n := ιi,n∗N
∼
i,n.

Claim8.4.38. (i) There existsm ∈ N such thatGi,n is the extension by zero of a quasi-coherent
OXm-module.

(ii) ϕi,n is continuous for the pseudo-discrete topology onGi,n.

Proof of the claim.(i): It is easy to see thatUi,n ⊂ Xm for m ∈ N large enough; then the
assertion follows from ([26, Ch.I, Cor.9.2.2]).

(ii): We need to check that the mapϕi,n,V : F (V ) → Gi,n(V ) is continuous for every open
subsetV ⊂ X. However, property(TS) of (8.4.7) implies that the assertion is local onX, hence
we may assume thatV is a truly affine open subset ofX, in which caseGi,n(V ) is a discrete
space. We may factorϕi,n,V as a composition :

F (V )
α→ F (V ∩ Ui)

β→ N∼
i,n(Ui,n ∩ V )

where the restriction mapα is continuous, andβ is continuous for the pseudo-discrete topology
on N∼

i,n(Ui,n ∩ V ). However,Ui ∩ V is a truly affine open subset ofUi; thereforeUi,n ∩ V
is quasi-compact, and the pseudo-discrete topology onN∼

i,n induces the discrete topology on
N∼
i,n(Ui,n ∩ V ). The claim follows. ♦

For every finite subsetS ⊂ I × N, letϕS : F → GS :=
∏

(i,n)∈S Gi,n be the product of the
mapsϕi,n; according to claim 8.4.38(ii),ϕS is continuous for the pseudo-discrete topology on
GS. Hence, for everyi ∈ I, the restrictionϕS|Ui : F|Ui → GS|Ui is of the formf∼

i,S, for some
continuous mapfi,S : Mi → GS(Ui) (lemma 8.4.31(ii)). It follows easily that(ImϕS)|Ui is the
quasi-coherentOUi-module(Im fi,S)

∼, especiallyImϕS is quasi-coherent. Notice thatGS is
already a quasi-coherentOXm-module form ∈ N large enough, hence the same holds forImϕS;
we may therefore find anOXm(Xm)-moduleGS such thatG∼

S ≃ ImϕS. Furthermore, for every
other finite subsetS ′ ⊂ I × N containingS, we deduce a naturalOX(X)-linear surjection
GS′ → GS, compatible with compositions of inclusionsS ⊂ S ′ ⊂ S ′′. Let (Sn | n ∈ N) be a
countable increasing family of finite subsets, whose union isI×N; we endowG := limn∈NGSn

with the pro-discrete topology. It is then easy to check thatG is anω-admissibleOX(X)-
module; furthermore, by construction we get a unique continuous mapϕ : F → G∼ whose
composition with the projection ontoG∼

Sn agrees withϕSn for everyn ∈ N. In light of (8.4.37)
we see easily thatϕ|Ui is an isomorphism of topologicalOUi-modules for everyi ∈ I, hence the
same holds forϕ. Thenϕ necessarily induces an isomorphismF (X)

∼→ G. �

Corollary 8.4.39. LetX be anω-formal scheme,(Fn | n ∈ N) an inverse system of quasi-
coherentOX -modules, whose transition maps are topological epimorphisms. Thenlimn∈N Fn

(with its inverse limit topology) is a quasi-coherentOX -module.

Proof. We may assume thatX is affine; then, for everyn ∈ N we haveFn = M∼
n for some

complete and separatedOX(X)-moduleMn (by proposition 8.4.36), and the transition maps
Fn+1 → Fn come from corresponding continuous linear mapsfn : Mn+1 → Mn. We choose
inductively, for everyn ∈ N, a descending fundamental system of open submodules(Nn,k | k ∈
N) of Mn, such thatfn(Nn+1,k) ⊂ Nn,k for everyn, k ∈ N. SetMn,k := Mn/Nn,k for every
n, k ∈ N. By assumption,top.Coker f∼

n = 0; hence the induced mapsM∼
n+1,k → M∼

n,k

are topological epimorphisms; sinceM∼
n,k is pseudo-discrete (on the closure of its support), it
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follows that the latter maps are even epimorphisms (of abelian sheaves) so the corresponding
mapsMn+1,k →Mn,k are onto for everyn, k ∈ N. Thus :

lim
n∈N

Fn ≃ lim
n∈N

lim
k∈N

M∼
n,k ≃ lim

n∈N
M∼

n,n ≃ (lim
n∈N

Mn,n)
∼

and it is clear that theOX(X)-modulelimn∈NMn,n is ω-admissible. �

8.4.40. LetX be anyω-formal scheme,U := (Ui | i ∈ I) a covering ofX by open subsets,
andF any abelian sheaf onX. As usual we can form thěCech complexC•(U,F ), and its
augmented versionC•

aug(U,F ), which are the cochain complexes associated to the cosimplicial
complexes of (5.1.6). We denote byH•(U,F ) the cohomology ofC•(U,F ).

Theorem 8.4.41.LetX be asemi-separatedω-formal scheme,i.e. such thatU ∩ V is an affine
ω-formal scheme wheneverU andV are open affineω-formal subschemes ofX. Then :

(i) For every coveringU := (Ui | i ∈ I) ofX consisting of affine open subschemes, and
every quasi-coherentOX-moduleF , there is a natural isomorphism :

H•(U,F )
∼→ H•(X,F ).

(ii) Suppose furthermore thatX is affine, sayX = Spf A for anω-admissible topological
ring A. Then :

H i(X,F ) = 0 for everyi > 0.

Proof. (The statements refer to the cohomology of the abelian sheafunderlyingF , in other
words, we forget the topology of the modulesF (U).)

(ii): Let U ⊂ X be any truly affine open subset, andU := (Ui | i ∈ I) a covering ofU
consisting of truly affine open subsets. By proposition 8.4.36 we haveF|U ≃ M∼, where
M := F (U).

Claim 8.4.42. The augmented complexC•
aug(U,M

∼) is acyclic.

Proof of the claim.Let (Mn | n ∈ N) be a fundamental system of neighborhoods of0 ∈ M ,
consisting of open submodules, and for everyn ∈ N, choose an open idealIn ⊂ A such that
InM ⊂ Mn. SetXn := SpecA/In andUn := (Ui ∩ Xn | i ∈ I) for everyn ∈ N. For every
n ∈ N we may consider the augmented Cech complexC•

aug(Un, (M/Mn)
∼), and in view of

(8.4.17) we obtain a natural isomorphism of complexes :

C•
aug(U,M

∼)
∼→ lim

n∈N
C•

aug(Un, (M/Mn)
∼).

We may view the double complexC•
aug(U•, (M/M•)

∼) also as a complex of inverse systems of
modules, whose term in degreei ∈ N isC i

aug(U•, (M/M•)
∼). Notice that, for everyi ∈ N, all

the transition maps of this latter inverse system are surjective. Hence ([75, Lemma 3.5.3]) :

lim
n∈N

q C i
aug(Un, (M/Mn)

∼) = 0 for everyq > 0.

In other words, these inverse systems are acyclic for the inverse limit functor. It follows (e.g.
by means of [75, Th.10.5.9]) that :

R lim
n∈N

C•
aug(U•, (M/M•)

∼) ≃ C•
aug(U,M

∼).

On the other hand, the complexesC•
aug(Un, (M/Mn)

∼) are acyclic for everyn ∈ N ([28, Ch.III,
Th.1.3.1 and Prop.1.4.1]), henceC•

aug(U•, (M/M•)
∼) is acyclic, when viewed as a cochain

complex of inverse systems of modules. The claim follows. ♦

Assertion (ii) follows from claim 8.4.42, proposition 8.4.20(i) and [39, Th.5.9.2].
Assertion (i) follows from (ii) and Leray’s theorem [39, Ch.II, §5.4, Cor.]. �



FOUNDATIONS OFp-ADIC HODGE THEORY 663

Corollary 8.4.43. In the situation of(8.4.16), suppose thatA andM areω-admissible. Then :

lim
λ∈Λ

q jλ∗(M/Mλ)
∼ = 0 for everyq > 0.

Proof. For every truly affine open subsetU ⊂ X, we have a toposUΛ defined as in [36,§7.3.4],
and the cofiltered systemM := (jλ∗(M/Mλ)

∼ | λ ∈ Λ) defines an abelian sheaf onUΛ.
According toloc.cit. there are two spectral sequences :

Epq
2 :=RpΓ(U, lim

λ∈Λ

q jλ∗(M/Mλ)
∼)⇒ Hp+q(UΛ,M )

F pq
2 := lim

λ∈Λ

q RpΓ(U, jλ∗(M/Mλ)
∼)⇒ Hp+q(UΛ,M )

and we notice thatF pq
2 = 0 wheneverp > 0 (sinceU ∩ Xλ is affine for everyλ ∈ Λ)

and wheneverq > 0, since the cofiltered system(Γ(U, jλ∗(M/Mλ)
∼) | λ ∈ Λ) has surjec-

tive transition maps. One can then argue as in the proof of [36, Lemma 7.3.5] : the sheaf
Lq := lim

λ∈Λ

q jλ∗(M/Mλ)
∼ is the sheafification of the presheaf :U 7→ Hq(UΛ,M ) and the lat-

ter vanishes by the foregoing. We supply an alternative argument. Since the truly affine open
subsets form a basis ofX, it suffices to show thatE0q

2 = 0 wheneverq > 0. We proceed by
induction onq. For q = 1, we look at the differentiald012 : E0,1

2 → E2,0
2 ; by theorem 8.4.41

we haveE2,0
2 = 0, henceE0,1

2 = E0,1
∞ , and the latter vanishes by the foregoing. Next, suppose

thatq > 1, and that we have shown the vanishing ofLj for 1 ≤ j < q. It follows thatEpj
2 = 0

whenever1 ≤ j < q, henceEpj
r = 0 for everyr ≥ 2 and the same values ofj. Consequently :

0 = E0q
∞ ≃ Ker(d0qq+1 : E

0q
2 = E0q

q+1 → Eq+1,0
q+1 ).

However, theorem 8.4.41 implies thatEp0
r = 0 wheneverp > 0 andr ≥ 2, thereforeE0q

2 = E0q
∞ ,

i.e.E0q
2 = 0, which completes the inductive step. �

8.4.44. LetX be anω-formal scheme,F a quasi-coherentOX-module. For every affine open
subsetU ⊂ X, we letClF (U) be the set consisting of all closedOX(U)-submodules ofF (U).
It follows from lemma 8.4.32(ii) that the rule

U 7→ ClF (U)

defines a presheaf on the site of all affine open subsets ofX. Namely, for an inclusionU ′ ⊂ U
of affine open subsets, the restriction mapClF (U) → ClF (U ′) assigns toN ⊂ F (U) the
submoduleN∼(U ′) ⊂ F (U ′) (hereN∼ is a quasi-coherentOU -module).

Proposition 8.4.45.With the notation of(8.4.44), the presheafClF is a sheaf on the site of
affine open subsets ofX.

Proof. Let U ⊂ X be an affine open subset, andU =
⋃
i∈I Ui a covering ofU by affine open

subsetsUi ⊂ X. For everyi, j ∈ I we letUij := Ui ∩ Uj . Suppose there is given, for every
i ∈ I, a closedOX(Ui)-submoduleNi ⊂ F (Ui), with the property that :

Nij := N∼
i (Uij) = N∼

j (Uij) for everyi, j ∈ I

(an equality of topologicalOX(Uij)-submodules ofF (Uij)). Then (N∼
i )|Uij = (N∼

j )|Uij ,
by proposition 8.4.36, hence there exists a quasi-coherentOU -moduleN , and isomorphisms
N|Ui

∼→ N∼
i , for everyi ∈ I, such that the inducedOUi-linear mapsN∼

i → F|Ui assemble into
a continuousOU -linear morphismϕ : N → F|U . By construction, we have a commutative
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diagram of continuous maps with exact rows :

0 // N (U)
ρN //

��

∏
i∈I Ni

��

//
∏

i,j∈I Nij

��

0 // F (U)
ρF //

∏
i∈I F (Ui) //

∏
i,j∈I F (Uij)

where the central vertical arrow is a closed imbedding. However, axiom(TS) implies that both
ρN andρF are admissible monomorphisms (in the sense of (8.4.4)), andmoreover the image
of ρN is a closed submodule, since eachNij is a separated module. Hence also the left-most
vertical arrow is a closed imbedding, and the assertion follows. �

Definition 8.4.46. Let f : X → Y be a morphism ofω-formal schemes. We say thatf is
affine(resp. aclosed immersion) if there exists a coveringY =

⋃
i∈I Ui by affine open subsets,

such that for everyi ∈ I, the open subsetf−1Ui ⊂ X is an affineω-formal scheme (resp. is
isomorphic, as aUi-scheme, to aω-formal scheme of the formSpf Ai/Ji, whereAi := OY (Ui)
andJi ⊂ Ai is a closed ideal).

Corollary 8.4.47. Let f : X → Y be a morphism ofω-formal schemes. The following condi-
tions are equivalent :

(i) f is an affine morphism (resp. a closed immersion).
(ii) For every affine open subsetU ⊂ Y , the preimagef−1U is an affineω-formal scheme

(resp. is isomorphic, as aU-scheme, to aω-formal schemeSpf A/J , whereA :=
OY (U), andJ ⊂ A is a closed ideal).

Proof. Of course, it suffices to show that (i)⇒(ii). Hence, suppose thatf is an affine morphism,
and choose an affine open coveringY =

⋃
i∈I Ui such thatf−1Ui is an affineω-formal scheme

for every i ∈ I. We may find an affine open coveringU =
⋃
j∈J Vj such that, for every

j ∈ J there existsi ∈ I with Vj ⊂ Ii; moreover, we may assume thatJ is countable, by
proposition 8.4.20(ii.d). The assumption implies thatf−1Vj is affine for everyj ∈ J , and then
remark 8.4.19(ii) says thatA := OX(f−1U) is anω-admissible topological ring, so there exists a
unique morphismg : f−1U → Spf A such thatg♮ : A→ OX(f

−1U) is the identity (proposition
8.4.24), andf|f−1U factors as the composition ofg and the morphismh : Spf A→ U induced by
the natural mapB := OY (U)→ A. It remains to check thatg is an isomorphism. To this aim, it
suffices to verify that the restrictiong|Vj : f

−1Vj → h−1Vj is an isomorphism for everyj ∈ J .
However, it is clear thatf∗OX is a quasi-coherentOY -module, whence a natural isomorphism
of A-algebras :

OX(f
−1Vj) = f∗OX(Vj)

∼→ Aj := A⊗̂BOY (Vj)

(proposition 8.4.36) as well as an isomorphismf−1Vj
∼→ Spf Aj. On the other hand,h−1Vj =

Spf Aj , and by constructiong|Vj is the unique morphism such that(g|Vj)
♮ is the identity map of

Aj . The assertion follows.
Next, suppose thatf is a closed immersion, and choose an affine open coveringY =

⋃
i∈I Ui,

and closed idealsJi ⊂ Ai := OY (Ui) such that we have isomorphismsf−1Ui
∼→ Spf Ai/Ji for

every i ∈ I. SetUij := Ui ∩ Uj for every i, j ∈ I. Clearly,J∼
i (Uij) = J∼

j (Uij) for every
i, j ∈ I, hence there exists a unique closed idealJ ⊂ A := OY (U) such that :

(8.4.48) J∼(Ui) = Ji for everyi ∈ I
(proposition 8.4.45). Especially, we haveJOY (Ui) ⊂ Ji, whence a unique morphism ofU-
schemes :gi : f−1Ui → Z := Spf A/J , for everyi ∈ I. The uniqueness ofgi implies in
particular thatgi|Uij = gj|Uij for everyi, j ∈ I, whence a unique morphismg : f−1U → Z of
U-schemes. It remains to verify thatg is an isomorphism, and to this aim it suffices to check
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that the restrictiong−1(Ui∩Z)→ Ui∩Z is an isomorphism for everyi ∈ I. The latter assertion
is clear, in view of (8.4.48). �

8.4.49. Finally, we wish to generalize the foregoing results to almost modules. Hence, we
assume now that(V,m) is a given basic setup in the sense of [36,§2.1.1], and we shall consider
only topological rings that areV -algebras. Anω-formal scheme overV is the datum of an
ω-formal schemeX and a morphism of locally ringed spacesX → Spec V . Hence, for any
ω-admissible topologicalV -algebraA, the spectrumSpf A is anω-formal scheme overV in a
natural way.

8.4.50. LetA be anω-admissible topologicalV -algebraA, M anAa-module. According to
[36, Def.5.3.1], a linear topology onM is a collectionL of submodules ofM – the open
submodules – that satisfies almost versions of the usual conditions. More generally, ifX is
an ω-formal scheme (resp. a scheme) overV , we may define atopologicalOa

X-moduleby
repeating,mutatis mutandis, the definitions of (8.4.7) (including axiom(TS)). WhenX is a
scheme, one has the class ofpseudo-discreteOa

X -modules – defined by adapting [26, Ch.0,
§3.8] to the almost case – and everyOa

X-module can be endowed with a unique pseudo-discrete
topology.

Similarly we have a well-defined notion ofcontinuousOa
X-linear morphismof topological

Oa
X-modules. Clearly (8.4.3) holds also in the almost case. We denote byAa-Modtop the

category of topologicalAa-modules and continuousAa-linear morphisms. There is an obvious
localization functorA-Modtop → Aa-Modtop; namely, given a topologicalA-moduleM , the
topology onMa consists of those submodules of the formNa, whereN ⊂ M is an open
submodule. Notice thatMa is separated (resp. complete) whenever the same holds forM .
Similarly, for any given topologicalAa-moduleM , say with linear topologyL , theA-module
M! carries a natural topology, namely the unique one which admits the fundamental system of
open submodulesL! := (N! | N ∈ L ).

Lemma 8.4.51.In the situation of(8.4.50), letA-Mod∧
top (resp.Aa-Mod∧

top) denote the full
subcategory ofA-Modtop (resp. ofAa-Modtop) consisting of complete and separated modules.
Then the functor :

Aa-Mod∧
top → A-Mod∧

top : M 7→ (M!)
∧

is left adjoint to the localization functorA-Mod∧
top → Aa-Mod∧

top.

Proof. It is an immediate consequence of (8.4.3) and its almost version. �

8.4.52. Keep the situation of (8.4.50). Naturally, we shallsay thatM is ω-admissibleif it is
complete and separated, admits a countable cofinal system(Mλ | λ ∈ Λ) of open submodules,
and for everyλ ∈ Λ there exists an open idealIλ ⊂ A with IλM ⊂ Mλ. To suchM we
associate the topologicalOa

X-module

M∼ := lim
λ∈Λ

jλ∗(M/Mλ)
∼

wherejλ : SpecA/Iλ → Spf A is the natural closed immersion, and(M/Mλ)
∼ is defined as in

[36, §5.5.1]. With this notation, (8.4.17) still holds in the almost case. Likewise, the whole of
lemmata 8.4.31 and 8.4.32 carry over to almost modules, withproof unchanged.

More generally, letX be anω-formal scheme overV ; then one says that a topologicalOa
X-

moduleF is quasi-coherentif X admits an affine open covering(Ui |i ∈ I) such that for
everyi ∈ I we may find anω-admissibleOa

X(Ui)-moduleMi and an isomorphismF|Ui ≃M∼
i

of topologicalOUi-modules. We denote byOa
X -Modqcoh (resp. Oa

X-Algqcoh) the category of
quasi-coherentOa

X-modules (resp.Oa
X -algebras) and continuous morphisms. Clearly, for any

two topologicalOa
X-modulesF andG , the almost version of (8.4.8) (forA := Oa

X) yields a
sheaftop.HomOaX

(F ,G ) onX. The notion ofquotient mapof quasi-coherentOa
X-modules is
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defined as in (8.4.35), and by repeating the arguments inloc.cit. one shows that every continu-
ous map of quasi-coherentOa

X -modules admits atopological cokernel.

8.4.53. We have an obvious localization functorOX-Mod → Oa
X-Mod : F 7→ F a, where

F a(U) := F (U)a for every open subsetU ⊂ X. In light of (8.4.17) and its almost version,
this restricts to a functor :

(8.4.54) OX-Modqcoh → Oa
X -Modqcoh F 7→ F a.

We may construct as follows a left adjoint to (8.4.54). For a given objectF of Oa
X-Modqcoh,

let G be the presheaf of topologicalOX-modules given by the rule :G (U) := (F (U)!)
∧ for

every open subsetU ⊂ X. Let alsoU := (Ui | i ∈ I) be an affine covering ofX such that the
restrictionsFUi are of the formM∼

i for appropriateOa
X(Ui)-modulesMi. We notice thatG is

already a sheaf of topological modules on the site consisting of all affine open subsetsV of X
such thatV ⊂ Ui for somei ∈ I; indeed, this follows from the fact that the natural map :

G (Ui)⊗̂OX(Ui)OX(V )→ G (V )

is an isomorphism of topological modules, for everyi ∈ I and every affine open subsetV ⊂ Ui;
we leave the verification to the reader. It then follows from [26, Ch.0,§3.2.2] that the sheafi-
fication F∧

! of G carries a unique structure of topologicalOX-module, such that the natural
mapG (V )→ F∧

! (V ) is an isomorphism of topological modules for everyV in the above site.
Especially,(F∧

! )|Ui ≃ (Mi!)
∼ for everyi ∈ I (isomorphism of topologicalOUi-modules). One

sees easily thatF∧
! is a quasi-coherentOX-module independent of the choice of the covering

U, hence it yields a functor:

(8.4.55) Oa
X -Modqcoh → OX-Modqcoh F 7→ F∧

! .

Furthermore, letF be a quasi-coherentOa
X-module,G a complete (separated)OX-module; it

follows from lemma 8.4.31(iii) and its almost version, and from lemma 8.4.51, that for every
sufficiently small affine open subsetU ⊂ X there are natural isomorphisms

top.HomOU (F
∧
!|U ,G|U)

∼→ top.HomOaU
(F|U ,G

a
|U)

compatible with restrictions to smaller open subsetsV ⊂ U . This system of isomorphisms
amounts to an isomorphism of sheaves :

top.HomOX (F
∧
! ,G )

∼→ top.HomOaX
(F ,G a)

and by taking global sections we deduce that (8.4.55) is the sought left adjoint to (8.4.54). No-
tice that the functorF 7→ F∧

! commutes with topological cokernels (since the latter are special
colimits); in particular it preserves topological epimorphisms. This functor also preserves quo-
tient maps, but does not preserve epimorphisms, in general.

Corollary 8.4.56. (i) Proposition8.4.36and the whole of theorem8.4.41carry oververbatim
to the case of an arbitrary quasi-coherentOa

X-moduleF .

(ii) Likewise, corollary8.4.39carries oververbatimto the case of an inverse system of
quasi-coherentOa

X-modules(Fn | n ∈ N) whose transition maps are topological epi-
morphisms.

Proof. (i): By consideringF∧
! , we reduce to the case of quasi-coherentOX-modules, which is

proposition 8.4.36 (resp. theorem 8.4.41).
(ii): Likewise, the system of quasi-coherentOX-modules(F∧

n! | n ∈ N) has topologically
epimorphic transition maps, hence we are reduced to corollary 8.4.39. �
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Remark 8.4.57. (i) Occasionally, we shall also need to consider the category of ω-formal
B-schemes, defined in the obvious way, as well as the category of Oa-algebras, fibred over
ω-formalB-schemes, analogous to (8.5.4). We leave to the reader the task of spelling out these
generalities. However, we remark that the pull back functorf ∗ : Oa

X′-Alg → Oa
X -Alg asso-

ciated to a morphismf : X → X ′ of ω-formal B-schemes, does not necessarily transform
quasi-coherentOa

X′-algebras into quasi-coherentOa
X-algebras (this is the pull-back functor de-

fined on the underlying ringed spaces).
(ii) It is also possible to define a (modified) pull-back functor that respects quasi-coherence,

but for our limited purposes this is not needed.

8.5. Algebras with an action of Frobenius. We keep the notation of section 8.3, and we
suppose furthermore thatcharK = 0, char κ := p > 0, and that there exists an element
π ∈ K+ such that1 > |πp| ≥ |p|. For anyK+-algebraR, we denote by

ΦR : R/πR→ R/πpR

the unique morphism induced by the Frobenius endomorphism

ΦR : R/πpR→ R/πpR : x 7→ xp.

Moreover we letR(Φ) be theR/πR-algebra whose underlying ring isR/πpR and whose struc-
ture morphismR/πR→ R(Φ) is ΦR. The mapΦR induces a natural functor :

Φ∗
R : R/πR-Mod→ R(Φ)-Mod : M 7→ M ⊗R R(Φ)

as well as a functorR/πR-Alg → R(Φ)-Alg, also denotedΦ∗
R. Notice thatΦR factors through

a unique map ofK+
(Φ)-algebras:

ΦR/K+ : Φ∗
K+(R/πR)→ R(Φ) : x⊗ y 7→ xyp (mod πp).

More precisely, we have the identity :

(8.5.1) ΦR/K+ ◦ (1R ⊗K+ ΦK+) = ΦR.

8.5.2. Since the definition of the Frobenius endomorphism commutes with localizations, we
can extend the above discussion to schemes. Namely, for anyK+-schemeX, the closed im-
mersion

X/π
iX−−→ X(Φ) := X/πp

(notation of (5.7)) induces morphisms of schemes :

ΦX : X(Φ) → X(Φ) ΦX : X(Φ) → X/π such that ΦX = iX ◦ ΦX
which are the identity maps on the underlying topological spaces, and induce the maps

ΦOX (U) : OX/π(U(Φ))→ OX(Φ)
(U(Φ)) ΦOX (U) : OX/π(U/π)→ OX(Φ)

(U(Φ))

for every affine open subsetU ⊂ X.

8.5.3. Proceeding as in [36,§3.5], the foregoing discussion can also be extendedverbatimto
almost modules and almost algebras. For instance, we have, for everyK+-algebraR, a functor

Φ∗
Ra : (R/πR)

a-Mod→ Ra
(Φ)-Mod

with obvious notation. Likewise, the definitions of (8.5.2)can be extended to anyOa
X-algebra,

on anyK+-schemeX. Indeed, letB be the category of basic setups, defined as inloc.cit. We
consider the fibred category ofB-schemes:

F : B-Sch→ Bo.

Namely, the objects ofB-Sch are data of the form(V,m, X), where(V,m) is a basic setup
andX is anyV -scheme; obviously we letF (V,m, X) := (V,m). The morphisms(V,m, X)→
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(V ′,m′, X ′) in B-Sch are the pairs(f, ϕ) consisting of a morphismf : (V ′,m′) → (V,m) of
basic setups and a morphism of schemesϕ : X → X ′ such that the diagram of schemes:

X
ϕ //

��

X ′

��
Spec V

Spec f // SpecV ′

commutes. Such a morphism(f, ϕ) induces an adjoint pair of functors :

(OX ,mOX)a-Mod
(f,ϕ)∗ // (OX′,m′OX′)a-Mod.
(f,ϕ)∗

oo

Namely, ifM is anyOa
X-module, andU ⊂ X ′ is any open subset, one sets :

Γ(U, (f, ϕ)∗M) := f ∗
UΓ(ϕ

−1U,M)

wheref ∗
U : OX(f−1U)-Mod → OX′(U)-Mod is the pull-back functor defined by the fibred

categoryB-Mod of [36, 3.5.1]. We leave to the reader the task of spelling outthe construction
of (f, ϕ)∗. As usual, one defines an analogous adjoint pair forOa-algebras.

The morphisms(f, ϕ) such thatf is the identity endomorphism of a basic setup(V,m), shall
be usually denoted just byϕ, unless the notation is ambiguous. Likewise, for such morphisms,
we denote byϕ∗ andϕ∗ the corresponding functors on sheaves of almost modules.

8.5.4. We shall also consider the fibred category :

Oa-Ét→ B-Sch

of étaleOa-algebras. An object ofOa-Ét is a pair(X,A ), whereX is aB-scheme, andA is
an étaleOa

X-algebra. A morphism(X,A )→ (X ′,A ′) is a pair(f, g) consisting of a morphism
f : X → X ′ of B-schemes, and a morphismg : A ′ → f∗A of Oa

X′-algebras. Composition of
morphism is given by the rule :

(f ′, g′) ◦ (f, g) := (f ′ ◦ f, f ′
∗(g) ◦ g′).

For instance, ifV is aFp-algebra andZ is anyV -scheme, the Frobenius endomorphisms ofV
andZ induce a morphism ofB-schemes :

ΦZ := (ΦV ,ΦZ) : (V,m, Z)→ (V,m, Z).

(Especially, to anyK+-schemeX we may attach the endomorphism(ΦK+,ΦX) of the B-
scheme(K+

(Φ),mK
+
(Φ), X(Φ)).) In this case, for everyOa

Z -algebraA and every open subset
U ⊂ Z, there is an endomorphism

ΦA (U) : A (U)→ A (U) : b 7→ bp for everyb ∈ A (U)∗.

(the Frobenius endomorphism : see [36,§3.5.6]), compatible with restriction maps for inclusion
of open subsets, and the collection of such maps amounts to anendomorphism inOa-Ét :

ΦA := (ΦZ ,ΦA ) : ((V,m, Z),A )→ ((V,m, Z),A ).

Lemma 8.5.5.LetZ := (V,m, Z) be aB-scheme, withV aFp-algebra, andA a weaklyétale
quasi-coherentOa

Z -algebra. ThenΦA : (Z,A )→ (Z,A ) is a cartesian morphism ofOa-Ét.

Proof. We may assume thatZ is affine, in which case the assertion follows from [36, Th.3.5.13].
�
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8.5.6. Consider now aK+-algebraR fulfilling the conditions of proposition 4.6.33,i.e. such
that there existπ, a ∈ R whereπ is regular,a is invertible,p = πp · a, and the Frobenius map
induces an isomorphismΦR : R/πR

∼→ R/pR. We shall denote as usual byR∧ the p-adic
completion ofR, and we shall deal with the topological rings(E(R)+,TE) and(A(R)+,TA)
introduced in (4.6.25) and (4.6.38). To begin with, we let :

X := SpecR E(X) := Spf E(R)+

X∧ := SpecR∧ A(X) := SpfA(R)+.

(See definition 8.4.18.) By theorem 4.6.39(ii), the ghost componentω0 induces a closed im-
mersion :

ωX := Spf ω0 : E(X)→ A(X).

We shall also need the mapsuR : E(R)+ → R/pR and uR : A(R)+ → R∧ defined as
in (4.6.25), and respectively (4.6.29). Especially, recall that the kernel ofuR is a principal
ideal whose generator is a regular element that we denoteϑ (proposition 4.6.33). For every
n : Z→ N as in (4.6.38), we set :

X(n) := SpecA(R)+/ϑnA(R)+

whereϑn is defined as in (4.6.38). The topological space underlyingA(X) is the colimit of the
filtered family of closed subsetsX(n) ⊂ SpecA(R)+, forn ranging over all the mappingsZ→
N with finite support. Then the natural projectionsA(R)+ → A(R)+/ϑnA(R)+ determine
maps of locally ringed spaces :

(8.5.7) X(n)→ A(X).

The schemesX(n) andX(n)/p (notation of (5.7)) can be regarded asω-formal schemes, by
endowing their structure sheavesOX(n) andOX(n)/p with the pseudo-discrete topologies. Then
the morphisms (8.5.7) are closed immersions ofω-formal schemes.

8.5.8. Letm : Z → N be any other mapping with finite support, such thatn ≥ m (for the
ordering of definition 4.6.37(iii)); recall thatϑnA(R)+ ⊂ ϑmA(R)+, whence a corresponding
closed immersion :

X(m)→ X(n).

Suppose moreover thatk ∈ N is any integer, and notice that :

ϑp
k

n[k] ≡ ϑn (mod pA(R)+)

(notation of definition 4.6.37(ii)) so that(ϑn, p) ⊂ (ϑn[k], p); especially,X(n[k])/p is a closed
subscheme ofX(n)/p and we shall denote by

i(n[k],n) : X(n[k])/p → X(n)/p

the corresponding closed immersion.

8.5.9. For instance, for any fixedk ∈ Z, consider the mappingδk : Z → N such that
Supp δk = {−k} andδk(−k) = 1; for such mappings we shall writeϑk, X(k) andX(k)/p
instead of respectivelyϑδk , X(δk) andX(δk)/p. Notice thatδn[k] = δn+k, henceX(n + k)/p
is a closed subscheme ofX(n)/p, for everyn ∈ Z andk ∈ N; we shall therefore write likewise
i(n+k,n) instead ofi(δn[k],δn). In this special case, the maps introduced in (8.5.6) and (8.5.8) can
be summarized by the following commutative diagram ofω-formal schemes :

(8.5.10)

X(n)/p //

��

X(m)

��
X(n) // A(X)
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where all the arrows are the natural closed immersions, andm,n ∈ Z are any two integers with
n ≥ m.

8.5.11. Also, notice that the automorphismσR of (4.6.29) is a homeomorphism for the topol-
ogyTA, hence it induces an automorphism ofω-formal schemes:

σX := Spf σR : A(X)
∼→ A(X).

ClearlyσtX restricts to isomorphisms of schemes :

σtX(n) : X(n)
∼→ X(n[t]) σtX(n)/p

: X(n)/p
∼→ X(n[t])/p

for every mapn : Z → N with finite support, and everyt ∈ Z. Again, for the special case
wheren = δk, these isomorphisms shall be denoted respectively :

σtX(k) : X(k)
∼→ X(k + t) and σtX(k)/p

: X(k)/p
∼→ X(k + t)/p.

Notice that the morphismSpec uR induces an isomorphismX∧ ∼→ X(0) (notation of (8.5.6)),
and by composing withσkX(0) we obtain natural identifications :

(8.5.12) X∧ ∼→ X(k) for everyk ∈ Z.

Furthermore, letΦX(n) : X(n)/p → X(n)/p be the Frobenius endomorphism; sinceσR lifts the
Frobenius endomorphism ofE(R)+ (see (4.6.29)), we deduce a commutative diagram :

(8.5.13)

X(n)/p
Φk
X(n) //

σk
X(n)/p

%%LLLLLLLLLL
X(n)/p

X(n[k])/p

i(n[k],n)

99rrrrrrrrrr

for everyk ∈ N and everyn : Z→ N with finite support.

Lemma 8.5.14.Under the assumptions of(8.5.6), diagram(8.5.10)is cartesian whenevern >
m.

Proof. We use the isomorphisms (8.5.12) to identifyX(m) andX(n) with X∧, andX/p(n)
with X/p, after which we come down to showing that the commutative diagram :

D(m,n) :

A(R)+
uR◦σ

n
R //

uR◦σ
m
R

��

R∧

pr

��

R∧
Φn−mR ◦pr

// R/pR

is cocartesian, wherepr : R∧ → R/pR is the natural surjection. SinceσR is an isomorphism
we may further reduce to the case wherem = 0. Hence, letJ := uR(Ker uR ◦ σnR) ⊂ R∧; the
assertion is equivalent to the following :

Claim 8.5.15. J = Ker (ΦnR ◦ pr).

Proof of the claim.Under the current assumptions, we may findπ, a ∈ R wherea is invertible
in R, such thatp = a ·πp, and an elementπ := (πk | k ∈ N) ∈ E(R)+ such thatπ0 is the image
of π in R/pR. For everyk ∈ N, let fk ∈ R be any lifting ofπk. From claim 4.6.34(i,ii) we
deduce easily that

(8.5.16) J ⊂ Ker (ΦnR ◦ pr) = fn−1R
∧.
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On the other hand, sinceσR lifts the Frobenius endomorphismΦE(R)+ of E(R)+, the diagram
D(0, n)⊗Z Fp is the same as the diagram :

E(R)+
Φn

E(R)+
◦uR

//

uR
��

R/pR

R/pR
ΦnR // R/pR

and a direct inspection shows that the latter is cocartesian, whence the identity :

(8.5.17) Ker (ΦnR ◦ pr) = J + pR∧.

SetM := fn−1R
∧/J , and notice thatJ + pR∧ ⊂ J + f 2

n−1R
∧ for everyn > 0; combining with

and (8.5.16) and (8.5.17) we finally get :fn−1M = M , henceM = 0 by Nakayama’s lemma;
i.e. J = fn−1R

∧, as claimed. �

Remark 8.5.18.For everyn,m ∈ Z, let In,m ⊂ A(R)+ be the ideal generated byϑn andϑm.
(i) Lemma 8.5.14 comes down to the assertion thatIn,m = (ϑn, p), providedn > m. Espe-

cially, sinceϑpk+1 − ϑk ∈ pA(R)+, we have a finite filtration of lengthp by subideals :

Ik,k−1 ⊂ (ϑk, p, ϑ
p−1
k+1) ⊂ (ϑk, p, ϑ

p−2
k+1) ⊂ · · · ⊂ (ϑk, p, ϑk+1) = Ik+1,k for everyk ∈ Z

such that the resulting associated gradedA(R)+-module is annihilated byIk+1,k.
(ii) Moreover, the identifications (8.5.12) amount to natural isomorphisms

(8.5.19) A(R)+/ϑkA(R)+
∼→ R∧ for everyk ∈ Z.

SinceσR(Ik+1,k) = Ik,k−1, the latter in turn induce a commutative diagram

A(R)+
σR //

��

A(R)+

��
R∧/ϑk+1R

∧ σR // R∧/ϑk−1R
∧ = R/pR

whose vertical arrows are the surjections deduced from (8.5.19), and whereσR is an isomor-
phism. It then follows easily thatR∧/ϑk+1R

∧ is naturally identified withR/πR, and under this
identification,σR becomes the isomorphismΦR.

(iii) The discussion of (ii) also shows, in particular, thatthe image ofϑk+1 under (8.5.19)
generates the idealπR∧.

8.5.20. The topological space underlyingE(X) is the colimit of the filtered family of its
closed subsetsX(n)/p ⊂ E(X). However, in view of claim 4.6.40(ii), the same spaceE(X)
can also be described as the direct limit of the sequence of closed subsets(X(−k)/p | k ∈ N),
with transition mapsi(1−k,−k) : X(1 − k)/p → X(−k)/p for everyk ∈ N. But all such closed
subschemesX(−k)/p share the same underlying topological space, and the transition maps
induce the identity on the underlying spaces, so the closed immersion ofω-formal schemes :

uX := Spf uR : X/p → E(X)

induces a homeomorphism on the underlying topological spaces (hereOX/p is endowed with
its pseudo-discrete topology). Furthermore, the surjectionsE(R)+ → E(R)+/σnR(ϑ) · E(R)+
induce morphisms ofω-formal schemes

i(−n) : X(−n)/p → E(X)
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and the structure sheafOE(X) is naturally identified with the inverse limit of pseudo-discrete
sheaves of rings :

(8.5.21) lim
n∈N

i(−n)∗OX(−n)/p

where the transition mapsi(−n)∗OX(−n)/p → i(1−n)∗OX(1−n)/p are induced by the morphisms :

i♮(1−n,−n) : OX(−n)/p → i(1−n,−n)∗OX(1−n)/p

that define the closed immersionsi(1−n,−n). However, (8.5.13) yields a commutative diagram
of OX(n)/p -algebras:

OX(n)/p

i♮
(1−n,−n)

��

ΦOX(n)

((RRRRRRRRRRRRRR

i(1−n,−n)∗OX(n+1)/p
∼ // ΦX(n)∗OX(n)/p

so that (8.5.21) is naturally identified with the inverse limit of the system of pseudo-discrete
sheaves of rings onX/p :

· · · −→ OX/p
ΦOX−−→ OX/p

ΦOX−−→ OX/p.

8.5.22. Suppose now thatK+ is a deeply ramified valuation ring of rank one, mixed charac-
teristic(0, p) and maximal idealm; we let

E+ := E(K+)+ and A+ := A(K+)+.

According to [36,§6.6], the value groupΓ of K+ is p-divisible, hence the ringK+ fulfills the
conditions of proposition 4.6.33, so the mapsuK+ : E+ → K+/pK+ anduK+ : A+ → K∧+

are surjective. Moreover, by lemma 4.6.27(ii),E+ is a valuation ring with value groupΓ, whose
maximal ideal we denote bymE. We may then consider the ideal ofA+ :

mA := τK+(mE) ·A+.

Notice that, sinceτK+ is multiplicative and sends regular elements ofK+ to regular elements
of A+ (see (4.6.9)),mA is a filtered union of invertible principal ideals, especially it is a flat
A+-module andm2

A = mA. In other words, condition (A) of [36, §2.1.6] holds formA, and
especially, the pair(A+,mA) is a basic setup in the sense of [36,§2.1.1]. It also follows easily
thatmA = m̃A := mA ⊗A+ mA. We claim that the mapsσK+ anduK+ induce morphisms :

(A+,mA)
σK+−−→ (A+,mA) (A+,mA)

uK+−−→ (K∧+,mK∧+)

in the categoryB of basic setups defined in [36,§3.5]. Indeed, the assertion forσK+ follows
from the commutativity of (4.6.30) and from [36, Prop.2.1.7(ii)]. The assertion foruK+ comes
down to showing thatuK+(mA) = mK∧+, which is an easy consequence of (4.6.32) : we
leave the details to the reader. Furthermore, sinceuK+ is surjective, it is clear that the induced
pull-back functors

u∗K+ : (K∧+,mK∧+)a-Mod→ (A+,mA)
a-Mod

u∗K+ : (K∧+,mK∧+)a-Alg→ (A+,mA)
a-Alg

are fully faithful. Therefore we may view an almostK∧+-module as an almostA+-module in a
natural way, and likewise for almost algebras. Now, ifR is aK+-algebra,R∧ is aK∧+-algebra,
hence also aA+-algebra, via the mapuK+. Especially, in the situation of (8.5.6) we have the
B-schemes :

(A+,mA, X
∧) and (A+,mA,A(X))

andσX induces a morphism ofB-schemes :

(σK+,σX) : (A
+,mA,A(X))→ (A+,mA,A(X)).
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8.5.23. Keep the notation of (8.5.6) and (8.5.22); we specialize now to the case whereR is a
localK+-algebra, whose residue field has characteristicp. Then thep-adic completionR∧ is
a localK∧+-algebra with the same residue field. Letx ∈ X be the closed point (notation of
(8.5.6)); the only point ofX∧ lying overx is the closed point, so there is no harm in denoting
the latter byx as well. Furthermore, let us set

U := X \ {x} U∧ := X∧ \ {x}
and we assume thatU/p is not empty (notation of (5.7)). For everyk ∈ Z, the isomorphism
(8.5.12) identifiesx to a pointx(k) ∈ X(k); however, the image ofx(k) in A(X) does not
depend onk, hence we may simply writex instead ofx(k) for any and all of these points.
Clearlyx ∈ X(n) ⊂ A(X) wheneverSuppn 6= ∅, in which case we set

A(U) := A(X) \ {x} U(n) := X(n) \ {x}
and we writeU(k), U(k)/p instead ofU(δk), respectivelyU(δk)/p (see (8.5.9)). Since{x} is a
closed subset ofA(X), corollary 8.4.22 implies thatA(U) is anω-formal scheme. Furthermore,
the mapsσX : A(X)→ A(X) andσtX(n) : X(n)

∼→ X(n[t]) induce isomorphisms :

σU : A(U)
∼→ A(U) σtU(n) : U(n)

∼→ U(n[t]) σtU(n)/p
: U(n)/p

∼→ U(n[t])/p.

8.5.24. In the situation of (8.5.23), letA∧ be a given étale(OU∧ ,mOU∧)a-algebra. We shall
useA∧ to construct a compatible family of étaleOa

U(n)-algebras, for everyn : Z → N with
finite (non-empty) support. To this aim, we consider the following categories :
• The categoryC0, whose objects are theB-schemes :

(A+,mA, U(n)) and (A+,mA, U(n)/p)

for all n : Z → N with finite non-empty support. IfZ,Z ′ ∈ Ob(C0), the setHomC0(Z,Z
′)

consists of all the morphisms ofB-schemesZ → Z ′ which fit into a commutative diagram :

(8.5.25)

Z //

��

Z ′

��
(A+,mA,A(U))

(σn
K+ ,σ

n
U )

// (A+,mA,A(U))

for somen ∈ Z, where the vertical arrow are the natural closed immersions(and with compo-
sition of morphisms defined in the obvious way).
• The categoryC1, which is the full subcategory ofC0 whose objects are theB-schemes :

(A+,mA, U(n)) and (A+,mA, U(n)/p) for all n ∈ Z.

• The categoryC2, which is the subcategory ofC1 which has the same objects, but whose
morphismsZ → Z ′ are the morphisms ofB-schemes which fit into a commutative diagram
(8.5.25) wheren = 0 (so the bottom row is the identity, and therefore the top row is a closed
immersion ofA(U)-subschemes).
• The categoryC3, whose objects are theB-schemes(A+,mA, U/p) and (A+,mA, U

∧),
which sometimes we denote simplyU/p andU∧, to ease notation. The only morphismU∧ → U∧

in C3 is the identity, and there are natural bijections of sets :

N
∼→ HomC3(U/p, U/p)

∼→ HomC3(U/p, U
∧)

given by the rules :t 7→ ΦtU , andΦtU 7→ ι ◦ ΦtU for everyt ∈ N, whereι : U/p → U∧ is the
natural closed immersion, and :

ΦU : (A+,mA, U/p)→ (A+,mA, U/p)

is the Frobenius endomorphism of theB-schemeU/p, i.e.. the pair(σK+,ΦU).
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The categoriesCi (i = 0, . . . , 3) are subcategories ofB-Sch, and there is a functor :

(8.5.26) C3 → C1

given on objects by the rule :U∧ 7→ U(0) andU/p 7→ U(0)/p, and which is uniquely determined
on morphism by lettingΦU 7→ (σK+,ΦU(0)) andι 7→ ι(0), whereι(0) : U(0)/p → U(0) is the
natural closed immersion. It is easily seen that (8.5.26) isan equivalence.

8.5.27. Given an étaleOa
U∧-algebraA∧, we construct first a cartesian functor of categories

overB-Sch (see definition 1.4.3) :

FA∧ : C3 → Oa-Ét

as follows. We letU∧ 7→ A∧, andU/p 7→ A/p := A∧ ⊗Oa
U∧

Oa
U/p

. Of course, we letFA∧(ι) be

the tautological identificationι∗A∧ ∼→ A/p. Next we let :

FA∧(ΦU ) := (ΦU ,ΦA/p)

(notation of (8.5.4)). Lemma 8.5.5 ensures thatFA∧ is indeed cartesian. Furthermore, the rule
A∧ 7→ FA∧ extends to a well defined functor:

F : Oa
U∧-Ét→ CartB-Sch(C3,O

a-Ét)

(notation of definition 1.4.3); namely, to a given morphismf : A∧
1 → A∧

2 of étaleOa
U∧-algebras,

one assigns the natural transformationFf : FA∧
1
⇒ FA∧

2
such that

Ff (U
∧) := f and Ff(U/p) := ι∗f.

Next, we define a functor :

G : Oa
U∧-Ét→ CartB-Sch(C1,O

a-Ét) A∧ 7→ GA∧

as the composition of the functorF with a quasi-inverse of the equivalence of categories :

CartB-Sch(C1,O
a-Ét)→ CartB-Sch(C3,O

a-Ét)

deduced from (8.5.26).

Lemma 8.5.28.The inclusion functorC1 → C0 induces an equivalence of categories :

CartB-Sch(C0,O
a-Ét)→ CartB-Sch(C1,O

a-Ét).

Proof. The criterion of proposition 1.4.21 reduces to showing that, for everyZ ∈ Ob(C0),
the induced functorCartB-Sch(C0/Z,O

a-Ét) → CartB-Sch(C1/Z,O
a-Ét) is an equivalence.

However, on the one hand, the inclusion functorC2 → C1 induces an equivalence :

CartB-Sch(C1/Z,O
a-Ét)→ CartB-Sch(C2/Z,O

a-Ét)

and on the other hand, the equivalence (see remark 1.4.20) :

evZ : CartB-Sch(C0/Z,O
a-Ét)→ Oa

Z -Éto

admits a natural quasi-inverse, that assigns to everyOa
Z -algebraR the cartesian functor

c(R) : C0/Z → Oa-Ét (f : Y → Z) 7→ f ∗R.

(This is the “standard cleavage” of the fibred category ofOa-algebras.) Hence we are reduced
to showing that the functor :

Oa
Z -Éto → CartB-Sch(SZ ,O

a-Ét) R 7→ c(R)|C2/Z

is an equivalence for allZ ∈ Ob(C0). The restrictionC2/Z → C2 of the source functors (see
(1.1.17)) identifiesC2/Z with a sieveSZ of the categoryC2. A generating family forSZ can
be exhibited explicitly as follows. For givenn : Z → N with finite non-empty support, denote
by [n] the largest integer≤ logp(

∑
k∈Z n(k) · pk). Now, if Z = U(n)/p, setZ := {U/p(n)}; in
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caseZ = U(n), setZ := {U(k) | k ∈ Supp(n)} ∪ {U(n)/p}. By inspecting the definitions,
it is easily seen that, in either case,Z is a generating family forSZ . Since fibre products are
representable inC2, we are therefore further reduced to showing that the induced functor :

ρZ : Oa
Z -Éto → Desc(Oa-Ét, Z)

is an equivalence (notation of (1.5.27)). Define :

ψZ :
∐

Y ∈Z

Y → Z

as the morphism which restricts to the natural closed immersion Y → Z, for everyY ∈ Z; by
inspecting (1.5.25), one verifies easily that there is a natural equivalence of categories :

Desc(Oa-Ét, Z)→ Desc(Oa-Ét, {ψZ})
whose composition withρZ is the corresponding functor

ρ{ψZ} : (O
a
Z -Ét)o → Desc(Oa-Ét, {ψZ}).

So finally, the lemma boils down to the assertion that the morphismψZ is of 2-descent for the
fibrationOa-Ét→ B-Sch, which holds by the following more general :

Claim 8.5.29. Let (V,m) be any basic setup,f : X → Y a finite morphism of quasi-compact
quasi-separatedV -schemes, and denote alsof : (V,m, X)→ (V,m, Y ) the induced morphism
of B-schemes. Suppose that kernel of the natural morphismOa

Y → f∗Oa
X is a nilpotent ideal of

Oa
Y . Thenf is a morphism of2-descent for the fibred category of étaleOa-algebras.

Proof of the claim.Suppose first thatY (and henceX) is separated, pick a covering(Ui | i ∈ I)
of Y consisting of affine open subsets, and letUij := Ui∩Uj ,Uijk := Uij∩Uk for everyi, j, k ∈
I. In view of corollary 1.5.38, we are reduced to showing that the restrictionsfi := f ×Y Ui,
fij := f ×Y Uij , fijk := f ×Y Uijk are of2-descent forOa-Ét, for everyi, j, k ∈ I. Since all
theUij andUijk are affine, the latter assertion follows from [36, Th.3.4.37(iii)].

Next, for a general quasi-separated schemeY , we repeat the same procedure : choose an
affine open covering(Ui | i ∈ I) of Y , and notice that now all the intersectionsUij andUijk are
separated schemes. Hence, by the previous case, all the restrictionsfi, fij, fijk are of2-descent
for Oa-Ét, and again we conclude by invoking corollary 1.5.38. �

8.5.30. We compose the functorG with a quasi-inverse of the equivalence of lemma 8.5.28,
to obtain a functor :

(8.5.31) Oa
U∧-Ét→ CartB-Sch(C0,O

a-Ét).

Hence, any given étaleOa
U∧-algebraA∧ defines a cartesian sectionC0 → Oa-Ét overB-Sch.

Then, for every objectU(n) (resp.U(n)/p) of C0, we writeA (n) (resp.A (n)/p) for the étale
Oa
U(n)-algebra (resp.Oa

U(n)/p
-algebra) supplied by this cartesian section. As usual, we also write

A (k) (resp.A (k)/p) instead ofA (δk) (resp.A (δk)/p), for everyk ∈ Z.
SinceU(n) is a closed subset ofA(U), every quasi-coherentOa

U(n)-algebra can be regarded
naturally as a quasi-coherentOa

A(U)-algebra. Especially, for every given étaleOa
U∧-algebraA∧,

the cartesian functor corresponding toA∧ under (8.5.31) can be viewed as a functor :

A (•) : C o
0 → Oa

A(U)-Algqcoh U(n) 7→ A (n) U(n)/p 7→ A (n)/p.

Let C4 be the subcategory ofC0 whose objects are all theB-schemesU(n), and whose mor-
phisms are the natural closed immersionsU(m) → U(n) for n ≥ m; we endow each sheaf
A (n) with its natural pseudo-discrete topology, and set :

A(A )+ := lim
C o4

A (•)
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where the limit is taken in the category of topologicalOa
A(U)-algebras.

Next, since the functorA (•) is actually defined on the whole ofC0, we deduce an isomor-
phism of topologicalOa

A(U)-algebras :

(8.5.32) σA : σ∗
UA(A )+

∼→ A(A )+.

Denote byOa
A(U)[σ]-Algqcoh the category whose objects are the quasi-coherentOa

A(U)-algebras

B endowed with an isomorphismσ : σ∗
UB

∼→ B; the morphisms in this category are the
continuousσ-equivariant morphisms.

Lemma 8.5.33.(i) A(A )+ is a quasi-coherent(OA(U),mAOA(U))
a-algebra.

(ii) The ruleA ∧ 7→ A(A )+ extends to a functor :

Oa
U∧-Ét→ Oa

A(U)[σ]-Algqcoh.

Proof. (i) is a special case of corollary 8.4.56(ii), and the functoriality of A(A )+ is obvious,
from the construction. Theσ-equivariance means that every morphismf : A∧ → A ′∧ of étale
Oa
U∧-algebras induces a commutative diagram :

σ∗
UA(A )+

σA //

σ∗
UA(f)+

��

A(A )+

A(f)+

��
σ∗
UA(A ′)+

σ
A ′ // A(A ′)+

which is also clear from the construction. �

Lemma 8.5.34.For every mappingn : Z→ N with finite non-empty support, the sequence

(8.5.35) 0→ A(A )+
ϑn·1A(A )+−−−−−−−→ A(A )+ → A (n)→ 0

is short exact (again,A (n) is viewed as aOa
A(U)-algebra).

Proof. Sinceϑn is regular inA(R)+, the complex :

0→ A(R)+/ϑmA(R)+
ϑn−−→ A(R)+/ϑn+mA(R)+ → A(R)+/ϑnA(R)+ → 0

is short exact for everym : Z→ N of finite support. After tensoring by the flatOa
X(n+m)-algebra

A (n+m), there follows a compatible system of short exact sequences:

E (m) : 0→ A (m)
ϑn−−→ A (m+ n)→ A (n)→ 0

and (8.5.35) is naturally identified with :

E := lim
C3

E (•).

However, since the functorA (•) is cartesian, for every morphismf in C3, the correspond-
ing morphismΓ(V,A (f)) is an epimorphism for every truly affine open subsetV of A(X)
contained inA(U), henceE (V ) is still exact (say, by [36, Lemma 2.4.2(iii)]). �

8.5.36. LetA∧ be an étaleOa
U∧-algebra, and setA/p := ι∗A∧, whereι : U/p → U∧ is the

natural closed immersion. We letE(U) := E(X) \ {0}; the mapωX restricts to a closed
immersionωU : E(U)→ A(U), and according to (8.5.20), the restriction

uU : U/p → E(U)

of uX induces a homeomorphism on the underlying topological spaces. Thus, we may naturally
identify A/p to the (OE(U),mA(V )OE(U))

a-algebrauU∗A/p. Under the identificationuU , the
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structure sheaf ofE(U) can be described as the inverse limit of the system of pseudo-discrete
sheaves of rings :

· · · → OU/p
ΦOU−−−→ OU/p

ΦOU−−−→ OU/p.

We wish to provide an analogous description for theOa
E(U)-algebraω∗

UA(A )+. To this aim,
recall that the Frobenius map is an automorphism

ΦE(U) := (σK+,ΦE(U)) : (A
+,mA,E(U))→ (A+,mA,E(U))

which induces the identity on the underlying spaceE(U). Therefore, for everyk ∈ Z we have
a natural map of(OE(U),mAOE(U))

a-algebras :

(8.5.37) Φ−k
E(U)∗(ΦA/p) : Φ

−k
E(U)∗A/p → Φ1−k

E(U)∗A/p.

(Recall that, for everyt ∈ Z, the push-forward functorΦtE(U)∗ : Oa
E(U)-Alg → Oa

E(U)-Alg re-
places the structure morphism1R : Oa

E(U) → R of anyOa
E(U)-algebraR, with the composition

1R ◦ΦtOE(U)
: this corresponds to the pull-back functor of [36,§3.5.7].) Thus, fork running over

the natural numbers, we obtain an inverse system ofOa
E(U)-algebras, with transition maps given

by the morphisms (8.5.37). We may therefore define theOa
E(U)-algebra :

E(A )+ := lim
k∈N

Φ−k
E(U)∗A/p.

Lemma 8.5.38.There are natural isomorphisms ofOa
E(U)-algebras :

E(A )+
∼→ ω∗

UA(A )+

that fit into a commutative diagram ofOa
E(U)-algebras :

E(A )+
∼ //

Φ
E(A )+

��

ω∗
UA(A )+

ω∗
UσA

��
ΦE(U)∗E(A )+

∼ // ΦE(U)∗ ◦ ω∗
UA(A )+ ω∗

U ◦ σA(U)∗A(A )+.

Proof. To begin with, we claim that the natural map

ω∗
UA(A )+ → lim

n:Z→N
A (n)/p

is an isomorphism ofOa
E(U)-algebras. This can be established as in the proof of lemma 8.5.34.

Namely, in view of claim 4.6.40(ii) we have short exact sequences :

0→ A(R)+/ϑnA(R)+
p−→ A(R)+/ϑnA(R)+ → A(R)+/(p, ϑn)→ 0

for everyn : Z→ N with finite non-empty support. After tensoring with the flatOa
U(n)-algebra

A (n) we deduce a short exact sequenceE (n) := (0 → A (n) → A (n) → A (n)/p → 0)
of quasi-coherentOa

A(U)-algebras, and the assertion follows after forming the limit over the
cofiltered system of short exact sequences(E (n)(V ) | n : Z → N), which has epimorphic
transition maps wheneverV ⊂ A(U) is a truly affine open subset ofA(X).

It follows likewise, thatω∗
UσA is the limit of the cofiltered system of isomorphisms

A (σU(n)/p) : Φ
∗
E(U)A (n[1])/p = σ

∗
U(n)/p

A (n[1])/p
∼→ A (n)/p.

Next, as explained in (8.5.20),E(U) is also the colimit of the direct system of closed sub-
schemes(U(−k)/p | k ∈ N), with transition maps given by the restrictions of the morphisms
i(−h,−k) for all k > h. Henceω∗

UA(A )+ is also the inverse limit of a system ofOa
E(U)-algebras

A (•)/p := (A (−k)/p | k ∈ N), and we need to make explicit the transition maps of this system.
By construction, the restriction toC2 of the functorA (•) is isomorphic to the restriction of

the functorGA∧ , so we are reduced to considering the system(GA∧(U(−k)/p) | k ∈ N).
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However, for everyk ∈ Z we have a commutative diagram of morphisms of schemes :

U/p
ΦU //

��

U/p

��
U(k + 1)/p

i(k+1,k) // U(k)/p

whose vertical arrows are the restrictions of the isomorphisms (8.5.12). By construction, to this
diagram there corresponds a diagram of cartesian morphismsof étaleOa-algebras :

A/p

ΦA/p //

��

A/p

��
GA∧(U(k + 1)/p)

G
A∧ (i(k+1,k)) // GA∧(U(k)/p).

Especially, the vertical arrows are isomorphisms, whence the sought isomorphism. To show
that the diagram of the lemma commutes, one argues analogously : it suffices to consider the
restriction toC1 of the functorA (•), in which case everything can be made explicit : the details
shall be left to the reader. �

8.6. Finite group actions on almost algebras.In this section we fix a basic setup(V,m) such
thatm̃ := m⊗V m is a flatV -module (see [36,§2.1.1]), and we wish to consider some descent
problems forV a-algebras endowed with a finite group of automorphisms. Hence, the results
below overlap with those of [36,§4.5].

8.6.1. LetG be a finite group,A aV a-algebra, and letS := Spec V a, X := SpecA. A right
action ofG onX is a group homomorphism :

ρ : G→ AutV a-Alg(A)

fromG to the group of automorphisms ofA. LetGS be the affine groupS-scheme defined by
G; hence everyg ∈ G determines a sectiongS : S → GS of the structure morphismGS → S,
and the resulting morphism:

∐

g∈G

gS : S ∐ · · · ∐ S → GS

is an isomorphism ofS-schemes. Thenρ can be also regarded as a right action ofGS onX, as
defined in [36,§3.3.6]. Especially,ρ induces morphisms ofS-schemes :

∂i : X ×G := X ×S GS → X i = 0, 1

as inloc. cit., and we may define aG-action on anA-moduleM (covering the given action of
G onX) as a morphism of quasi-coherentOX×G-modules :

β : ∂∗0M → ∂∗1M

fulfilling the conditions of [36,§3.3.7]. One also says that(M,β) is aG-equivariantA-module.
We denote byA[G]-Mod the category of allG-equivariantA-modules andG-equivariantA-
linear morphisms. Notice thatA[G]-Mod is an abelian tensor category : indeed, for any two
objects(M,β), (M,β ′) we may set(M,β)⊗A (M ′, β ′) := (M ⊗AM ′, β ⊗OX×G

β ′).
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8.6.2. Likewise, ifB is anyA-algebra, aG-action onB is a morphismβ : ∂∗0B → ∂∗1B of
quasi-coherentOX×G-algebras, such that the pair(B, β) is aG-equivariantA-module. We say
that (B, β) is aG-equivariantA-algebra, and we denote byA[G]-Alg the category of such
pairs, withG-equivariant morphisms ofA-algebras. One verifies easily that the datum(B, β)
is the same as a morphismψ : A → B of V a-algebras, together with aG-actionρB : G →
AutV a-Alg(B) on the affine schemeSpecB, such that the diagram :

A
ψ //

ρ(g)
��

B

ρB(g)
��

A
ψ // B

commutes for everyg ∈ G. We shall also consider the full subcategoryA[G]-Algfl (resp.
A[G]-w.Ét, resp.A[G]-Ét, resp.A[G]-Étafp) of all such pairs, whereB is a flat (resp. weakly
étale, resp. étale, resp. étale and almost finitely presented)A-algebra.

8.6.3. Thetrivial G-actiononX is the mapρwith ρ(g) = 1A for everyg ∈ G; this is the same
as saying that∂0 = ∂1. If G acts trivially onX, aG-equivariantA-module(M,β) is the same
as a group homomorphismβ : G→ AutA(M) fromG to the group ofA-linear automorphisms
of M . Namely, for everyg ∈ G, one lets :

(8.6.4) β(g) := (1X ×S gS)∗β

and conversely, to a given mapβ there corresponds a unique pair(M,β) such that (8.6.4) holds.
Under this correspondence, thetrivial G-actionβ0 (such thatβ(g) = 1M for everyg ∈ G)

corresponds to the identity morphismβ0 : ∂∗0M
∼→ ∂∗1M .

More generally, let(M,β) be aG-action on anA-moduleM , covering the trivialG-action
onX; for everyA∗-valued characterχ : G→ A×

∗ of G, we let

Mχ :=
⋂

g∈G

Ker(β(g)− χ(g) · 1M).

The restriction ofβ defines aG-action onMχ, such that the monomorphismMχ ⊂ M is G-
equivariant. In the special case whereχ is the trivial character, we haveMχ = (M,β)G, the
largestG-equivariantA-submodule of(M,β) on whichβ restricts to the trivialG-action (i.e.
the submodule fixed byG). When the notation is not ambiguous, we shall often just writeMG

instead of(M,β)G.

8.6.5. IfH ⊂ G is a subgroup, anyG-actionρ onX induces by restriction anH-actionρ|H ;
then the morphisms∂i : X ×H → X are just the restrictions of the corresponding morphisms
for G (under the natural closed immersionX × H → X × G). Similarly, aG-actionβ on an
A-moduleM induces by restriction anH-actionβ|H on the same module.

Let Y := SpecB be any affineS-scheme. TheG-actionρ induces aG-actionY ×S ρ on
Y ×SX; namely,Y ×S ρ(g) := 1Y ×S ρ(g) for everyg ∈ G. In terms of the group schemeGS,
this is the action given by the morphisms :

∂Y,i := 1Y ×S ∂i : (Y ×S X)×G→ (Y ×S X) i = 0, 1.

Let πX : Y ×S X → X be the natural morphism; then everyG-equivariantA-module(M,β)
induces aG-equivariantB ⊗V a A-moduleπ∗

X(M,β) := (π∗
XM,π∗

Xβ), whose action covers the
G-actionY ×S ρ onY ×S X.
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8.6.6. Let us set :

X/G := Coequal(X ×G
∂1 //

∂1

// X) and X〈g〉 := Equal(X
ρ(g)

//

1X

// X) for everyg ∈ G.

In other words,X/G = SpecAG, the subalgebra fixed byG, andX〈g〉 is the closed subscheme
fixed by the subgroup〈g〉 ⊂ G generated byg. Thus,X〈g〉 is the spectrum of a quotientA/Ig
of A, whereIg ⊂ A is the ideal generated by the almost elements of the forma − ρ(g)(a), for
everya ∈ A∗.

Let π : X → X/G be the natural morphism,N any quasi-coherentOX/G-module; the pull-
back π∗N is the quasi-coherentOX-moduleA ⊗AG N . By construction, there is a natural
isomorphismβN : ∂∗0(π

∗N)
∼→ ∂∗1(π

∗N) (deduced from the natural isomorphisms of functors
∂∗i ◦ π∗ ≃ (π ◦ ∂i)∗, for i = 0, 1), and one verifies easily thatβN is aG-action onπ∗N .

Moreover, letig : X〈g〉 → X be the natural closed immersion; ifM is anyA-module, then
i∗gM is theA/Ig-moduleM/IgM . Especially, takeM := π∗N ; we notice that the restriction
ρ|〈g〉 of the given actionρ, induces the trivial〈g〉-action onX〈g〉, and directly from the construc-
tion, we see that the natural actionβN |〈g〉 restricts to the trivial〈g〉-action oni∗gM .

We are thus led to the :

Definition 8.6.7. LetG be a finite group,A aV a-algebra,ρ aG-action onX := SpecA.

(i) The categoryA[G]-Modhor of A-modules with horizontalG-action is the full subcat-
egory ofA[G]-Mod consisting of all pairs(M,β) subject to the following condition.
For everyg ∈ G, the restrictionβ|〈g〉 induces the trivial action oni∗gM .

(ii) We denote byA[G]-Modhor.fl the full subcategory ofA[G]-Modhor consisting of the
pairs(M,β) as above, such thatM is a flatA-module.

(iii) Likewise, we denote byA[G]-Alghor (resp.A[G]-Alghor.fl, resp.A[G]-w.Éthor, resp.
A[G]-Éthor, resp.A[G]-Éthor.afp) the full subcategory ofA[G]-Alg (resp.A[G]-Algfl,
resp. A[G]-w.Ét, resp. A[G]-Ét, resp. A[G]-Étafp) consisting of all pairs(B, β)
which are horizontal, when regarded asG-equivariantA-modules.

Notice that the tensor product of horizontal modules (resp.algebras) is again horizontal. By
the foregoing, the ruleN 7→ (π∗N, βN) defines a functor :

(8.6.8) AG-Mod→ A[G]-Modhor.

On the other hand, if(M,β) is anyG-equivariantA-module, the pairπ∗(M,β) := (π∗M,π∗β)
may be regarded as aG-action onπ∗M , covering the trivialG-action onSpecAG, i.e. a group
homomorphismG → AutAG(M) (see (8.6.3)). One verifies easily that the functorN 7→
(π∗N, βN) is left adjoint to the functorA[G]-Mod → AG-Mod : (M,β) 7→ π∗(M,β)G

(details left to the reader). Hence, also (8.6.8) admits a right adjoint, given by the same rule.
Similar assertions hold for the analogous functors :

(8.6.9) AG-Alg→ A[G]-Alghor

and the variants considered in definition 8.6.7(iii).

Lemma 8.6.10.In the situation of definition8.6.7, suppose furthermore that the ordero(G) of
G is invertible inA∗, and let(M,β) be anyG-equivariantA-module. Then :

(i) For everyAG∗ -valued characterχ : G→ (AG∗ )
×, the naturalAG-linear monomorphism

π∗Mχ → π∗M admits aG-equivariantAG-linear right inverseπ∗M → π∗Mχ.
(ii) For everyAG-moduleN , the unit of adjunction :

εN : N → (A⊗AG N)G

is an isomorphism.
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(iii) Let Y := SpecB be any affineS-scheme; denote byπX : Y ×S X → X andπX/G :
Y ×S (X/G)→ X/G the natural projections. Then the natural morphism :

π∗
X/G(M,β)G → (π∗

XM,π∗
Xβ)

G

is an isomorphism ofB ⊗V a AG-modules.

Proof. This is standard : for everyχ as in (i), the ring algebraA∗[G] admits the central idem-
potent :

(8.6.11) eχ :=
1

o(G)
·
∑

g∈G

χ(g) · g

andMχ = eχM for anyG-equivariantA-moduleM . Especially, we may takeM := N ⊗AG A,
ande0 the central idempotent associated to the trivial character, in which casee0A = AG, and
M = N ⊕ (N ⊗AG (1− e0)A), so all the claims follow easily. �

Definition 8.6.12. Let Γ be any finite abelian group with neutral element0 ∈ Γ.
(i) A Γ-gradedV a-algebra is a pairA := (A, gr•A) consisting of aV a-algebraA and a

decompositionA =
⊕

χ∈Γ grχA as a direct sum ofV a-modules, such that :

1 ∈ gr0A∗ and grχA · grχ′A ⊂ grχ+χ′A for everyχ, χ′ ∈ Γ

(where as usualgrχA ·grχ′A denotes the image of the restrictiongrχA⊗V a grχ′A→ A
of the multiplication morphismµA). Especially,gr0A is a V a-subalgebra ofA, and
every submodulegrχA is agr0A-module.

(ii) A Γ-gradedA-moduleis a pairN := (N, gr•N) consisting of anA-moduleN and a
decompositionN =

⊕
χ∈Γ grχN as a direct sum ofV a-modules, such that :

grχA · grχ′N ⊂ grχ+χ′N for everyχ, χ′ ∈ Γ.

Of course, a morphism ofΓ-gradedA-modulesN → N ′ := (N ′, gr•N
′) is anA-linear

morphismN → N ′ that respects the gradings.
(iii) For every subgroup∆ ⊂ Γ, let J∆ ⊂ A be the graded ideal generated by

⊕
χ/∈∆ grχA.

We say thatN is horizontalif grχ(N/J∆N) := grχN/(grχN ∩ J∆N) = 0 for every
subgroup∆ ⊂ Γ and everyχ /∈ ∆.

(iv) If ∆ ⊂ Γ is any subgroup,p : Γ → Γ/∆ the natural projection, andρ ∈ Γ/∆ any
element, we let :

grΓ/∆ρ N :=
⊕

χ∈p−1(ρ)

grχN

and setNΓ/∆ := (N, gr
Γ/∆
• N). ThenAΓ/∆ is aΓ/∆-gradedV a-algebra, andNΓ/∆ is

a Γ/∆-gradedA∆-module. Moreover, let alsoN |∆ be the pair consisting ofN|∆ :=

gr
Γ/∆
0 N together with its decompositionN|∆ =

⊕
χ∈∆ grχN ; thenA|∆ is a∆-graded

V a-algebra, andN |∆ is a∆-gradedA|∆-module.

Proposition 8.6.13.In the situation of definition8.6.12, letN be anyΓ-gradedA-module. Then
the following conditions are equivalent :

(a) N is horizontal.
(b) The natural morphismA⊗gr0A gr0N → N is an epimorphism.

Proof. (b)⇒(a): The assertion is obvious for theΓ-gradedA-module consisting ofA ⊗gr0A

gr0N and its natural grading deduced fromgr•A; however any (graded) quotient of a horizontal
module is horizontal, hence the assertion follows also forN .

(a)⇒(b): We argue by induction ono(Γ). The first case is covered by the following :

Claim8.6.14. The proposition holds ifo(Γ) is a prime number.
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Proof of the claim.Indeed, suppose thatN is horizontal. We may replaceN byN/(A · gr0N),
which is a horizontalΓ-gradedA-module, when endowed with the grading induced fromgr•N .
Thengr0N = 0, and we have to show thatN = 0. By assumption,N ⊂ J{0}N , i.e. :

grχN ⊂
∑

σ 6=0,χ

grσA · grχ−σN for everyχ 6= 0.

For everyn > 0, the symmetric groupSn acts on the set(Γ \ {0})n by permutations; we
let Qn := (Γ \ {0})n/Sn, the set of equivalence classes under this action. For everyσ :=
(σ1, . . . , σn) ∈ Qn, let |σ| :=

∑n
i=1 σi. By an easy induction, it follows that :

grχN ⊂
∑

σ∈Qn

grσ1A · · ·grσnA · grχ−|σ|N.

Since every element ofΓ \ {0} generatesΓ, it is also clear that there existsn ∈ N large enough
such that every sequenceσ inQn admits a subsequence, sayτ := (τ1, . . . , τm) for somem ≤ n,
with |τ | = χ (details left to the reader). Up to a permutation, we may assume thatτ is the final
segment ofσ; then we have :

grσ1A · · ·grσnA · grχ−|σ|N ⊂ grσ1A · · ·grσn−mA · gr0N = 0

whence the claim. ♦

Next, suppose that the assertion is already known for every subgroupΓ′ ⊂ Γ, every graded
Γ′-algebraB, and everyΓ′-gradedB-moduleP . We choose a subgroupΓ′ ⊂ Γ such that
(Γ : Γ′) is a prime number. We shall use the following :

Claim 8.6.15. Let G be a group,0 ∈ G the neutral element,H ⊂ G a subgroup. For every
subgroupL ⊂ G with H ∩ L = {0}, choose an elementgL ∈ G \ L; denote byS the subgroup
generated by all these elementsgL. ThenS ∩H 6= {0}.
Proof of the claim.Indeed, ifS ∩H = {0}, we would havegS ∈ S, a contradiction. ♦

Claim 8.6.16. Suppose thatN is horizontal. ThenN |Γ′ is a horizontalΓ′-gradedA|Γ′-module.

Proof of the claim.For any given subgroup∆ ⊂ Γ′, let J ′
∆ ⊂ A|Γ′ be the ideal generated by⊕

χ∈Γ′\∆ grχA; have to show thatgrχ(N/J
′
∆N) = 0 for everyχ ∈ Γ′ \∆. To this aim, we may

replaceΓ, Γ′, A, A|Γ′, N andN |Γ′, by respectivelyΓ/∆, Γ′/∆, AΓ/∆, (A|Γ′)Γ′/∆, NΓ/∆ and
(N |Γ′)Γ′/∆, which allows to assume that∆ = {0}. In this case, we have to show that :

(8.6.17) N|Γ′ = gr0N + J ′
{0} ·N|Γ′.

Notice thatA|Γ′ · gr0N = gr0N + J ′
{0} · gr0N ; the quotientP := N/(A · gr0N) carries a unique

Γ-gradinggr•P such that the projectionN → P := (P, gr•P ) is a morphism ofΓ-graded
A-modules (namely,grχP := Nχ/grχA · gr0N for everyχ ∈ Γ). Moreover,P is horizontal,
gr0P = 0, and (8.6.17) is equivalent to :P|Γ′ = J ′

{0} · P|Γ′. Therefore we may replaceN by P ,
and assume from start thatgr0N = 0. Similarly, notice thatJ ′

{0} ·N is aΓ-gradedA-submodule
of N , and the pairQ consisting ofQ := N/(J ′

{0} · N) and its quotient grading, is horizontal.
Moreover,grχQ = grχ(N|Γ′/J ′

{0}N|Γ′), for everyχ ∈ Γ′. Hence, we may replaceN by Q,
which allows to assume as well that

(8.6.18) J ′
{0}N|Γ′ = 0

in which case, we are reduced to showing thatN = 0. Now, by assumption, for every subgroup
H ⊂ Γ we have :

N = N|H + JHN.
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Let C be the set of all subgroupsH ⊂ Γ with H ∩ Γ′ = {0}; we deduce that :

(8.6.19) grχN ⊂
∑

σ/∈H

grσA · grχ−σN for everyχ ∈ Γ′ \ {0} and everyH ∈ C .

Moreover, in view of (8.6.18) we may omit from the sum in (8.6.19) all the elementsσ that lie
in Γ′; for the remaining elements we haveχ− σ /∈ Γ′, hence we may apply claim 8.6.14 to the
horizontalΓ/Γ′-gradedAΓ/Γ′-moduleNΓ/Γ′ , to deduce that :

grχ−σN ⊂
∑

δ∈Γ′\{0}

grχ−σ−δA · grδN.

Therefore :

grχN ⊂
∑

σ/∈H∪Γ′

∑

δ∈Γ′\{0}

grσA · grχ−σ−δA · grδN for everyχ ∈ Γ′ \ {0} and everyH ∈ C .

However – again due to (8.6.18) – we may omit from this sum all the terms corresponding to
the pairs(σ, δ) with χ 6= δ, hence we conclude that :

grχN ⊂
∑

σ/∈H∪Γ′

grσA · gr−σA · grχN for everyχ ∈ Γ′ \ {0} and everyH ∈ C .

Denote byΣ the set of all mappingsσ : C → Γ such thatσ(H) /∈ H ∪ Γ′ for everyH ∈ C .
Moreover, for everyσ ∈ Σ, set :

Bσ :=
∏

H∈C

grσ(H)A · gr−σ(H)A

(this is an ideal ofgr0A) and letSσ ⊂ Γ be the subgroup generated by the image ofσ. By an
easy induction we deduce that :

grχN ⊂
∑

σ∈Σ

Bn
σ · grχN for everyn > 0.

By claim 8.6.15, for everyσ ∈ Σ we may findγ(σ) ∈ Sσ ∩ Γ′ \ {0}. On the other hand, since
Γ is finite and abelian, it is easy to verify that there existsn ∈ N large enough such that

Bn
σ ⊂ grγ(σ)A · gr−γ(σ)A for everyσ ∈ Σ

(details left to the reader). But (8.6.18) implies thatgrγ(σ)A · grχN = 0 wheneverχ ∈ Γ′ \ {0},
so the claim follows. ♦

To conclude, we apply first claim 8.6.14 to the horizontalΓ/Γ′-gradedAΓ/Γ′-moduleNΓ/Γ′ ,
to see thatN|Γ/Γ′ generates theA-moduleN , and then claim 8.6.16 – together with our inductive
assumption – to deduce thatgr0N generates thatA|Γ/Γ′-moduleN|Γ/Γ′ . The proposition follows.

�

8.6.20. Recall that a morphismM → N of A-modules is said to bepure if the natural mor-
phismQ ⊗AM → Q⊗A N is a monomorphism for everyA-moduleQ. A morphismA→ B
of V a-algebras is calledpure if it is pure when regarded as a morphism ofA-modules.

Lemma 8.6.21.Letf : A→ B be a pure morphism ofV a-algebras,M anA-module. Then :

(i) If B ⊗AM is a flatB-module, thenM is a flatA-module (i.e. f descends flatness).
(ii) If B⊗AM is almost finitely generated (resp. almost finitely presented) as aB-module,

thenM is almost finitely generated (resp. almost finitely presented) as anA-module.

Proof. (i): To begin with, we remark :

Claim8.6.22. LetR be anyV -algebra such thatA = Ra.
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(i) A morphismϕ : M1 → M2 of A-modules is pure if and only if the same holds for the
induced morphismϕ! :M1! → M2! of R-modules.

(ii) A morphismg : A → B′ of V a-algebras is pure if and only if the same holds for the
induced morphismg!! : A!! → B′

!!.

Proof of the claim.(i): Suppose thatϕ is pure, and letQ be anyR-module. ThenQ⊗R Mi! ≃
(Qa ⊗A Mi)! for i = 1, 2. Since the functorM 7→ M! is exact ([36, Cor.2.2.24(i)]), we deduce
thatϕ! is pure. The converse is easy, and shall be left to the reader.

(ii): From (i) we already see thatg is pure wheneverg!! is. Next, suppose thatg is pure; we
may assume thatR = A!!, and then (i) says thatg! is a pure morphism ofA!!-modules. However,
the natural diagram ofA!!-modules :

A!
//

��

B′
!

��
A!!

// B′
!!

is cofibred; since tensor products are right exact functors,the claim follows. ♦

The assertion now follows from claim 8.6.22(ii) and [45, Partie II, Lemme 1.2.1].
(ii): Suppose first thatB ⊗A M is an almost finitely generatedB-module. The assumption

on f implies thatAnnA(B ⊗A M) ⊂ AnnAM ; then [36, Rem.3.2.26(i)] shows thatM is an
almost finitely generatedA-module.

Finally, we suppose thatB ⊗A M is an almost finitely presentedB-module, and we wish
to show thatM is an almost finitely presentedA-module. To this aim, letϕ : N → N ′ be
a morphism ofA-modules. The assumption onf implies that the natural morphismKerϕ →
Ker(1B ⊗A ϕ) is a monomorphism; especially :

AnnA(Ker(1B ⊗A ϕ)) ⊂ AnnA(Kerϕ).

Then one may easily adapt the proof of [36, Lemma 3.2.25(iii)], to derive the assertion. �

Theorem 8.6.23.In the situation of definition8.6.7, suppose furthermore thatG is abelian and
the ordero(G) ofG is invertible inA∗. Then the following holds :

(i) LetM be anyG-equivariantA-module. TheG-action onM is horizontal if and only
if the counit of adjunction :

ηM : A⊗AG MG →M

is an epimorphism (ofA-modules).
(ii) The functor(8.6.8) restricts to an equivalence on the full subcategory of flatAG-

modules :

(8.6.24) AG-Modfl
∼→ A[G]-Modhor.fl.

Proof. (i): For m := o(G), let µm ⊂ Q× be the group ofm-th roots of1, and setB :=
V a[µm] := (V [T ]/(Tm−1))a. SinceB is a faithfully flatV a-algebra, lemma 8.6.10(iii) allows
to replaceA by B ⊗V a A andM by B ⊗V a M , and therefore we may assume from start that
µm ⊂ (AG∗ )

×. SetΓ := HomZ(G,µm). For everyχ ∈ Γ, let eχ ∈ A∗[G] be the central
idempotent defined as in (8.6.11). A standard calculation shows that :

∑

χ∈Γ

eχ = 1.

Hence, everyG-equivariantAG-module(N, β) admits theG-equivariant decomposition :

(8.6.25) N ≃
⊕

χ∈Γ

Nχ.
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Especially,A =
⊕

χ∈ΓAχ, and clearly the datumA consisting ofA and its decomposition,
is aΓ-gradedV a-algebra. Furthermore, the datumN consisting ofN and its decomposition
(8.6.25) is aΓ-gradedA-module.

Claim 8.6.26. The functor(N, β) 7→ N is an equivalence fromA[G]-Mod to the category of
Γ-gradedA-modules.

Proof of the claim.Indeed, ifQ is aΓ-gradedA-module, we may define aG-action onQ by
requiring thatQχ = grχQ, theχ-graded direct summand ofQ. This gives a quasi-inverse for
the functor(N, β) 7→ N . (Details left to the reader.) ♦

Claim 8.6.27. Let (N, β) be anyG-equivariantA-module, andN its associatedΓ-gradedA-
module. The following conditions are equivalent :

(a) (N, β) is horizontal.
(b) N is horizontal.

Proof of the claim.For everyg ∈ G, let ∆(g) ⊂ Γ be the subgroup consisting of allχ ∈ Γ
such thatχ(g) = 1; a direct inspection of the definitions shows thatJ∆(g) is the idealIg,
as defined in (8.6.6), and(N, β) is horizontal if and only ifNχ/(Nχ ∩ IgN) = 0 for every
g ∈ G and everyχ /∈ ∆(g). This already shows that (b)⇒(a); it also shows that condition (b)
holds for the subgroups∆(g), when(N, β) is horizontal. However, every subgroup ofΓ can
be written in the form∆ = ∆(g1) ∩ · · · ∩ ∆(gn), for appropriateg1, . . . , gn ∈ G, and then
J∆(g1) + · · ·+ J∆(gn) ⊂ J∆, hence (b) follows for all subgroups. ♦

Assertion (i) now follows from claim 8.6.27 and proposition8.6.13.
(ii): Let (M,β) be any object ofA[G]-Modhor.fl, and denote byL the kernel of the counitηM .

SinceM is a flatA-module andηM is an epimorphism by (i), it follows thati∗gL is the kernel
of i∗gηM , for everyg ∈ G (notation of (8.6.6)). Since the categoryA[G]-Modhor is abelian,
we deduce that the naturalG-action onL is horizontal, and then (i) says thatL is generated by
LG. But lemma 8.6.10(ii) easily implies thatLG = 0, soηM is an isomorphism. Next, letting
M := A in lemma 8.6.10(i), we deduce easily that the natural morphismAG → A is pure,
henceMG is a flatAG-module, by lemma 8.6.21(i). Now the assertion follows fromlemma
8.6.10(ii) and [10, Prop.3.4.3]. �

Corollary 8.6.28. In the situation of theorem8.6.23, the following holds :

(i) The functor(8.6.24)restricts to an equivalence from the subcategory of flat, almost
finitely generated (resp. almost finitely presented)AG-modules, onto the subcategory
of G-equivariant, flat, horizontal and almost finitely generated (resp. almost finitely
presented)A[G]-modules.

(ii) The functor(8.6.9)restricts to an equivalence :

AG-Algfl → A[G]-Alghor.fl

and likewise for the subcategories of weaklyétale (resp.étale, resp.étale and almost
finitely presented) algebras.

Proof. (i) follows from theorem 8.6.23(ii), lemma 8.6.21(ii), andthe fact that the morphism
AG → A is pure.

(ii): The assertion concerningAG-Algfl is an immediate consequence of theorem 8.6.23.
Next, let(B, β) be an object ofA[G]-w.Ét; by the foregoing,B descends to a flatAG-algebra
BG with aG-equivariant isomorphism :B ≃ A ⊗AG BG. However, on the one hand,B is
– by assumption – a flatB ⊗A B-algebra, and on the other hand,B ⊗A B underlies a flat,
horizontalA[G]-algebra with(B ⊗A B)G ≃ BG ⊗AG BG; theorem 8.6.23 then says thatBG is
a flatBG ⊗AG BG-algebra, whence the assertion forAG-w.Ét. Next, since an almost finitely
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generated module is almost projective if and only if it is flatand almost finitely presented ([36,
Prop.2.4.18]), the assertion forAG-Ét follows from the same assertion forAG-w.Ét and lemma
8.6.21(ii). Likewise, the assertion for étale almost finitely presentedAG-algebras follows from
the assertion forAG-Ét and lemma 8.6.21(ii). �

Remark 8.6.29. In case theG-action onX is free, i.e. when(∂0, ∂1) : X ×G→ X ×S X is a
monomorphism, corollary 8.6.28 also follows from [36, Prop.4.5.25].

8.7. Complements : locally measurable algebras.This section studies the global counterpart
of the class of measurable algebras introduced in section 8.3. To begin with – and until (8.7.42)
– we consider an arbitrary valued field(K, | · |), and we resume the notation of (5.7) and (8.3).
Our first result is the following generalization of proposition 5.7.1 :

Proposition 8.7.1. Let A be a measurableK+-algebra,M a K+-flat and finitely generated
A-module. ThenM is a finitely presentedA-module.

Proof. Let Σ be a finite system of generators forM ; also let us writeA as the colimit of a
filtered system(Ai | i ∈ I) of finitely presentedK+-algebras, with étale transition maps. For
every i ∈ I, let Mi be theAi-submodule ofM generated byΣ; notice thatMi is still K+-
flat, hence it is a finitely presentedAi-module (proposition 5.7.1). We may then writeM as
the colimit of the filtered system(Mi ⊗Ai A | i ∈ I) of finitely presentedA-modules, with
surjective transition maps. Moreover, sinceA := A/mKA is noetherian (lemma 8.3.4(i)), there
existsi ∈ I such thatMj ⊗Aj A = M/mKM for everyj ≥ i. Since the ring homomorphism
Aj := Aj/mKAj → A is faithfully flat, we deduce that

(8.7.2) Mi ⊗Ai Aj =Mj ⊗Aj Aj for everyj ≥ i.

Consider the short exact sequence

C : 0→ N →Mi ⊗Ai Aj →Mj → 0.

SinceMi is K+-flat, the same holds forN , and the latter is a finitely generatedAj-module,
since bothMj andMi ⊗Ai Aj are finitely presented; therefore, the sequenceC ⊗K+ κ is still
exact. Taking into account (8.7.2), we see thatN/mKN = 0. By Nakayama’s lemma, it follows
thatN = 0, and finally,M =Mi ⊗Ai A is finitely presented, as stated. �

Definition 8.7.3. Let A be aK+-algebra. SetX := SpecA, S := SpecK+, and denote by
f : X → S the structure morphism. We say thatA is locally measurable, if the following holds.
For everyx ∈ X and every pointξ of X localized atx, the strict henselization ofA at ξ is a
measurableOS,f(x)-algebra.

Remark 8.7.4. Let A be a localK+-algebra,Ash the strict henselization ofA at a geometric
point localized at the closed point, andM anA-module.

(i) Clearly,A is locally measurable if and only ifAsh is measurable.
(ii) However, ifAsh is measurable, it does not necessarily follow thatA is measurable.
(iii) On the other hand, ifA is a normal local domain, one can show thatA is measurable if

and only if the same holds forAsh.
(iv) Suppose thatA is local and locally measurable. Since the natural mapA → Ash is

faithfully flat, and since every measurableK+-algebra is a coherent ring, it is easily seen that
A is coherent. If furthermore, the structure mapK+ → A is local, lemma 8.3.4(i) implies that
A/mKA is a noetherian ring.

Remark 8.7.5. Let A be a locally measurableK+-algebra. Then, for every finitely generated
ideal I ⊂ A, theK+-algebraA/I is also locally measurable. Indeed, for every geometric
point ξ of SpecA, letAsh

ξ (resp. (A/I)shξ ) be the strict henselization ofA (resp. ofA/I) at ξ.
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Then the natural mapAsh
ξ /IA

sh
ξ → (A/I)shξ is an isomorphism for every suchξ ([33, Ch.IV,

Prop.18.8.10]), so the assertion follows from lemma 8.3.4(iv).

Definition 8.7.6. LetA be aK+-algebra,M anA-module, andγ ∈ log Γ+ any element.

(i) A K+-flattening sequencefor theA-moduleM is a finite sequenceb := (b0, . . . , bn)
of elements ofK+ such that
(a) log |bi+1| > log |bi| for everyi = 0, . . . , n− 1, b0 = 1 andbn = 0.
(b) biM/bi+1M is aK+/b−1

i bi+1K
+-flat module, for everyi = 0, . . . , n− 1.

We say that aK+-flattening sequenceb for M is minimal, if no proper subsequence of
b is still flattening forM .

(ii) Say thatγ = log |b| for someb ∈ K+, and letbM : M → bM be the map given by the
rule :m 7→ bm, for everym ∈M . We say thatγ breaksM if the κ-linear map

bM ⊗K+ κ :M ⊗K+ κ→ bM ⊗K+ κ

is not an isomorphism.

Remark 8.7.7. LetA be aK+-algebra,M anA-module.
(i) Suppose thatγ ∈ log Γ+ breaksM , and say thatγ = log |c| for somec ∈ K+. Clearly,

for everyb ∈ cK+, the mapbM factors throughcM . We deduce that everyγ′ ∈ log Γ+ with
γ′ ≥ γ also breaksM .

(ii) For givenb ∈ K+, suppose thatM is a flatK+/bK+-module. Then we claim that no
γ < log |b| breaksM . Indeed, for suchγ pick c ∈ K+ with log |c| = γ, and setW := K+/bK+;
notice that the mapcW : W → cW induces an isomorphismcW ⊗W 1κ : κ

∼→ cW ⊗W κ
(notation of definition 8.7.6(ii)), whence an isomorphism

1M ⊗W cW ⊗W 1κ :M ⊗W κ
∼→M ⊗W (cW ⊗W κ).

SinceM is a flatW -module, the natural mapM ⊗W cW → cM is an isomorphism, and
the resulting isomorphismM ⊗W κ

∼→ cM ⊗W κ is naturally identified withcM , whence the
contention.

(iii) Let b := (b0, . . . , bn) be a sequence of elements ofK+ fulfilling condition (a) of defi-
nition 8.7.6(i), and suppose thatb admits a subsequence that isK+-flattening forM . Thenb is
K+-flattening forM as well. Indeed, an easy induction reduces the contention tothe following.
Let b, c ∈ K+ be any two elements such thatlog |c| < log |b|, and suppose thatM isK+/bK+-
flat; thenM/cM isK+/cK+-flat, andcM isK+/c−1bK+-flat. Of this two assertion, the first
is trivial; to show the second, recall thatM can be written as the colimit of a filtered system of
freeK+/bK+-modules ([57, Ch.I, Th.1.2]). Then we may assume thatM is free, in which case
the assertion is easily verified.

Lemma 8.7.8.LetA be aK+-algebra,M a coherentA-module that admits aK+-flattening
sequence, and suppose that the Jacobson radical ofA containsmKA. Then we have :

(i) M admits a minimalK+-flattening sequence, unique up to units ofK+.
(ii) Let (b0, . . . , bn) be a minimalK+-flattening sequence forM . For everyγ ∈ log Γ+

and everyi = 0, . . . , n− 1, the following conditions are equivalent :
(a) γ breaksbiM .
(b) γ ≥ log |b−1

i bi+1|. (As usual, we setlog |0| := +∞ : see(8.3).)

Proof. It is clear thatM admits a minimalK+-flattening sequence(1, b1, . . . , bn−1, 0), and (i)
asserts that every other such minimal sequence is of the type(1, u1b1, . . . , un−1bn−1, 0) for
some elementsu1, . . . , un−1 ∈ (K+)×. However, notice that the condition of (ii) characterize
uniquely such a sequence, so we only have to show that (ii) holds. We may also assume thatn >
1; indeed, whenn = 1, the moduleM is K+-flat, and the assertion is immediate. Moreover,
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sinceM is coherent, the same holds forbM , for everyb ∈ K+. Thus, an easy induction reduces
to showing the equivalence of conditions (ii.a) and (ii.b) for i = 0.

However, notice that, ifγ breaksM , then it obviously also breaksM/b1M ; in light of remark
8.7.7(ii), it follows already that (a)⇒(b). Therefore, taking into account remark 8.7.7(i), it
remains only to show thatlog |b1| breaksM .

If n = 2, thenb1M is a flatK+-module; letN := Ker b1,M . We have already observed that
b1M is a finitely presentedA-module, henceN is a finitely generatedA-module, andN ⊗K+ κ
is the kernel ofb1,M ⊗K+ κ. Suppose thatlog |b1| does not breakM ; thenN ⊗K+ κ vanishes,
and thenN = 0, by Nakayama’s lemma. It follows thatM is K+-flat, which contradicts the
minimality of the sequence(1, b1, 0).

Next, we consider the case wheren > 2 and setM ′ := M/b2M , b := b−1
1 b2; sinceb2M ⊂

b1mM , it suffices to show thatlog |b1| breaksM ′, hence we may assume thatb2M = 0, b1M is
a flatK+/bK+-module, and the flattening sequence is(1, b1, b2, 0). We remark :

Claim8.7.9. If log |b1| does not breakM , the mapb1,M/bM :M/bM → b1M is an isomorphism
of K+/bK+-modules.

Proof of the claim.Indeed, letN := Ker b1,M/bM ; sinceb1M isK+/bK+-flat,N ⊗K+ κ is the
kernel ofb1,M/bM ⊗K+ κ, and the latter vanishes iflog |b1| does not breakM ; on the other hand,
N is a finitely generatedA-module, henceN = 0, by Nakayama’s lemma. ♦

We shall use the following variant of the local flatness criterion :

Claim 8.7.10. LetR be a ring,I1, I2 ⊂ A two ideals, andM anR-module such that :
(a) I1I2 = 0
(b) M/IiM isR/Ii-flat for i = 1, 2
(c) the natural mapI1 ⊗RM/I2M → I1M is an isomorphism.

ThenM is a flatR-module.

Proof of the claim.SetI3 := I1 ∩ I2; to begin with, [36, Lemma 3.4.18] and (b) imply that
M/I3M is a flatR/I3-module. We have an obviously commutative diagram

I3 ⊗R M/I3M
α //

β
��

I3M

γ

��
I3 ⊗R/I2 M/I2M

δ // I1 ⊗R/I2 M/I2M
τ // I1M

of R-linear maps. From (a) we see thatI23 = 0, and it follows easily thatβ is an isomorphism;γ
is clearly injective, and the same holds forδ, sinceM/I2M is a flatR/I2-module; by the same
token,τ is an isomorphism. We conclude thatα is an isomorphism, and then the local flatness
criterion ([61, Th.22.3]) yields the contention. ♦

We shall apply claim 8.7.10 withR := K+/b2K
+, I1 := b1R, I2 := bR. Indeed, condition

(a) obviously holds with these choices; by assumption,M/I1M is aR/I1-flat module, and
if log |b1| does not breakM , claim 8.7.9 implies thatM/I2M is a flatR/I2-module. Lastly,
condition (c) is equivalent to claim 8.7.9. Summing up, we have shown that iflog |b1| does not
breakM , thenM is a flatK+/b2-module, contradicting again the minimality of our flattening
sequence. �

Proposition 8.7.11.Let A be aK+-algebra,M a finitely presentedA-module, and suppose
that either one of the following two conditions holds :

(a) A is an essentially finitely presentedK+-algebra.
(b) A is a local and locally measurableK+-algebra.

ThenM admits aK+-flattening sequence.
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Proof. Suppose first that (b) holds, and letAsh be the strict henselization ofA at a geometric
point localized at the closed point. SinceAsh is a faithfully flatA-algebra, it suffices to show
thatM ⊗A Ash admits aK+-flattening sequence. Hence, we may assume thatA is measurable,
in which case we may find a finitely presentedK+-algebraA0 with an ind-étale mapA0 → A
and a finitely presentedA0-moduleM0 with an isomorphismM0 ⊗A0 A

∼→ M of A-modules.
We may then replaceA byA0,M byM0, and therefore assume thatA is finitely presented over
K+, especially, we are reduced to showing the assertion in the case where (a) holds. To this
aim, let us remark :

Claim8.7.12. LetB :=
⊕

n∈NBn be aN-graded finitely presentedK+-algebra withB0 = K+,
andN :=

⊕
n∈NNn aN-graded finitely presentedB-module. We have :

(i) TheK+-moduleNn is finitely presented, for everyn ∈ N.
(ii) For everyn ∈ N, let (γn,i | i ∈ N) be the sequence of elementary divisors ofNn (see

(8.3.15)). ThenΓ(N) := {γn,i | n, i ∈ N} is a finite set.
(iii) N admits aK+-flattening sequence.

Proof of the claim.(i) is just a special case of proposition 4.4.16(iii).
(ii): Let Q be the set of all finitely presented graded quotientsQ of theB-modulesN , for

whichΓ(Q) is infinite. We have to show thatQ = ∅. However, for everyQ ∈ Q, theB⊗K+ κ-
moduleQ := Q⊗K+ κ is a quotient ofN := N ⊗K+ κ; sinceB⊗K+ κ is a noetherian ring, the
setQ := {Q | Q ∈ Q} admits minimal elements, if it is not empty. In the latter case, we may
then replaceN by anyQ0 ∈ Q such thatQ0 is a minimal element ofQ, and assume that, for
every graded quotientQ ofN , eitherQ = N , or elseΓ(Q) is a finite set. Now, for everyn ∈ N,
let γn be the minimal non-zero elementary divisor ofNn, and pickan ∈ mK with log |an| = γn
(if Nn = 0, setan = 0). Let I ⊂ K+ be the ideal generated by{an | n ∈ N}; it is easily
seen thatNn/INn is a freeK+/I-module for everyn ∈ N, henceN/IN is aK+/I-flat finitely
presentedB/IB-module. We may then finda ∈ I such thatN/aN is already aK+/aK+-flat
B/aB-module ([32, Ch.IV, Cor.11.2.6.1]), soNn/aNn is a freeK+/aK+-module for every
n ∈ N, and we easily deduce thatlog |a| ≤ γn for everyn ∈ N, i.e. I = aK+. Notice thataN
is a finitely presentedB-module (corollary 5.7.2); it follows that

Γ(N) = {γ + log |a| | γ ∈ Γ(aN)} ∪ {0}.

Especially,Γ(aN) is an infinite set. On the other hand, there exists somen ∈ N such that
dimκ(aNn)⊗K+ κ < dimκNn⊗K+κ, so(aN)⊗K+ κ is a proper quotient ofN , a contradiction.

(iii): Let |b0|, . . . , |bn−1| be the finitely many elements ofΓ(N) (for suitableb1, . . . , bn ∈
K+), and setbn := 0; after permutation, we may assume thatbi+1 ∈ bimK for every i =
0, . . . , n − 1, andb0 = 1. Then we claim that(b0, . . . , bn) is aK+-flattening sequence forN ,
i.e. biNk/bi+1Nk is K+/b−1

i bi+1K
+-flat for everyi = 0, . . . , n and everyk ∈ N. However,

say that(log |cj| | j ∈ N) is the sequence of elementary divisors ofNk; we are reduced to
checking that(cjK+ + biK

+)/(cjK
+ + bi+1K

+) is a flatK+/b−1
i bi+1K

+-module for every
j ∈ N. However, by construction we have eithercjK+ ⊂ bi+1K

+, or biK+ ⊂ cjK
+; in either

case the assertion is clear. ♦

Let nowA be an arbitrary essentially finitely presentedK+-algebra, andM an arbitrary
finitely presentedA-module. We easily reduce to the case whereA = K+[T1, , . . . , Tr] is a
free polynomialK+-algebra. In this case, we define a filtrationFil•A onA, by declaring that
FilkA is theK+-submodule of all polynomials of total degree≤ k, for everyk ∈ N; then
R := R(A,Fil•A)• is a free polynomialK+-algebra as well (see example 4.4.28). Let

L1
ϕ−→ L0 →M
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be a presentation ofM as quotient of freeA-modules of finite rank. Lete := (e1, . . . , en) (resp.
f := (f1, . . . , fm)) be a basis ofL0 (resp. ofL1); we endowL0 with the good(A,Fil•A)-
filtration Fil•L0 associated to the pair(e, (1, . . . , 1)) as in (4.4.29) (this means thatei ∈ Fil1L0

for everyi = 1, . . . , n). Also, for everyi = 1, . . . , m, pick ji ∈ N such thatϕ(fi) ∈ FiljiL0,
and endowL1 with the good(A,Fil•A)-filtrationFil•L1 associated to the pair(f , (j1, . . . , jm)).
SetL′

i := R(Li,Fil•Li), and notice thatL′
i is a freeR-module of finite rank, fori = 0, 1. With

these choices,ϕ is a map of filteredA-modules, and there follows anR-linear map ofN-graded
R-modulesR(ϕ)• : L′

1 → L′
0, whose cokernel is aN-graded finitely presentedR-moduleN•.

By inspecting the construction, it is easily seen that the inclusionFilkL0 ⊂ Filk+1L0 induces a
K+-linear mapNk → Nk+1, for everyk ∈ N, as well as an isomorphism ofK+-modules

colim
k∈N

Nk
∼→M.

On the other hand, claim 8.7.12 ensures thatN• admits aK+-flattening sequence. We easily
deduce that the same sequence is also flattening forM . �

Corollary 8.7.13. LetA be a local and locally measurableK+-algebra,I ⊂ K+ any ideal,M
a finitely generatedA/IA-module, and suppose that the structure mapK+ → A is local. Then
the following conditions are equivalent :

(a) M is a flatK+/I-module.
(b) For everyc ∈ K+ such thatI ⊂ c ·mK , the valuelog |c| does not breakM .
(c) M is aK+/I-flat finitely presentedA/IA-module.

Proof. (a)⇒(b): in light of remark 8.7.7(ii), it suffices to remark thatM ⊗K+ /bK+ is a flat
K+/bK+-module, for everyb ∈ K+ such thatI ⊂ K+b.

(b)⇒(c): Let us writeM as the colimit of a filtered system(Mλ | λ ∈ Λ) of finitely pre-
sentedA-modules, with surjective transition maps. Then eachMλ is a coherentA-module,
andA/mKA is noetherian (remark 8.7.4(iv)), so we may also assume thatthe induced maps
ϕλ : Mλ/mKMλ → M/mKM are isomorphisms for everyλ ∈ Λ. In view of the commutative
diagram

Mλ ⊗K+ κ
cMλ //

ϕλ
��

cMλ ⊗K+ κ

��
M ⊗K+ κ

cM // cM ⊗K+ κ

it easily follows thatlog |c| does not breakMλ, for anyλ ∈ Λ and anyc ∈ K+ such thatI ⊂
c·mK . Thus, if(b0, . . . , bn) is the minimal flattening sequence forMλ, we see thatb1 ∈ I (lemma
8.7.8(ii)), and thereforeMλ/IMλ is a flatK+/I-module for everyλ ∈ Λ. Now, for λ, µ ∈ Λ
with µ ≥ λ, letψλµ : Mλ → Mµ be the transition map, and setNλµ := Ker(ψλµ ⊗K+ K+/I);
it follows thatNλµ ⊗K+ κ is the kernel ofψλµ ⊗K+ κ. But the latter map is an isomorphism,
since the same holds forϕλ andϕµ. By Nakayama’s lemma, we deduce thatNλµ = 0, therefore
M =Mλ/IMλ for anyλ ∈ Λ, whence (c).

Lastly, (c)⇒(a) is obvious. �

Proposition 8.7.14.LetA be a locally measurableK+-algebra. Suppose that

(a) A/mKA is a noetherian ring.
(b) The Jacobson radical ofA containsmKA.

Then we have :

(i) A⊗K+ K is a noetherian ring.
(ii) Every finitely generatedK+-flatA-module is finitely presented.

(iii) If the valuation ofK is discrete,A is noetherian.
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Proof. For anyK+-algebraB, and any idealI ⊂ BK := B⊗K+K, let us setIsat := Ker(B →
BK/I), and notice thatIsat ⊗K= K = I. To begin with, we remark :

Claim 8.7.15. Let B be a measurableK+-algebra,I ⊂ BK an ideal. ThenIsat is a finitely
generated ideal ofB.

Proof of the claim.ClearlyB/Isat is aK+-flat finitely generatedB-module, hence it is finitely
presented, by proposition 8.7.1; now the claim follows from[36, Lemma 2.3.18(ii)]. ♦

(i): Suppose(Ik | k ∈ N) is an increasing sequence of ideals ofA ⊗K+ K; assumption (a)
implies that there existsn ∈ N such that the images ofIsatn andIsatm agree inA/mKA, for every
m ≥ n. This means that

(8.7.16) (Isatm /Isatn )⊗K+ κ = 0 for everym ≥ n.

Next, for any geometric pointξ of SpecA, letAsh
ξ be the strict henselization ofA at ξ; since the

natural mapA → Ash
ξ is flat, Ik ⊗A Ash

ξ is an ideal ofAsh
ξ ⊗K+ K, and clearlyIsatk ⊗A Ash

ξ =

(Ik ⊗A Ash
ξ )

sat, for everyk ∈ N. EspeciallyIsatk ⊗A Ash
ξ is a finitely generated ideal ofAsh

ξ ,
by claim 8.7.15. In view of (8.7.16), and assumption (b), Nakayama’s lemma then says that
(Isatm /Isatn ) ⊗A Ash

ξ = 0 for everym ≥ n. Sinceξ is arbitrary, we conclude thatIsatm /Isatn = 0
for everym ≥ n, therefore the sequence(Ik | k ∈ N) is stationary.

(ii): Let M be aK+-flat and finitely generatedA-module, pick anA-linear surjectionϕ :
A⊕n → M , and setN := Kerϕ. SinceM isK+-flat,N/mKN is the kernel ofϕ ⊗K+ κ, and
assumption (a) implies thatN/mKN is a finitely generatedA/mKA-module. Hence we may
find a finitely generatedA-submoduleN ′ ⊂ N such thatN = N ′ + mKN . For any geometric
point ξ of SpecA, defineAsh

ξ as in the foregoing; by proposition 8.7.1 (and by [36, Lemma
2.3.18(ii)]), N ⊗A Ash

ξ is a finitely generatedAsh
ξ -module; then (b) and Nakayama’s lemma

imply thatN ′ ⊗A Ash
ξ = N ⊗A Ash

ξ . Sinceξ is arbitrary, it follows thatN = N ′; especially,M
is finitely presented, as stated.

(iii): It suffices to show that every prime ideal ofA is finitely generated ([61, Th.3.4]). How-
ever, letp ⊂ A be such a prime ideal, and fix a generatort of mK . Suppose first thatt ∈ p;
in that case (a) implies thatp/tA is a finitely generated ideal ofA/tA, so then clearlyp is
finitely generated as well. Next, in caset /∈ p, the quotientA/p is aK+-flat finitely generated
A-module, hence it is finitely presented (proposition 8.7.1), so againp is finitely generated ([36,
Lemma 2.3.18(ii)]). �

Theorem 8.7.17.LetA be a locally measurableK+-algebra,M a finitely presentedA-module,
and suppose that :

(a) The valuation ofK has finite rank.
(b) For everyt ∈ SpecK+, the ringA⊗K+ κ(t) is noetherian.

Then we have :
(i) M admits aK+-flattening sequence.
(ii) AssM is a finite set.

Proof. (i): SetX := SpecA, S := SpecK+, let f : X → S be the structure morphism, and
denote byM the quasi-coherentOX-module associated toM . Also, for every quasi-coherent
OX-moduleF and everyc ∈ K+, let cF : F → cF be the uniqueOX-linear morphism such
thatcF (U) = cF (U) for every affine open subsetU ⊂ X (notation of definition 8.7.6(ii)). For
everyx ∈ X, setK+

f(x) := OS,f(x); thenK+
f(x) is a valuation ring whose valuation we denote

| · |f(x), andOX,x is a locallyK+
x -measurable algebra. By proposition 8.7.11, theOX,x-module

Mx admits aK+
f(x)-flattening sequence(bx,0, . . . , bx,n); we wish to show that there exists an

open neighborhoodU(x) of x in X, such that(bx,iM /bx,i+1M )y is aK+/b−1
x,ibx,i+1K

+-flat
module, for everyy ∈ U(x) and everyi = 0, . . . , n− 1. To this aim, we remark :
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Claim8.7.18. Let N be a quasi-coherentOX-module of finite type,x ∈ X a point, andb ∈ K+

such thatNx is a flatK+/bK+-module. Then there exists an open neighborhoodU ⊂ X of x
such that the map

cN ,y ⊗K+ κ(f(y)) : Ny ⊗K+ κ(f(y))→ cNy ⊗K+ κ(f(y))

is an isomorphism for everyy ∈ U and everyc ∈ K+ with log |c|f(y) < log |b|f(y).
Proof of the claim.Let z ∈ X(x) be any point, and sett := f(z); under our assumptions,Nz is
a flatK+/bK+-module. Therefore, the sequence ofOX,z-modules

0→ c−1bNz
j−→ Nz

cN ,z−−−−→ cNz → 0

is exact, for everyc ∈ K+ with log |c| < log |b|, anda fortiori, wheneverlog |c|t < log |b|t. If
the latter inequality holds, the mapj ⊗K+ κ(t) vanishes, hencecN ,z ⊗K+ κ(t) is injective.

Let now y ∈ X be any point; setu := f(y), pick c ∈ K+ with log |c|u < log |b|u, set
K (u) := Ker(cN ⊗K+ κ(u)), and suppose thatK (u)y 6= 0. The foregoing shows that
in this casey /∈ X(x). On the other hand, by assumptionf−1(u) is a noetherian scheme,
andN (u) := N ⊗K+ κ(u) is a coherentOf−1(u)-module, thereforeAssN (u) is a finite set
([61, Th.6.5(i)]). In view of proposition 5.5.4(ii), we conclude thatAssK (u) is contained
in the finite setAssN (u)\X(x). Let Z be the topological closure inX of the (finite) set⋃
u∈S AssN (u)\X(x); taking into account lemma 5.5.3(ii,iii), we see thatU := X \Z will

do. ♦

Fix x ∈ X andi ≤ n; takingN := bx,iM /bx,i+1M andb := b−1
x,ibx,i+1 in claim 8.7.18,

and invoking the criterion of corollary 8.7.13, we obtain anopen neighborhoodUi of x in X
such thatNy is K+/bK+-flat for everyy ∈ Ui. Clearly the subsetU(x) := U1 ∩ · · · ∩ Un
fulfills the sought condition. Next, pick finitely many pointsx1, . . . , xk ∈ X and corresponding
K+-flattening sequencesbi for Mxi, for eachi = 1, . . . , k, such thatU(x1)∪ · · ·∪U(xk) = X;
after reordering, the sequence(b1, . . . , bk) becomesK+-flattening forM (see remark 8.7.7(iii)).

(ii): Let (b0, . . . , bn) be aK+-flattening sequence forM ; in view of proposition 5.5.4(ii), it
suffices to prove thatAss biM/bi+1M is a finite set, for everyi = 0, . . . , n − 1. Taking into
account remark 8.7.4(iv), we are then reduced to showing

Claim 8.7.19. Let N be a quasi-coherentOX-module, andb ∈ K+ any element such thatNx

is aK+/bK+-flat and finitely presentedOX,x-module for everyx ∈ X. ThenAssN is finite.

Proof of the claim. For givenx ∈ X and any geometric pointξ of X localized atx, letAsh

be the strict henselization ofA atξ, andB a local and essentially finitely presentedK+-algebra
with a local and ind-étale mapB → Ash. We may assume thatNx⊗AAsh descends to a finitely
presentedK+/bK+-flat B-moduleNB ([32, Ch.IV, Cor.11.2.6.1(ii)]). Denote byx (resp. by
xB) the closed point ofX(ξ) = SpecAsh (resp. ofSpecB); in light of corollary 5.4.35 we have

(8.7.20) x ∈ AssN ⇔ x ∈ AssOX,xNx ⇔ x ∈ AssAshNx ⊗A Ash ⇔ xB ∈ AssBNB.

On the other hand, it is easily seen thatAssK+K+/bK+ consists of only one point, namely the
maximal pointt of SpecK+/bK+. From corollary 5.5.7, we deduce :

xB ∈ AssBNB ⇔ xB ∈ AssBNB ⊗K+ κ(t)

and by applying again repeatedly corollary 5.4.35 as in (8.7.20), we see that

xB ∈ AssBNB ⊗K+ κ(t)⇔ x ∈ AssN ⊗K+ κ(t).

Summing up, we conclude thatAssN = AssN ⊗K+ κ(t), and the latter is a finite set, by [61,
Th.6.5(i)]. �
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Corollary 8.7.21. Let (K, | · |) be a valued field, andA a locally measurableK+-algebra
fulfilling conditions(a)and(b) of theorem8.7.17. Let alsoM be a finitely generatedA-module,
andp ⊂ A any prime ideal such thatMp is a finitely presentedAp-module. We have :

(i) There existsf ∈ A\p such thatMf is a finitely presentedAf -module.
(ii) A is coherent.

Proof. (i): We may find a finitely presentedA-moduleM ′ with an A-linear surjectionϕ :
M ′ → M such thatϕp is an isomorphism. SetM ′′ := Kerϕ; it follows that AssM ′′ ⊂
AssM ′ \ SpecAp. However,AssM ′ is a finite set (theorem 8.7.17(ii)); therefore the support of
Kerϕ is contained in a closed subset ofX := SpecA that does not containp, and the assertion
follows.

(ii): Let M be a finitely presentedA-module,M ′ ⊂ M a finitely generated submodule, and
let M ′ be the quasi-coherentOX-module associated toM ′. By remark 8.7.4(iv), we know that
M ′

x is a finitely presentedOX,x-module for everyx ∈ X; from (i), it follows thatM ′ is a finitely
presentedOX-module, and the assertion follows easily. �

In view of theorem 8.7.17 and corollary 8.7.21, it is interesting to have criteria ensuring that
the fibres overSpecK of the spectrum of a locally measurableK+-algebra are noetherian. We
present two results in this direction. To state them, let us make first the following :

Definition 8.7.22. Let f : X → Y be a morphism of schemes.
(i) We say thatf is absolutely flatif the following holds. For every geometric pointξ of

X, the induced morphismfξ : X(ξ)→ Y (f(ξ)) is an isomorphism.
(ii) We say thatf has finite fibresif the setf−1(y) is finite, for everyy ∈ Y .

(iii) We say thatY admits a geometrically unibranch stratificationif every irreducible
closed subsetZ of Y contains a subsetU 6= ∅, open inZ, and geometrically uni-
branch.

(iv) We say that a ring homomorphismϕ : A→ B is absolutely flatif Specϕ is absolutely
flat.

Remark 8.7.23.In practice, it is often the case that a noetherian scheme admits a geometrically
unibranch stratification; for instance, this holds (essentially by definition) for the spectrum of a
quasi-excellent noetherian ring (see definition 4.8.3).

Lemma 8.7.24.Letf : X → Y be an absolutely flat morphism of schemes. ThenLX/Y ≃ 0 in
D(OX-Mod).

Proof. We easily reduce to the case where bothX and Y are local schemes. Letξ be a
geometric point ofX localized at the closed point; thenLX(ξ)/X ≃ 0 in D(OX(ξ)-Mod)
([36, Th.2.5.37]). Hence, by transitivity ([36, Th.2.5.33]), we are reduced to showing that
LX(ξ)/Y ≃ 0 in D(OX(ξ)-Mod). The latter assertion assertion holds, again by virtue of [36,
Th.2.5.37], sincefξ is an isomorphism. �

Proposition 8.7.25.Let ϕ : A → B be a local and absolutely flat morphism of local rings.
Assume that either one of the following two conditions holds:

(a) A is a normal local domain.
(b) B is a henselian local ring.

Thenϕ is an ind-́etale ring homomorphism.

Proof. Pick a geometric pointξ of SpecB localized at the closed point, and letξ′ denote the
image ofξ in SpecA. Let alsoAsh (resp.Bsh) be the strict henselization ofA at ξ′ (resp. of
B at ξ). Notice first thatA is a normal local domain if and only if the same holds forB ([33,
Ch.IV, Prop.18.8.12(i)]). In case (a) holds, letFA (resp.FB) be the field of fractions ofA (resp.
B). We remark :
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Claim 8.7.26. Let R be any normal local domain, andRsh the strict henselization ofR at a
geometric point localized at the closed point ofSpecR. We have :

(i) R = Rsh ∩ FracR (where the intersection takes place inFracRsh).
(ii) For every field extensionF of FracR contained inFracRsh, theR-algebraF ∩ Rsh is

ind-étale.

Proof of the claim.(i): More generally, letC → D be any faithfully flat ring homomorphism,
and denote byFracC (resp. FracD) the total ring of fractions ofC (resp. ofD); then it is
easily seen thatC = D ∩ FracC, where the intersection takes place inFracD : the proof shall
be left as an exercise for the reader.

(ii): We easily reduce to the case whereF is a finite extension ofFR := FracR. Then, let
E be a finite Galois extension ofFR, contained in a fixed separable closureF sep of F sh

R :=
FracRsh, and containingF ; also, denote byRν (resp. Rν

E) the integral closure ofR in F sep

(resp. inE). Recall that there exists a unique maximal idealpsep ⊂ Rν lying over the maximal
ideal ofR, such thatRsh = (Rν)Ipsep , whereI ⊂ Gal(F sep/FR) is the inertia subgroup associ-
ated topsep ([68, Ch.X,§2, Th.2]); therefore,F sh

R = (F sep)I . On the other hand,F = EH for a
subgroupH ⊂ Gal(E/FR), and recall that the natural surjectionGal(F sep/FR)→ Gal(E/FR)
mapsI onto the inertia subgroupIE associated to the maximal idealpE := psep ∩ E ⊂ Rν

E .
It follows thatH containsIE . SetpF := pE ∩ F ; thenRF := (Rν

E ∩ F )pF is a faithfully
flat and essentially étaleR-algebra ([68, Ch.X,§1, Th.1(1)]). Especially,Rsh is also a strict
henselization ofRF , and notice thatFracRF = F , so the assertion follows from (i). ♦

By assumption,ϕ extends to an isomorphism of local domainsAsh ∼→ Bsh; in view of claim
8.7.26(i), we see thatB = FB ∩ Ash, and then the proposition follows from claim 8.7.26(ii).

Next, suppose assumption (b) holds. Then,ϕ extends uniquely to a local ring homomor-
phismϕh : Ah → B from the henselization ofA ([33, Ch.IV, Th.18.6.6(ii)]); clearlyϕh is still
absolutely flat, hence we may replaceA by Ah and assume that bothA andB are henselian.
Sinceϕ is absolutely flat, the residue field extensionκ(A) → κ(B) is separable and algebraic;
then for every finite extensionE of κ(A) contained inκ(B) there exists a finite étale localA-
algebraAE , unique up to isomorphism, whose residue field isE ([33, Ch.IV, Prop.18.5.15]).
The natural mapκ(B) → E ⊗κ(A) κ(B) admits a well defined section, given by the multi-
plication inκ(B), and the latter extends to a sectionsE of the induced finite étale ring homo-
morphismB → AE ⊗A B ([33, Ch.IV, Th.18.5.11]). The composition ofsE with the natural
mapAE → AE ⊗A B is a ring homomorphismAE → B that extendsϕ. The construction is
clearly compatible with inclusion of subextensionsE ⊂ E ′, hence letA′ be the colimit of the
system(AE | E ⊂ κ(B)); summing up,ϕ extends to a local and absolutely flat mapA′ → B.
We may therefore replaceA by A′ and assume from start thatκ(A) = κ(B). In this case, set
B′ := Ash⊗AB, and notice thatκ(Ash)⊗κ(A)κ(B) = κ(Ash), so thatB′ is a local ring, ind-étale,
faithfully flat overB, and with separably closed residue field. SinceB is already henselian, it
follows thatB′ is a strict henselization ofB, and therefore the induced mapAsh → B′ is an
isomorphism; by faithfully flat descent, we deduce thatϕ is already an isomorphism, and the
proof of the proposition is concluded. �

Lemma 8.7.27.LetA be a locally measurableK+-algebra, and setX := SpecK. Let also
f : X → Y be a morphism ofK+-schemes withΩX/Y = 0, andY a finitely presentedK+-
scheme. Thenfξ is a finitely presented closed immersion, for every geometric pointξ ofX.

Proof. Fix such a geometric pointξ; by definition, we may find a localK+-schemeZ essen-
tially finitely presented, and an ind-étale morphismg : X(ξ) → Z of K+-schemes. We may
also assume that the morphismX(ξ) → Y deduced fromf factors throughg, in which case
the resulting morphismh : Z → Y is essentially finitely presented. Under the current as-
sumptions,ΩX(ξ)/Y = 0, and then lemma 8.7.24 easily implies thatΩZ/Y vanishes as well, so
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h is essentially unramified, and therefore it factors as the composition of a finitely presented
closed immersionZ → Z ′ followed by an essentially étale morphismZ ′ → Y ([33, Ch.IV,
Cor.18.4.7]). The lemma is an immediate consequence. �

Proposition 8.7.28.LetA be a local, henselian, and locally measurableK+-algebra, whose
structure mapK+ → A is local. ThenA is a measurableK+-algebra.

Proof. Pick a local and essentally finitely presentedK+-algebraB and a local and ind-étale
mapϕ : B → A of K+-algebras. Letξ be a geometric point ofSpecA localized at the
closed point, and denote byξ′ the image ofξ in SpecB; also, letAsh (resp. Bsh) be the
strict henselization ofA at ξ (resp. ofB at ξ′). ThenΩA/B = 0, hence the induced map
ϕsh : Bsh → Ash is a finitely presented surjection (lemma 8.7.27), especially I := Kerϕsh is
a finitely generated ideal, and it follows as well that the residue field extensionκ(B) → κ(A)
is separable and algebraic. LetBh be the henselization ofB, and for every field extension
E of κ(B) contained inκ(A)sep = κ(B)sep, let Bh

E denote the local ind-étaleBh-algebra –
determined up to isomorphism – whose residue field isE ([33, Ch.IV, Prop.18.5.15]). We
may find a finite Galois extensionE of κ(B) such thatI descends to a finitely generated ideal
IE ⊂ Bh

E . For any automorphismσ ∈ G := Gal(κ(B)sep/κ(B)), letσ ∈ GE := Gal(E/κ(B))
be the image ofσ. Recall thatG (resp.GE) is the group of automorphisms of theBh-algebra
Bsh (resp.Bh

E). With this notation, we have the identity

σ(IE)B
sh = σ(I) = I for everyσ ∈ G

and sinceBsh is a faithfully flatBh-algebra, it follows thatIE is invariant under the action of
GE; by Galois descent, we conclude thatI descends to a finitely generated idealI0 ⊂ Bh.
SetC := Bh/I0, and letCsh denote the strict henselization ofC at (the unique lifting of)
the geometric pointξ′. SinceA is henselian,ϕ extends uniquely to a local homomorphism
ϕh : Bh → A ([33, Ch.IV, Th.18.6.6(ii)]), and it is easily seen thatϕh factors throughC.
By construction, the resulting mapC → A is absolutely flat, so the assertion follows from
proposition 8.7.25. �

Lemma 8.7.29.LetX be a noetherian scheme that admits a geometrically unibranch stratifi-
cation, andF a coherentOXét

-module. Then there exists a partition

X = X1 ∪ · · · ∪Xk

ofX into finitely many disjoint irreducible locally closed subsets, such that the following holds.
For everyi = 1, . . . , k, every geometric pointx of Xi, and every generizationu of x in Xi,
every strict specialization map

sx,u : Fx → Fu

is injective (see(2.4.22)).

Proof. Arguing by noetherian induction, it suffices to show that every reduced and irreducible
closed subschemeW of X contains a subsetU 6= ∅ that is open inW , and such that every
strict specialization mapsx,u with x, u localized inU , is injective. However,W contains an
open subsetU 6= ∅ such that

(a) U is geometrically unibranch
(b) U is affine and irreducible
(c) F is normally flat alongW at every point ofU (see [31, Ch.IV,§6.10.1]).

Indeed, (a) holds by assumption; (b) can be easily arranged by shrinkingU , sinceX is noether-
ian. Lastly, (c) follows from [31, Ch.IV, Prop.6.10.2]. We claim that suchU will do. Indeed, let
i :W →W be the closed immersion; set

I := Ker(OX → i∗OW ) R• :=
⊕

n∈N

I nF/I n+1F
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and recall that condition (c) means thatR•
u is a flatOW,u-module, for everyu ∈ U . Now, for

a givensx,u as in the foregoing, denote byx (resp.u) the support ofx (resp. ofu) and define
descending filtrations by the rule :

FilkFx := I k
x ·Fx FilkFu := I k

u ·Fu for everyk ∈ N.

By [61, Th.8.9], both these filtrations are separated, and obviously sx,u is a map of filtered
modules; thus, it suffices to show that the induced mapsgrkFx → grkFu of associated graded
modules are injective, for everyk ∈ N. However, notice the natural identifications :

gr•Fx = R•
x ⊗OW,x OWét,x gr•Fu = R•

x ⊗OW,x OWét,u.

Then, the normal flatness condition reduces to checking thatthe induced strict specialization
mapOWét,x → OWét,u is injective; the latter assertion holds by the following :

Claim8.7.30. LetW be a reduced, irreducible scheme,w a geometric point ofW , and suppose
thatW is unibranch at the supportw of w. Then, for every generizationu of w in W , every
strict specialization mapOWét,w → OWét,u is injective.

Proof of the claim.LetW ν be the normalization ofW , andwν a geometric point ofW ν whose
image inX is isomorphic tow, and denote bywν the support ofwν . The assumption onw
means that the induced morphismW ν(wν)→W (w) is integral, and the residue field extension
κ(w)→ κ(wν) is radicial, hence the natural morphism ofW ν(wν)-schemes

W (w)×W (w) W
ν(wν)→W ν(wν)

is an isomorphism ([33, Ch.IV, Prop.18.8.10]). SinceW ν(wν) is a normal local scheme ([33,
Prop.18.8.12(i)]), it follows easily thatW (w) is reduced and irreducible. However, any special-
ization map is the composition of a localization map, followed by a local ind-étale map of local
rings, whence the claim. �

8.7.31. Now, consider – quite generally – a ring homomorphismA → B, with A noetherian.
SetY := SpecA, X := SpecB, and denote byf : X → Y the associated morphism of affine
schemes.

Lemma 8.7.32.In the situation of(8.7.31), suppose moreover thatf is absolutely flat. Then
the following conditions are equivalent :

(a) B is noetherian.
(b) f has finite fibres.

Proof. Let ξ be any geometric point ofX, andx (resp.y) the support ofξ (resp. off(ξ)).
(a)⇒(b): X(ξ) ×OY,y κ(y) is the strict henselization ofXy := f−1(y) (with its reduced

subscheme structure) atξ. Under our assumptions,Xy(ξ) is isomorphic toSpecκ(y), and (a)
implies thatXy(x) is a noetherian scheme of dimension zero. Sincex is arbitrary, (b) follows.

(b)⇒(a): LetI ⊂ B be any ideal, and denote byI the associated quasi-coherentOX-module.
We need to show thatI is anOX-module of finite type. Sincefξ is an isomorphism, we may
find a commutative diagram of affine schemes

X ′
g //

h
��

Y ′

��
X

f // Y

whose left (resp. right) vertical arrow is an étale neighborhood ofξ (resp. off(ξ)), and a quasi-
coherent idealJ ⊂ OY ′ such thatg∗J ⊂ h∗I and such that(g∗J )x′ = (h∗I )x′ for some
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x′ ∈ h−1(x) (notice thatg is a flat morphism). SetM := OY ′/J , let z′ ∈ X ′ an arbitrary
point, and sety′ := g(z′); in light of corollary 5.4.35, we have

z′ ∈ Ass g∗M ⇔ z′ ∈ Ass g∗M|X′(x′) ⇔ y′ ∈ AssM|Y ′(y′) ⇔ y′ ∈ AssM .

In other words,Ass g∗M = g−1AssM . However,AssM is finite ([61, Th.6.5(i)]), hence the
same holds forAss g∗M , in view of (b). Now, notice thatAss h∗I /g∗J ⊂ Ass g∗M \X ′(x′)
(proposition 5.5.4(ii)). It follows that there exists an open neighborhoodU of x′ in X ′ such that
(h∗I /g∗J )|U = 0 (lemma 5.5.3(iii)),i.e. (g∗J )|U = h∗I|U ; especially,h∗I|U is anOU -module
of finite type. Sinceh is an open map, we deduce thath(U) is an open neighborhood ofx inX,
andI|h(U) is anOh(U)-module of finite type. Sincex is arbitrary, the lemma follows. �

8.7.33. For our second criterion, keep the situation of (8.7.31), and suppose additionaly that,
for every geometric pointξ of X, the induced morphismfξ : X(ξ) → Y (ξ) is a closed im-
mersion. Under this weaker assumption, it is not necessarily true that conditions (a) and (b) of
lemma 8.7.32 are equivalent. For instance, we have :

Example 8.7.34.TakeA := k[X ], the free polynomial algebra over a given infinite fieldk;
also, let(ai | i ∈ N) be a sequence of distinct elements ofk. We construct anA-algebraB, as
the colimit of the inductive system(Bi | i ∈ N) of A-algebras, such that

• Bi := k[X ]× ki+1 (the product ofk[x] andi+ 1 copies ofk, in the category of rings)
• the structure mapA → Bi is the unique map ofk-algebras given by the rule :X 7→
(X, a0, . . . , ai)
• the transition mapsBi → Bi+1 are given by the rule :X 7→ (X, 0, . . . , 0, ai+1) and
(0, ei) 7→ (0, ei, 0) for i = 0, . . . , i. (Heree0, . . . , ei is the standard basis of thek-vector
spaceki+1.)

Then one can check thatX := SpecB = Spec k[X ] ∪ N, andN is an open subset ofX with
the discrete topology. Moreover, the induced mapSpecB → Y := SpecA restricts to the
continuous mapN → Y given by the rulei 7→ pi, for everyi ∈ N, wherepi is the prime ideal
generated byX − ai. It follows easily that the condition of (8.7.33) is fulfilled; nevertheless,
clearlyX has infinitely many maximal points, hence its underlying topological space is not
noetherian, anda fortiori,B cannot be noetherian.

However, we have the following positive result :

Proposition 8.7.35.In the situation of(8.7.33), suppose additionally thatY admits a geomet-
rically unibranch stratification. Then the following conditions are equivalent :

(a) B is noetherian.
(b) The topological space underlyingX is noetherian.
(c) For every geometric pointξ of X there exists a neighborhoodX ′ of ξ in Xét, an un-

ramifiedY -schemeY ′, and an absolutely flat morphismX ′ → Y ′ of Y -schemes, with
finite fibres.

Proof. Obviously (a)⇒(b).
(c)⇒(a): Indeed, under assumption (c), we may find finitely many geometric pointsξ1, . . . , ξk

of X, and for everyi = 1, . . . , k, a neighborhoodX ′
i of ξi in Xét, and aY -morphismX ′

i → Y ′
i

with the stated properties, such that moreover, the family(X ′
i | i = 1, . . . , k) is an étale covering

of X. Furthermore, we may assume thatX ′
i andY ′

i are affine for everyi ≤ k. In this case,
lemma 8.7.32 shows that everyX ′

i is noetherian, and then the same holds forX.
(b)⇒(c): Fix a geometric pointξ of X, and letBsh

ξ (resp.Ash
ξ ) denote the strict henselization

of B at ξ (resp. ofA at f(ξ)); by assumption, we may find a (finitely generated) idealI ⊂
Ash
ξ such thatfξ induces an isomorphismAsh

ξ /I
∼→ Bsh

ξ . Then we may find an affine étale
neighborhoodY ′ of f(ξ), sayY ′ := SpecA′ for some étaleA-algebraA′, and an idealI ′ ⊂ A′
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such thatI ′Ash
ξ = I. Next, we may find an affine étale neighborhoodX ′ := SpecB′ of ξ such

thatfξ extends to a morphismg : X ′ → Y ′, and we may further suppose that the corresponding
ring homomorphismA′ → B′ factors throughA′/I ′, sog factors through a morphism

h : X ′ → Z := SpecA′/I ′

and the closed immersionZ → Y ′. By construction,ξ lifts to a geometric pointξ′ of X ′, and
hξ′ : X

′(ξ′)→ Z(h(ξ′)) is an isomorphism ([33, Ch.IV, Prop.18.8.10]). To concludethe proof,
it then suffices to exhibit an open subsetU ⊂ X ′ containing the support ofξ′, and such that the
restrictionU → Z of h is absolutely flat with finite fibres.

Claim 8.7.36. Let ϕ : W → W ′ be a quasi-finite, separated, dominant and finitely presented
morphism of reduced, irreducible schemes, and suppose thatW ′ contains a non-empty geomet-
rically unibranch open subset. Then the same holds forW .

Proof of the claim.After replacingW ′ by some open subsetU ′ ⊂ W ′, andW by ϕ−1U ′, may
assume thatW ′ is affine and unibranch; then we may also suppose thatϕ is finite ([32, Ch.IV,
Th.8.12.6]), in which caseW is affine as well, andϕ is surjective.

Let η ∈ W andη′ ∈ W ′ be the respective generic points, and denote byE ⊂ κ(η) the
maximal subfield that is separable overκ(η′). We may then find a reduced and irreducible
schemeW ′′, with generic pointη′′, such thatϕ factors as the composition of finite surjective
morphismsϕ′ : W → W ′′, ϕ′′ : W ′′ → W ′, and such thatκ(η′′) = E. By virtue of [32, Ch.IV,
Th.8.10.5] and [33, Ch.IV, Prop.17.7.8(ii)], we may then replaceW ′ by a non-empty open
subset, and assume thatϕ′ is radicial, andϕ′′ is étale. ThenW ′′ is geometrically unibranch
([31, Ch.IV, Prop.6.15.10]); hence, we may replaceW ′ by W ′′, and reduce to the case where
ϕ is radicial. Letp be the characteristic ofκ(η′); if p = 0, ϕ is birational, in which case the
assertion follows from [31, Prop.6.15.5(ii)]. In casep > 0, writeW = SpecC, W ′ = SpecC ′;
the induced ring homomorphismC ′ → C is finite and injective, and we haveCpn ⊂ C ′ for
n ∈ N large enough. Denote byCν (resp.C ′ν) the normalization of the domainC (resp. ofC ′);
it follows easily that(Cν)p

n ⊂ C ′ν , so the morphismSpecCν → SpecC ′ν is radicial. On the
other hand, sinceW ′ is geometrically unibranch, the normalization morphismSpecC ′ν → W ′

is radicial ([30, Ch.0, Lemme 23.2.2]) and therefore the normalization mapSpecCν → W is
radicial as well ([31, Ch.IV, Lemme 6.15.3.1(i)]). ThenW is geometrically unibranch, again by
[30, Ch.0, Lemme 23.2.2]. ♦

From claim 8.7.36 and our assumption onY , it follows easily thatZ admits a geometrically
unibranch stratification. The morphismh induces as usual a morphism of étale topoi

(8.7.37) (X ′)∼ét
h∗ // Z∼

ét
h∗

oo

as well as a morphismh♮ : h∗OZét
→ OX′

ét
of (X ′)∼ét-rings. By construction, for every geometric

point τ of X ′, the induced map on stalksh♮τ : OZét,h(τ) → OX′
ét,τ

is surjective, andh♮ξ′ is a
bijection. It follows easily thath♮τ is also bijective for every generizationτ of ξ′. Now, choose a
partitionZ = Z1 ∪ · · · ∪Zk as in lemma 8.7.29 (withF := OZét

), and for giveni ≤ k, suppose
thatτ andη are two geometric points ofh−1Zi, with η a generization ofτ . The choice of a strict
specialization morphismX ′(η)→ X ′(τ) yields a commutative diagram

(8.7.38)

OZét,h(τ)
h♮τ //

��

OX′
ét,τ

��
OZét,h(η)

h♮η // OX′
ét,η
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whose vertical arrows are strict specialization maps (see remark 2.4.25(i)); in light of lemma
8.7.29, we deduce thath♮τ is injective, whenever the same holds forh♮η. Now, letx′ ∈ X ′ be the
support ofξ′, andΣi the set of maximal points ofh−1Zi. Condition (b) and proposition 4.3.45
imply thath−1Zi is a noetherian topological space, henceΣi is a finite set; it follows that the
topological closureW of

⋃k
i=1Σi \X ′(x′) in X ′ is a closed subset that does not containx′; by

construction,h♮ restricts to a monomorphism onU := X ′ \W , i.e. the restrictionhU : U → Z
of h is absolutely flat, as required. It also follows that the fibres ofhU are noetherian topological
spaces of dimension zero (cp. the proof of lemma 8.7.32), hence they are finite, and the proof
is complete. �

Lemma 8.7.39.Suppose that the valuation ofK has finite rank, and letX be a finitely presented
K+-scheme,F a coherentOXét

-module. Then there exists a partition

X = X1 ∪ · · · ∪Xk

ofX into finitely many disjoint irreducible locally closed subsets, such that the following holds.
For everyi = 1, . . . , k, every geometric pointx of Xi, and every generizationu of x in Xi,
every strict specialization map

sx,u : Fx → Fu

is injective (see(2.4.22)).

Proof. We easily reduce to the case whereX is affine, sayX = SpecA, and thenF is the
coherentOXét

-module arising from a finitely presentedA-moduleM . By theorem 8.7.17(i),
M admits aK+-flattening sequence(b0, . . . , bn). Then we are further reduced to showing the
assertion for the subquotientsbiM/bi+1M (that are finitely presented, by corollary 8.7.21(ii)).
So, we may assume from start thatf : X → S0 := SpecK+/bK+ is a finitely presented
morphism for someb ∈ K+, andF is f -flat. For everyt ∈ S0, let

it : Xt := f−1(t)→ X

be the locally closed immersion; sinceXt is an excellent noetherian scheme, we may apply
lemma 8.7.29 and remark 8.7.23 to produce a partitionXt = Xt,1 ∪ · · · ∪Xt,k by finitely many
disjoint irreducible locally closed subsets such that, forevery i = 1, . . . , k, every geometric
pointx of Xt,i and every generizationu of x in Xt,i, every specialization map

(i∗tF )x → (i∗tF )u

is injective. Since|S0| is a finite set, the lemma will then follow from :

Claim 8.7.40. Let g : Y → T be any finitely presented morphism of schemes, andG a finitely
presented, quasi-coherentg-flat OY -module. Let alsoy, u be two geometric points ofY with
t := g(y) = g(u), and such thatu is a generization ofy. Let sy,u : Gy → Gu be a strict
specialization map, and suppose thatsy,u ⊗OT,t κ(t) is injective. Then the same holds forsy,u.

Proof of the claim. SetY ′ := Y (y), denote byj : Y ′ → Y the natural morphism, and set
G ′ := j∗G . The mapsy,u is deduced from a morphismY (u) → Y ′ of Y -schemes; the latter
factors through a faithfully flat morphismY (u) → Y ′(u), whereu ∈ Y ′ is the image of the
closed point ofY (u). Hence,sy,u is the composition of the specialization maps′ : G ′

y → G ′
u,

and the injective mapG ′
u → G ′

u. Our assumption implies thats′ ⊗OT,t κ(t) is injective, and
it suffices to show that the same holds fors′. However,Y ′ is the limit of a cofiltered system
(jλ : Yλ → Y | λ ∈ Λ) of local, essentially étaleY -schemes. WriteGλ := j∗λG for everyλ ∈ Λ,
and notice that the transition morphismsYλ → Yµ are faithfully flat, for everyλ ≥ µ; it follows
thatG ′

y is the filtered union of the system of modules(Gλ := Γ(Yλ,Gλ) | λ ∈ Λ) (proposition
5.1.15(i)); likewise,G ′

y⊗OT,tκ(t) is the filtered union of the submodules(Gλ⊗OT,tκ(t) | λ ∈ Λ).
We are then reduced to checking that all the restrictionssλ : Gλ → G ′

u of s′ are injective, and
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we know already thatsλ ⊗OT,t κ(t) is injective for everyλ ∈ Λ. For every suchλ, let uλ ∈ Yλ
be the image ofu; thensλ factors through the injective mapGλ,uλ → G ′

u and the specialization
maps′λ : Gλ → Gλ,uλ . Consequently, it suffices to show thats′λ is injective, and we know
already that the same holds fors′λ ⊗OT,t κ(t). However,Gλ,uλ is a localizationQ−1

λ Gλ, for a
multiplicative setQλ ⊂ Γ(Yλ,OYλ), ands′λ is the localization map. The claim therefore boils
down to the assertion that, for everyλ ∈ Λ and everyq ∈ Qλ, the endomorphismq · 1Gλ is
injective onGλ, and our assumption already ensures that(q · 1Gλ) ⊗OT,t κ(t) is injective on
Gλ ⊗OT,t κ(t). However, letgλ : Yλ → T be the morphism induced byg; by construction,Gλ is
a gλ-flat OYλ-module, hence the contention follows from [32, Prop.11.3.7]. �

Proposition 8.7.41.Let (K, | · |) be a valued field, andA a locally measurableK+-algebra
fulfilling conditions(a)and(b) of theorem8.7.17. Then, the following conditions are equivalent:

(c) For every geometric pointξ ofX := SpecA there exists a neighborhoodU of ξ inXét,
and a finitely presentedK+-schemeZ with an absolutely flat morphism ofK+-schemes
X ′ → Z.

(d) ΩA/K+ is anA-module of finite type.

Proof. (c)⇒(d) follows easily from lemma 8.7.24.
(d)⇒(c): Let a1, . . . , ak ∈ A be a finite system of elements such thatda1, . . . , dak generate

theA-moduleΩA/K+ . We define a map ofK+-algebrasA0 := K+[T1, . . . , Tk] → A by the
rule: Ti 7→ ai for i = 1, . . . , k. ClearlyΩA/A0 = 0. Let Z0 := SpecA0, and denote by
f : X → Z0 the induced morphism of schemes. LetAsh

ξ (resp.Ash
0,ξ) be the strict henselization

of A at ξ (resp. ofA0 at f(ξ)). According to lemma 8.7.27, the induced mapAsh
0,ξ → Ash

ξ is
surjective, and its kernel is a finitely generated idealI ⊂ Ash

0,ξ. In this situation, we may argue
as in the proof of proposition 8.7.35, to produce an affine étale neighborhoodX ′ of ξ, a finitely
presented affine unramifiedZ0-schemeZ, and a morphism ofZ0-schemesh : X ′ → Z such
thathτ : X ′(τ)→ Z(h(τ)) is a closed immersion for every geometric pointτ of X ′, andhξ′ is
an isomorphism for some liftingξ′ of ξ.

Then we consider the associated morphism of étale topoi as in (8.7.37) and the morphism
h♮ : h∗OZét

→ OX′
ét

of (X ′)∼ét-rings. Again, the induced map on stalksh♮τ is surjective for every
geometric pointτ of X ′, and is bijective ifτ is a generization ofξ′. We pick a finite partition
Z = Z1 ∪ · · · ∪Zk as in lemma 8.7.39 (forF := OZ). For anyi ≤ k, let τ , η be two geometric
points ofh−1Zi, such thatη is a generization ofτ ; by considering the commutative diagram
(8.7.38), we see again thath♮τ is injective whenever the same holds forh♮η.

Now, condition (b) of theorem 8.7.17 easily implies thath−1Zi is a noetherian topological
space, hence its setΣi of maximal points is finite. Again we letx′ ∈ X ′ be the support ofξ′,
andW the topological closure of

⋃k
i=1Σi \X ′(x′) inX ′, and it is easily seen that the restriction

U → Z of h is absolutely flat, so (c) holds. �

8.7.42. Henceforth we restrict to the case where the value groupΓ of K is not discrete and of
rank one. As usual, we consider the almost structure attached to the standard setup attached to
(K, | · |).
Definition 8.7.43. In the situation of (8.7.42), letA be anyK+a-algebra, andM anyA-module.

(i) We sayM is analmost noetherianA-module, if everyA-submodule ofM is almost
finitely generated.

(ii) We say thatA is analmost noetherianK+a-algebra, ifA is an almost noetherianA-
module.

Remark 8.7.44. In the situation of (8.7.42), suppose thatA is an almost noetherianK+a-
algebra. Then the same argument as in the “classical limit” case shows that every almost finitely
generatedA-moduleM is almost noetherian. The details shall be left to the reader.
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Theorem 8.7.45.LetA be a locally measurableK+-algebra. Suppose that bothA⊗K+ κ and
A⊗K+ K are noetherian rings. ThenAa is an almost noetherianK+a-algebra.

Proof. If the valuation ofK is discrete, the assertion is proposition 8.7.14(iii). Hence, we
may assume that the valuation ofK is not discrete. Moreover, letQ be the set of all locally
measurableK+-algebrasB that are quotients ofA, and such thatBa is not almost noetherian.
We have to show thatQ = ∅. However, for everyB ∈ Q theκ-algebraB := B ⊗K+ κ is a
quotient of the noetherianκ-algebraA := A⊗K+ κ; it follows that the setQ := {B | B ∈ Q}
admits minimal elements, if it is not empty. In the latter case, we may then replaceA by any
quotientB ∈ Q such thatB is minimal in Q, and therefore assume that for every locally
measurable quotientB of A, eitherB = A, or elseBa is almost noetherian.

Let I ⊂ A be any ideal; we have to show thatIa is almost finitely generated. By assumption,
the imageI of I in A is finitely generated, and the same holds for the idealIK := I ⊗K+ K
of AK := A ⊗K+ K. Thus, we may find a finitely generated subidealI0 ⊂ I whose image in
A agrees withI, and such thatI0 ⊗K+ K = IK . After replacingA by A/I0 andI by I/I0,
we are then reduced to the case where bothI andIK vanish. LetJ ⊂ A denote the kernel
of the localization mapA → AK , setS := 1 + mKA, and letB := S−1A × AK . Clearly
B is a faithfully flatA-algebra, andA/J is aK+-flat A-module; therefore(A/J) ⊗A B is a
K+-flatB-module of finite type, and sinceAK is noetherian, proposition 8.7.14(ii) implies that
(A/J) ⊗A B is finitely presented. ThenA/J is finitely presented as well, and thereforeJ is a
finitely generated ideal. We conclude that there existsc ∈ mK such thatcJ = 0. Then notice
thatJ ∩ cA = 0 : indeed, ifa ∈ J ∩ cA, we havea = cx for somex ∈ A, andca = 0, therefore
c2x = 0, sox ∈ J , and consequentlya = cx = 0. Now, fix b ∈ mK ; since the valuation ofK
has rank one, and sinceI ⊂ J , it follows that there existsn ∈ N large enough, so that

I ∩ bnA = 0.

Let i0 := max{i ∈ N | I ⊂ biA}, and set

N := bi0A/(I + bi0+1A) N ′ := bi0A/bi0+1A.

Let ϕ : N ′ → N be the natural surjection, and setc∗N := cN ◦ ϕ : N ′ → cN for everyc ∈ K+

(notation of definition 8.7.6(ii)).

Claim 8.7.46. There existsc ∈ K+ with log |c| < log |b| such thatc∗N ⊗K+ κ is not an isomor-
phism.

Proof of the claim. Suppose that the claim fails; then it is easily seen that noγ ∈ log Γ+

with γ < log |b| breaksN . For every geometric pointξ of SpecA, let Ash
ξ denote the strict

henselization ofA at ξ; sinceAsh
ξ is a flatA-algebra, we have a natural identification

cN ⊗A Ash
ξ = c(N ⊗A Ash)

of Ash-modules; therefore, noγ < log |b| breaksN ⊗A Ash
ξ . By corollary 8.7.13, we deduce

thatN ⊗A Ash
ξ is aK+/bK+-flat and finitely presentedAsh

ξ -module, for every geometric point
ξ. Hence,Cξ := Kerϕ⊗AAsh

ξ is a finitely generatedAsh
ξ -module, andCξ⊗K+ κ = 0, for every

geometric pointξ. By Nakayama’s lemma, it follows thatCξ = 0 for every suchξ, so finally
Kerϕ = 0, which means thatI ⊂ bi0+1A, contradicting the choice ofi0. ♦

Let c be as in claim 8.7.46, and setd := cbi0 ; notice the natural isomorphism ofA-modules

cN ⊗K+ κ
∼→ dA

I ∩ dA ⊗K+ κ.

Let ϕ : A → dA/(I ∩ dA) be the composition ofdA : A → dA and the projectiondA →
dA/(I ∩dA) (notation of definition 8.7.6(ii)); by construction,ϕ⊗K+ κ is not an isomorphism,
hence there existsx ∈ I ∩ dA such that the compositionϕx : A → dA/xA of dA and the
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projectiondA → dA/xA induces a mapϕx ⊗K+ κ with non-trivial kernel. In other words,
dA/xA is a cyclic module over a locally measurable quotientB of A such that the projection
A→ B is not an isomorphism, soBa is almost noetherian. SetI0 := (I ∩ dA)/xA; thenI0 is a
submodule ofdA/xA, and consequentlyIa0 is an almost finitely generatedBa-module (remark
8.7.44). Then clearly(I ∩dA)a is an almost finitely generated ideal ofAa. But by construction,
cI ⊂ I ∩ dA, andb annihilates(I ∩ dA)/cI. Sinceb is arbitrary, this easily implies thatIa is
almost finitely generated, as required. �

Corollary 8.7.47. In the situation of theorem8.7.45, the following holds :

(i) Every almost finitely generatedAa-module is almost finitely presented.
(ii) Every flat almost finitely generatedAa-module is almost projective of finite rank.

Proof. Assertion (i) is an easy consequence of theorem 8.7.45 and remark 8.7.44 : the details
shall be left to the reader.

(ii): Let M be a flat and almost finitely generatedAa-module; by (i) and [36, Prop.2.4.18(ii)],
M is almost projective. It remains to show that there existsn ∈ N such thatΛnAaM = 0, or
equivalently, that(ΛnAM!)

a = 0. However,M! is a flatA-module, soAssM! ⊂ AssA; in view
of theorem 8.7.17(ii), we may argue by induction on the cardinality c of AssA, and it suffices to
check that, for everyp ∈ AssA there existsn ∈ N such thatΛnAp

(M!)p = 0. If c = 0, we have
A = 0, and there is nothing to prove. Suppose thatc > 0 and the assertion is known for every
locally measurableK+-algebraB such thatB ⊗K+ K andB ⊗K+ κ are noetherian, and such
thatAssB has cardinality< c. Especially, for a fixedp ∈ AssA, we can coverSpecAp \ {p}
by finitely many affine open subsetsSpecB1, . . . , SpecBk, and then the inductive assumption
yieldsn ∈ N such thatΛnBi(M!⊗ABi) = ΛnBi(M ⊗Aa Ba

i )! = 0 for everyi = 1, . . . , k. In other
words,N := ΛnAp

(Mp) is a flatAap-module withSuppN! ⊂ {p}.
Let Ash

p denote the strict henselization ofA at some geometric point localized atp; on the
one hand, theAp-algebraAsh

p is faithfully flat, andM!⊗AAsh
p = (M ⊗Aa (Ash

p )a)!. On the other
hand, exterior powers commute with arbitrary base change; thus, we are reduced to showing :

Claim 8.7.48. Let B be a measurableK+-algebra, andN a flat almost finitely generatedBa-
module whose support is contained in{s(B)} (notation of (8.3.23)). ThenΛnBN! = 0 for every
sufficently largen ∈ N.

Proof of the claim. By assumption, we may find an essentially finitely presentedK+-algebra
B0 and an ind-étale and faithfully flat mapB0 → B of K+-algebras. SetX0 := SpecB0 and
X := SpecB; since{s(B0)} is a constructible subset ofX0, the natural map

B ⊗B0 Γ{s(B0)}OX0 → Γ{s(B)}OX

is an isomorphism (lemma 5.4.16(iii)). On the other hand, there exists a finitely generated
s(B0)-primary idealJ ⊂ B0 such that the natural mapΓ{s(B0)}OX0 → B0/J is injective (lemma
5.5.10 and theorem 5.7.20(i)). It follows that the natural mapΓ{s(B)}OX → B/JB is injective
as well. Now,N! can be written as the colimit of a filtered system(Lλ | λ ∈ Λ) of freeB-
modules of finite rank; for eachλ ∈ Λ, let L∼

λ be the quasi-coherentOX-module arising from
Lλ, and define likewiseN∼

! ; taking into account lemma 5.4.4(ii.b) we deduce that the natural
map

N! = Γ{s(B)}N
∼
! = colim

λ∈Λ
Γ{s(B)}L

∼
λ → colim

λ∈Λ
Lλ/JLλ = N!/JN!

is injective. In other words,N is aBa/JBa-module. We may then replaceB by B/JB, and
assume from start thatB has Krull dimension zero. In this situation, we may find a nilpotent
ideal I ⊂ B, a valuation ringV that is a measurableK+-algebra, and a finitely presented
surjectionV → B/I (lemma 8.3.29). It suffices to findn ∈ N such that(ΛnBN!)⊗B B/I = 0;
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hence, we may replaceN by N/IN andB by B/I, and assume as well thatB = V/bV for
someb ∈ V . In this case, the assertion follows easily from proposition 8.3.20. �

9. THE ALMOST PURITY THEOREM

In this chapter we prove the almost purity theorem. The theorem states that certain pairs
(X∞, {x∞}), consisting of a local schemeX∞ and its closed pointx∞, arealmost pure(see def-
inition 8.2.25(i)). We have tried to axiomatize the minimalset of assumptions on(X∞, {x∞})
that are required for the proof (see (9.2.20)); these may look a little cumbersome, even though in
practice they are verified in many interesting cases (see example 9.2.27). Regardless, we make
no claim that our assumptions are the weakestreasonableones : at the current state of our un-
derstanding, it remains entirely conceivable that a different approach would allow to shed some
of them. At the same time, some general features are well entrenched and seem to be inher-
ently unavoidable; especially,X∞ will certainly be the projective limit of a tower of essentially
quasi-finite morphisms :

· · · → Xn → Xn−1 → · · · → X0

of affine normal schemes of essentially finite type over a valuation ringK+ of rank one. More-
over, one requires that the special fibre ofX∞ is perfect.

The proof proceeds by induction on the relative dimensiond of X∞ overS := SpecK+.
• For d = 0, the schemeX∞ is the spectrum of a valuation ringK+

∞, and the base change
X∞ → X0 kills ramification precisely whenK+

∞ is deeply ramified (in the sense of [36,
Def.6.6.1]); in this situation, the almost purity theorem is equivalent to [36, Prop.6.6.6].
• In section 9.1, we suppose thatd = 1. In this case, the bottomX0 of the tower is a

strict henselization of asemi-stable relative curveoverS; so,X admits an ind-étale morphism
g : X → T(γ), whereγ ∈ Γ+, the monoid of positive elements in the value groupΓ of K+,
andT(γ) is the spectrum of theK+-algebraR(γ) := K+[X,Y]/(XY − c), with c ∈ K+ any
element such that|c| = γ. There is a basic tower :

· · · → T(γn)→ T(γn−1)→ · · · → T(γ0)

whereγn := γ1/p
n

for everyn ∈ N, and the morphisms are defined by the rule :X 7→ Xp,
Y 7→ Yp. The towerX• is then a strict henselization of the towerT(γ•).

Now, the essential point is to show that every locally free module of finite rankF∞ on
U∞ := X \ {x∞} extends – by direct image under the inclusionj : U∞ → X∞ – to an almost
flat OX∞-modulej∗F . However,x∞ projects to somex ∈ X, and we may assume thatF∞

descends to a locally free module of finite rankF onU := X(x) \ {x}; in this case we show
that the direct image ofF under the inclusionU ⊂ X(x), is a reflexiveOX(x)-module. (In
the corresponding part of Faltings’ original proof, there is a reduction to the case of a tower of
regular local rings, and then this direct image is even free.) It follows thatj∗F∞ can be written
as the colimit of a filtered family of reflexive modules.

We are then naturally led to look for a description – as explicit as possible – of all reflexive
OX(x)-modules. This latter problem is solved by theorem 9.1.17, which actually holds more
generally for a base valuation ringK+ of arbitrary rank. Namely, every such module is of the
form g∗Fx, whereF is a reflexiveOT(γ)-module; moreover,F is a direct sum of generically
invertible reflexiveOT(γ)-modules; the latter are determined by their restriction tothe smooth
locusT(γ)sm, and their isomorphism classes form an abelian group naturally isomorphic to
PicT(γ)sm, which is computed by proposition 9.1.13. Summarizing, if the imagey ∈ S of
the pointx is the generic point (indeed, whenevery /∈ SpecK+/cK+), every reflexiveOX(x)-
module is free; and more generally, the group of genericallyinvertible reflexiveOX(x)-modules
is naturally isomorphic to a subquotient of the value group of the valuation ringOS,y. (So
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that, predictably, the complexity of the classification grows monotonically, asy approaches the
closed point ofS.)

The upshot is that, ifF is a reflexiveOX(x)-module, thenc annihilates the functor :

M 7→ Tor
OX(x)

i (F ,M ) for everyi > 0

(see claim 9.1.29(ii)). So one can say thatF is as close to being a flatOX(x)-module, as the
valueγ is to 1 ∈ Γ. This persists after base change to anyXn, except thatγ is replaced byγn;
and if we climb the tower all the way, we see that the almost schemej∗F a

∞ is a flatOa
X∞

-module.
As usual, once we have established flatness, we are almost home : to conclude, one applies

the general trace arguments that have been conveniently packaged in lemmata 8.2.18 and 8.2.11.
• Whend ≥ 2, we do not have any longer an explicit description of reflexive modules, hence

we have to resort to more sophisticated homological machinery. This entails a cost, since – as
we shall see – for each step of the proof we shall have to add further assumptions on the tower
X• : to begin with, we demand that everyXn is the spectrum of a local, essentially smoothK+-
algebraRn, so thatX∞ = SpecR∞, whereR∞ is the increasing union of its subalgebrasRn.
Now, letU := X∞ \ {x∞}, and suppose that we are given an étale almost finiteOa

U -algebraA ;
as usual, it suffices to show thatΓ(U,A ) is a flatRa

∞-module, or equivalently, a flatRa
n-module,

for everyn ∈ N. To this aim, we may try to apply proposition 5.8.19, which translates flatness
in terms of a depth condition for theOU -moduleA!; namely, we are reduced to showing that
H i(U,A ) = 0 in the range1 ≤ i ≤ d− 1. We succeed in proving directly this vanishing when
d ≥ 3, provided one more hypothesis is fulfilled (proposition 9.2.14). The idea is to exploit the
Frobenius morphism :

ΦU : U ×S SpecK+/πpK+ → U ×S SpecK+/πK+

(whereπ ∈ K+ is any element such that1 > |πp| ≥ |p| : see (8.5.2)). Namely, sinceA is
étale, the Frobenius mapΦA onA yields a natural isomorphism (lemma 8.5.5) :

A /πA
∼→ ΦU∗A /πpA .

Moreover,ΦU is a flat morphism, therefore we obtain isomorphisms on cohomology :

Φ∗
R∞
H i(U,A /πA )

∼→ H i(U,A /πpA )

whereΦR∞ : R∞/πR∞ → R∞/π
pR∞ is the Frobenius map (see the proof of claim 9.2.15).

On the other hand, with the aid of lemma 5.8.26 we show thatH i(U,A /πA ) is aRa
∞-module

of almost finite lengthfor 1 ≤ i ≤ d− 2 : this refers to a notion ofnormalized length(for R∞-
modules andRa

∞-modules) which is introduced and thoroughly studied in section 8.3. We have
tried to codify in (8.3.49) the minimal conditions that ensure the existence of the normalized
length function (this gives us our additional assumption).

The key observation is that the functorΦ∗
R∞

multiplies the normalized length of a module by
a factorpd+1 (proposition 9.2.4(ii)). On the other hand, suppose – for the sake of argument –
thatH i(U,A /πA ) has finite (normalized) lengthλ ≥ 0; using theπ-adic filtration ofA , we
might then bound the length ofH i(U,A /πpA ) by p · λ; sinced > 0, we would then conclude
thatλ = 0. This line of thought can still be applied to modules of almost finite length; finally,
since these cohomology groups are evenalmost coherent, the fact that they have zero length
implies that they actually vanish, and then the usual long exact cohomology sequences yield the
vanishing ofH i(U,A ) in the desired range (see the proof of proposition 9.2.14(ii)).
• Whend = 2, the previous method fails to produce any information concerning the coho-

mology ofA /πA , hence the whole argument breaks down. Nevertheless, some key ingredients
can still be salvaged for use in the final step of the proof. Themain new idea (due to Faltings
[34]) is to exploit the technique of Witt vectors, in order toconstruct :
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(i) an imbedding of(U,OU) into a larger locally ringed space(A(U),OA(U)), which ad-
mits an automorphismσU lifting the Frobenius endomorphism ofU0;

(ii) an extension of the algebraA to anOa
A(U)-algebraA(A )+, and an extension of the

Frobenius mapΦA to an isomorphism :

σA : σ∗
UA(A )+

∼→ A(A )+.

Actually, to achieve (i) we must first replaceU by the schemeU∧ := X∧
∞ \ {x∞}, where

X∧
∞ := SpecR∧

∞, the spectrum of thep-adic completion ofR∞. There is a natural morphism
U∧ → U , and we replace likewiseA by its pullbackA ∧ to U∧. (We also show that if the
pair (X∧

∞, {x∞}) is almost pure, then the same holds for the pair(X∞, {x∞}), hence this base
change is harmless for our purposes.)

The pair(A(U),OA(U)) belongs to a category of locally ringed spaces that containsthe formal
schemes of [26]. The basic theory of these newω-formal schemesis developed in section 8.4.
Theω-formal schemeA(U) is an open subscheme of theaffineω-formal schemeA(X), defined
as the spectrum of a topological algebraA(R∞)+ which is constructed in section 4.6, andσU
is deduced from an automorphismσR∞ of A(R∞)+.

There exists a countable family of closed immersions(Uλ → A(U) | λ ∈ Λ), which identify
A(U) with the coequalizer of the two natural projections :

∐

λ,λ′∈Λ

Uλ ×A(U) Uλ′
//
//
∐

λ∈Λ

Uλ

such that eachUλ is isomorphic, as a locally ringed space, to an infinitesimalthickening ofU .
Moreover, for eachλ ∈ Λ there isµ ∈ Λ, such thatσU restricts to an isomorphismUλ

∼→ Uµ,
andUλµ := Uλ ×A(U) Uµ is isomorphic to an infinitesimal thickening of the special fibreU0 of
U (see lemma 8.5.14).

Using these isomorphisms,A lifts to an étaleOa
Uλ

-algebraAλ, and thenA(A )+ is obtained
by gluing these sheavesAλ along certain natural isomorphisms :

Aλ ⊗OUλ
OUλµ

∼→ Aµ ⊗OUµ OUλµ

that are concocted fromΦA . This construction is fully detailed in (8.5.24)–(8.5.30): the idea is
simple, but the actual implementation requires a certain effort; the gluing itself is an instance of
non-flat descent, whose general framework was established in [36,§3.4].

Next, for everyλ ∈ Λ, the closed subschemeUλ ⊂ A(U) is the zero locus of a regular
elementϑλ ∈ A(R∞)+, and we have short exact sequences ofOa

A(U)-modules (lemma 8.5.34) :

0→ A(A )+
ϑλ−→ A(A )+ → Aλ → 0.

For everyi ∈ N, setHi(A ) := H i(A(U),A(A )+); together with lemma 8.1.86, we deduce
thatH1(A )/ϑλH

1(A ) is naturally a submodule ofH1(U,A ), especially it has almost finite
length. Moreover, the pair(σU ,σA ) induces aσR∞-linear endomorphism ofH1(A ), and if we
let I := (p, ϑλ) ⊂ A(R∞)+, there follows an isomorphism ofRa

∞/pR
a
∞-modules :

Φ∗
R∞

(H1(A )/(σ−1
R∞
I)H1(A ))

∼→ H1(A )/IH1(A ).

In this situation, we can repeat the argument that helped us for the cased > 2 : namely,
using theπ-adic filtration onH1(A )/IH1(A ) we conclude that the normalized length of
H1(A )/ϑλH

1(A ) equals zero, and then the latter must vanish (see the proof ofclaim 9.2.22).
Finally, we apply (the almost version of) lemma 5.1.35 to deduce that actuallyH1(A ) = 0.

We can now prove directly thatH0(U∧,A ∧) is an étaleR∧a
∞ -algebra : indeed, using [36,

Prop.3.1.4] we are reduced to showing that the natural map

µ : H0(U∧,A ∧)⊗Ra∞ H0(U∧,A ∧)→ H0(U∧,A ∧ ⊗Oa
U∧

A ∧)
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is an epimorphism. However,µ lifts to a morphism :

µ : H0(A )⊗A(R)+ H0(A )→ H0(A ⊗A(R)+ A ).

SetC := Cokerµ; the vanishing ofH1(A ) andH1(A ⊗OaU
A ) implies thatCoker µ ≃ C/ϑλC.

However,C is also naturally endowed with aσR∞-linear endomorphism, henceC/ϑλC = 0,
again by the same sort of counting argument using normalizedlengths.

9.1. Semistable relative curves.Throughout this section we letK be a valued field, whose
valuation we denote by| · | : K → Γ ∪ {0} (see [36,§6.1] for our general notations concerning
valuations). We shall also continue to use the general notation of (5.7).

9.1.1. LetK(T) be the fraction field of the free polynomialK-algebraK[T]. For everyγ ∈ Γ
one can define an extension of| · | to aGauss valuation| · |0,γ : K(T)→ Γ ([36, Ex.6.1.4(iii)]).
If f(T) :=

∑d
i=0 aiT

i is any polynomial, then|f(T)|0,γ = max{|ai| · γi | i = 0, . . . , d}. We let
V (γ) be the valuation ring of| · |0,γ, and set

R(γ) := K[T,T−1] ∩ V (1) ∩ V (γ).

SinceK[T,T−1] is a Dedekind domain,R(γ) is an intersection of valuation rings of the field
K(T), hence it is a normal domain. By inspecting the definition we see thatR(γ) consists of
all the elements of the formf(T) :=

∑n
i=−n aiT

i, such that|ai| ≤ 1 and|ai| · γi ≤ 1 for every
i = −n, . . . , n. Suppose now thatγ ≤ 1, and choosec ∈ K+ with |c| = γ; then every such
f(T) can be written uniquely in the form

∑n
i=0 aiT

i +
∑n

j=1 bj(cT
−1)j, whereai, bj ∈ K+ for

everyi, j ≤ n. Conversely, every such expression yields an element ofR(γ). In other words,
we obtain a surjection ofK+-algebrasK+[X,Y] → R(γ) by the rule:X 7→ T, Y 7→ cT−1.
Obviously the kernel of this map contains the ideal(XY − c), and we leave to the reader the
verification that the induced map

(9.1.2) K+[X,Y]/(XY − c)→ R(γ)

is indeed an isomorphism.

9.1.3. Throughout the rest of this section we shall assume that γ ≤ 1. Every δ ∈ Γ with
γ ≤ δ ≤ 1, determines a prime idealp(δ) := {f ∈ R(γ) | |f |0,δ < 1} ⊂ R(γ), such that
mKR(γ) ⊂ p(δ). Then it is easy to see thatR(γ)p(δ) ⊂ V (δ), and moreover :

R(γ)p(γ) = V (γ) R(γ)p(1) = V (1)

sinceV (1) (resp. V (γ)) is already a localization ofK+[T] (resp. ofK+[cT−1]). In case
γ < 1, (9.1.2) implies thatR(γ) ⊗K+ κ ≃ κ[X,Y]/(XY), and it follows easily thatp(1) and
p(γ) correspond to the two minimal prime ideals ofκ[X,Y]/(XY). In caseγ = 1, we have
R(1) ⊗K+ κ ≃ κ[X,X−1], and againp(1) corresponds to the generic point ofSpec κ[X,X−1].
Notice that the natural morphism

fγ : TK(γ) := SpecR(γ)→ S

restricts to a smooth morphismf−1
γ (η) → SpecK; moreover the closed fibref−1

γ (s) is geo-
metrically reduced. Notice also thatTK(γ)×S SpecE+ ≃ TE(γ) for every extension of valued
fieldsK ⊂ E. In the following, we will write justT(γ) in place ofTK(γ), unless we have to
deal with more than one base ring.

Proposition 9.1.4.Keep the notation of(9.1.3), and letg : X → T(γ) be anétale morphism,
F a coherentOX-module. Seth := fγ ◦ g : X → S and denote byis : h−1(s) → X the
natural morphism. ThenF is reflexive at the pointx ∈ h−1(s) if and only if the following three
conditions hold:

(a) F is h-flat at the pointx.
(b) Fx ⊗K+ K is a reflexiveOX,x ⊗K+ K-module.



FOUNDATIONS OFp-ADIC HODGE THEORY 707

(c) TheOh−1(s),x-modulei∗sFx satisfies conditionS1 (see definition5.5.1(iii)).

Proof. Suppose thatF is reflexive at the pointx; then it is easy to check that (a) and (b) hold.
We prove (c): by remark 5.6.4 we can find a left exact sequence

0→ Fx
α→ O⊕m

X,x

β→ O⊕n
X,x.

Then Im β is a flatK+-module, since it is a submodule of the flatK+-moduleO⊕n
X,x; hence

α ⊗K+ 1κ : i∗sFx → O⊕m
h−1(s),x is still injective, so we are reduced to showing thath−1(s)

is a reduced scheme, which follows from [33, Ch.IV, Prop.17.5.7] and the fact thatf−1
γ (s) is

reduced.
Conversely, suppose that conditions (a)–(c) hold.

Claim9.1.5. Let ξ be the generic point of an irreducible component ofh−1(s). Then:

(i) Fx is a torsion-freeOX,x-module.
(ii) OX,ξ is a valuation ring.

(iii) Suppose that the closure ofξ containsx. ThenFξ is a freeOX,ξ-module of finite rank.

Proof of the claim.(i): By (a), the natural mapFx → Fx ⊗K+ K is injective; since (b) implies
thatFx ⊗K+ K is a torsion-freeOX,x-module, the same must then hold forFx.

(ii): By the going down theorem ([61, Ch.3, Th.9.5]),g(ξ) is necessarily the generic point
of an irreducible component off−1

γ (s). The discussion of (9.1.3) shows thatA := OT(γ),g(ξ) is
a valuation ring, hence [33, Ch.IV, Prop.17.5.7] says that the ringB := OX,ξ is an integrally
closed domain, and its field of fractionsFrac(B) is a finite extension of the field of fractions of
A ([33, Ch.IV, Th.17.4.1]). LetC be the integral closure ofA in Frac(B); thenC ⊂ B and if
mB denotes the maximal ideal ofB, thenn := mB ∩C is a prime ideal lying over the maximal
ideal ofA, so it is a maximal ideal ofC. It then follows from [14, Ch.VI,§1, n.3, Cor.3] that the
localizationCn is a valuation ring; sinceCn ⊂ B, we deduce from [14, Ch.VI,§1, n.2, Th.1]
thatC = B, whence (ii).

(iii): Suppose thatx ∈ {ξ}. We derive easily from (i) thatFξ is a torsion-freeOX,ξ-module,
so the assertion follows from (ii) and [14, Ch.VI,§3, n.6, Lemma 1]. ♦

By (b), the morphismβF,x⊗K+ 1K : Fx⊗K+K → F∨∨
x ⊗K+K is an isomorphism (notation

of (5.6)); sinceF is h-flat atx, we deduce easily thatβF,x is injective andC := Coker βF,x is
a torsionK+-module. To conclude, it remains only to show:

Claim9.1.6. C is a flatK+-module.

Proof of the claim. In view of lemma 4.3.35, it suffices to show thatTorK
+

1 (C, κ(s)) = 0.
However, from the foregoing we derive a left exact sequence

0 // TorK
+

1 (C, κ(s)) // Fx ⊗K+ κ(s)
βF,x⊗K+κ(s) // F∨∨

x ⊗K+ κ(s).

We are thus reduced to showing thatβF,x ⊗K+ κ(s) is an injective map. In view of condition
(c), it then suffices to prove thatβF,ξ is an isomorphism, wheneverξ is the generic point of
an irreducible component ofh−1(s) containingx. The latter assertion holds by virtue of claim
9.1.5(iii). �

9.1.7. For a givenρ ∈ Γ, let us picka ∈ K \ {0} such that|a| = ρ; we define the frac-
tional idealI(ρ) ⊂ K[T,T−1] as theR(γ)-submodule generated byT anda. The moduleI(ρ)
determines a quasi-coherentOT(γ)-moduleI (ρ).

Lemma 9.1.8.With the notation of(9.1.7):

(i) I (ρ) is a reflexiveOT(γ)-module for everyρ ∈ Γ.
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(ii) There exists a short exact sequence ofR(γ)-modules:

0→ I(ρ−1γ)→ R(γ)⊕2 → I(ρ)→ 0.

Proof. To start with, leta ∈ K \ {0} with |a| = ρ.

Claim 9.1.9. If eitherρ ≥ 1 or ρ ≤ γ, thenI(ρ) andI(ρ−1γ) are rank one, freeR(γ)-modules.

Proof of the claim.If ρ ≥ 1 (resp.ρ ≤ γ) thenρ−1γ ≤ γ (resp.ρ−1γ ≥ 1), hence it suffices
to show thatI(ρ) is free of rank one, in both cases. Suppose first thatρ ≥ 1; in this case,
multiplication bya−1 yields an isomorphism ofR(γ)-modulesI(ρ)

∼→ R(γ). Next, suppose
that ρ ≤ γ. ThenI(ρ) is the ideal(T, a), wherea = c · b for someb ∈ K+ and |c| = γ.
ThereforeI(ρ) = (T,T · (cT−1) · b) = T · (1, cT−1b) = TR(γ), and againI(ρ) is a free
R(γ)-module of rank one. ♦

In view of claim 9.1.9, we may assume thatγ < ρ < 1. Let (e1, e2) be the canonical basis
of the freeR(γ)-moduleR(γ)⊕2; we consider theR(γ)-linear surjectionπ : R(γ)⊕2 → I(ρ)
determined by the rule:e1 7→ T, e2 7→ a. ClearlyKer π contains the submoduleM(ρ) ⊂
R(γ)⊕2 generated by:

f1 := ae1 − Te2 and f2 := cT−1e1 − ca−1e2.

Let N be the quasi-coherentOT(γ)-module associated toN := R(γ)⊕2/M(ρ).

Claim 9.1.10. With the foregoing notation:
(i) N is a flatK+-module.
(ii) K+[c−1]⊗K+ N is a freeK+[c−1]⊗K+ R(γ)-module of rank one.

(iii) K ⊗K+ M(ρ) = K ⊗K+ Ker π.

Proof of the claim.(i): We letgr•R(γ) be theT-adic grading onR(γ) (i.e. griR(γ) = Ti ·K ∩
R(γ) for everyi ∈ Z), and we define a compatible grading onR(γ)⊕2 by setting:griR(γ)

⊕2 :=
(gri−1R(γ) ·e1)⊕(griR(γ) ·e2) for everyi ∈ Z. Sincef1 andf2 are homogeneous elements, we
deduce by restriction a gradinggr•M(ρ) onM(ρ), and a quotient gradinggr•N onN , whence
a short exact sequence of gradedK+-modules:

0→ gr•M(ρ)
gr•j−→ gr•R(γ)

⊕2 → gr•N → 0.

However, by inspecting the definitions, it is easy to see thatgr•j is a split injective map of free
K+-modules, hencegr•N is a freeK+-module, and then the same holds forN .

(ii) is easy and shall be left to the reader.
(iii): Similarly, one checks easily thatK ⊗K+ I(ρ) is a freeK ⊗K+ R(γ)-module of rank

one; then, by (ii) the quotient mapK ⊗K+ N → K ⊗K+ I(ρ) is necessarily an isomorphism,
whence the assertion. ♦

Claim 9.1.11. N is a reflexiveOT(γ)-module.

Proof of the claim. SinceN is coherent, it suffices to show thatNx is a reflexiveOT(γ),x-
module, for everyx ∈ T(γ) (lemma 5.6.1). Lety := fγ(x); we may then replaceN by its
restriction toT(γ) ×S S(y), which allows to assume thaty = s is the closed point ofS. In
this case, we can apply the criterion of proposition 9.1.4 tothe morphismfγ : T(γ) → S. We
already know from claim 9.1.10(i) thatN is fγ-flat. Moreover, by claim 9.1.10(ii) we see that
the restriction ofN to f−1

γ (η) is reflexive. Asγ < ρ < 1, by inspecting the definition and
using the presentation (9.1.2), we deduce an isomorphism :

κ⊗K+ N ≃ R⊕2/(Xe2,Ye1) ≃ (R/XR)⊕ (R/YR)

whereR := κ[X,Y]/(XY) ≃ κ ⊗K+ R(γ). Thus, theR-moduleκ ⊗K+ N satisfies condition
S1, whence the claim. ♦
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It follows from claim 9.1.10(i,iii) that the quotient mapN → I(ρ) is an isomorphism, so
I (ρ) is reflexive, by claim 9.1.11. Next, let us define anR(γ)-linear surjectionπ′ : R(γ)⊕2 →
M(ρ) by the rule:ei 7→ fi for i = 1, 2. One checks easily thatKer π′ contains the submodule
generated by the elementsca−1e1 − Te2 andce1 − aTe2, and the latter is none else than the
moduleM(ρ−1γ), according to our notation (notice thatγ < ρ−1γ < 1). We deduce a surjec-
tion of torsion-freeR(γ)-modulesI(ρ−1γ)

∼→ R(γ)⊕2/M(ρ−1γ) → M(ρ), which induces an
isomorphism after tensoring byK, thereforeI(ρ−1γ)

∼→M(ρ), which establishes (ii). �

9.1.12. LetT(γ)sm ⊂ T(γ) be the largest open subset which is smooth overS. SetSγ :=
SpecK+/cK+; it is easy to see thatf−1

γ (S \Sγ) ⊂ T(γ)sm, and for everyy ∈ Sγ, the difference
f−1
γ (y) \ T(γ)sm consists of a single point.

Proposition 9.1.13.Let∆(γ) ⊂ Γ be the smallest convex subgroup containingγ. Then there
is a natural isomorphism of groups:

PicT(γ)sm
∼→ ∆(γ)/γZ.

Proof. We consider the affine covering ofT(γ)sm consisting of the two open subsets

U := SpecK+[T,T−1] and V := SpecK+[cT−1, c−1T]

with intersectionU∩V = SpecK+[c−1,T,T−1]. We notice that bothU andV areS-isomorphic
toGm,S, and therefore

(9.1.14) PicU = Pic V = 0

by corollary 5.7.13. From (9.1.14), a standard computationyields a natural isomorphism:

PicT(γ)sm
∼→ OT(γ)(U)

×\OT(γ)(U ∩ V )×/OT(γ)(V )×.

(Here, for a ringA, the notationA× means the invertible elements ofA.) However,OT(γ)(U)
× =

(K+)× · (cT−1)Z, OT(γ)(U ∩ V )× = (K+[c−1])× ·TZ andOT(γ)(V ) = (K+)× ·TZ, whence the
contention. �

9.1.15. Proposition 9.1.13 establishes a natural bijection between the set of isomorphism
classes of invertibleOT(γ)sm -modules and the set :

]γ, 1] := {ρ ∈ Γ | γ < ρ < 1} ∪ {1}.
On the other hand, lemma 5.7.18 yields a natural bijection betweenPicT(γ)sm and the set of
isomorphism classes of generically invertible reflexiveOT(γ)-modules. Furthermore, lemma
9.1.8 provides already a collection of such reflexive modules, and by inspection of the proof,
we see that the family of sheavesI (ρ) is really parametrized by the subset]γ, 1] (since the
other values ofρ correspond to freeOT(γ)-modules of rank one). The two parametrizations are
essentially equivalent. Indeed, leta ∈ K \ {0} be any element such thatρ := |a| ∈]γ, 1]. With
the notation of the proof of proposition 9.1.13, we can defineisomorphisms

ϕ : OU
∼→ I (ρ)|U ψ : OV

∼→ I (ρ)|V

by letting: ϕ(1) := T andψ(1) := a. To verify thatϕ is an isomorphism, it suffices to
remark thatT is a unit onU , soI (ρ)|U = TOU = OU . Likewise, onV we can writeT =
a · (a−1c) · (c−1T), soI (ρ)|V = aOV , andψ is an isomorphism. HenceI (ρ) is isomorphic to
the (unique)OT(γ)-module whose global sections consist of all the pairs(sU , sV ) ∈ OU(U) ×
OV (V ), such thatT−1sU |U∩V = a−1sV |U∩V . Clearly, under the bijection of proposition 9.1.13,
the invertible sheafI (ρ)|T(γ)sm corresponds to the class ofρ in ∆(γ)/γZ. In particular, this
shows that the reflexiveOT(γ)-modulesI (ρ) are pairwise non-isomorphic forρ ∈]γ, 1], and
that every reflexive generically invertibleOT(γ)-module is isomorphic to one suchI (ρ).
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9.1.16. Whenγ < 1 andt ∈ T(γ) is the singular point of the closed fibre, the discussion of
(9.1.15) also applies to describe the setcoh.Div(OT(γ),t) of isomorphism classes of coherent
reflexive fractional ideals ofOT(γ),t (remark 5.6.10(ii)). Indeed, any such moduleM extends to
a reflexiveOT(γ)-module (first one uses lemma 5.6.6(ii.b) to extendM to some quasi-compact
open subsetU ⊂ T(γ), and then one may extend to the whole ofT(γ), via proposition 5.6.7)(i).
HenceM ≃ I (ρ)t for someρ ∈]γ, 1]. It follows already thatcoh.Div(OT(γ),t) is naturally an
abelian group, with multiplication law given by the rule :

(M,N) 7→M ⊙N := j∗j
∗(M ⊗OT(γ),t

N) for any two classesM,N ∈ Div(OT(γ),t)

wherej : T(γ)sm ∩ SpecOT(γ),t → SpecOT(γ),t is the natural open immersion. Indeed,M ⊙N
is reflexive (by proposition 5.6.7(i) and corollary 5.6.8),and the composition law⊙ is clearly
associative and commutative, withOT(γ),t as neutral element; moreover, for anyρ ∈ ∆(γ), the
class ofI (ρ)t admits the inversej∗((j∗I (ρ)t)

∨). Furthermore, the modulesI (ρ)t are pair-
wise non-isomorphic forρ ∈]γ, 1]. Indeed, using the group law⊙, the assertion follows once
we know thatI (ρ)t is not trivial, wheneverρ ∈]γ, 1[. However, from the presentation of lemma
9.1.8(ii) one sees thatI (ρ)t⊗OT(γ),t

κ(t) is a two-dimensionalκ(t)-vector space, so everything
is clear. Moreover, a simple inspection shows that the composition law⊙ thus defined, agrees
with the composition law of the monoidcoh.Div(OT (γ),t) given in remark 5.6.10(ii). Summing,
we get a natural group isomorphism :

coh.Div(OT(γ),t)
∼→ ∆(γ)/γZ.

The following theorem generalizes this classification to reflexive modules of arbitrary generic
rank.

Theorem 9.1.17.Letg : X → T(γ) be an ind-́etale morphism,x ∈ X any point,M a reflexive
OX,x-module. Then there existρ1, . . . , ρn ∈]γ, 1] and an isomorphism ofOX,x-modules:

M
∼→

n⊕

i=1

g∗I (ρi)x.

Proof. Using lemma 5.6.6(ii.b), we are easily reduced to the case whereg is étale. Sett := g(x);
first of all, if t ∈ T(γ)sm, thenX is smooth overS at the pointt, and consequentlyM (resp.
I (ρ)t) is a freeOX,x-module (resp.OT(γ),t-module) of finite rank (by proposition 5.7.10(iii)),
so the assertion is obvious in this case. Hence we may assume thatγ < 1 andt is the unique
point in the closed fibre ofT(γ) \ T(γ)sm. Next, letKsh+ be the strict henselization ofK+;
denote byh : TKsh(γ) → TK(γ) the natural map, and setX ′ := X ×TK (γ) TKsh(γ). Choose
also a pointx′ ∈ X ′ lying overx, and lett′ ∈ TKsh(γ) be the image ofx′; thent′ is the unique
point ofTKsh(γ) with h(t′) = t. We have a commutative diagram of ring homomorphisms:

OT(γ),t
g♮x //

h♮t
��

OX,x

��
OT

Ksh (γ),t′
// OX′,x′

whence an essentially commutative diagram of functors:

OT(γ),t-Rflx
g∗x //

h∗t
��

OX,x-Rflx

β

��
OT

Ksh (γ),t′-Rflx α // OX′,x′-Rflx.
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SinceK andKsh have the same value group, the discussion in (9.1.16) shows thath∗t induces
bijections on the isomorphism classes of generically invertible modules. On the other hand,
proposition 4.3.12 implies that the functorβ induces injections on isomorphism classes. Con-
sequently, in order to prove the theorem, we may replace the pair (X, x) by (X ′, x′), and assume
from start thatK = Ksh.

In terms of the presentation 9.1.2 we can writeT(γ) ×S Specκ(s) = Z1 ∪ Z2, whereZ1

(resp.Z2) is the reduced irreducible component on whichX (resp.Y) vanishes. By inspecting
the definitions, it is easy to check thatZ1 ≃ A1

κ ≃ Z2 asκ-schemes. Letξi be the generic
point ofZi, for i = 1, 2; clearly{t} = Z1 ∩ Z2, henceWi := X ×T(γ) Zi is non-empty and
étale overZi, soOWi,x is an integral domain, henceg−1(ξi) contains exactly one pointζi that
specializes tox, for bothi = 1, 2. To ease notation, let us setA := OX,x. ThenSpecA ⊗K+ κ
consists of exactly three points, namelyx, ζ1 andζ2. SetM(ζi) := M ⊗A κ(ζi), and notice
thatn := dimκ(ζ1)M(ζ1) = dimκ(ζ2)M(ζ2), sinceM restricts to a locally free module over
(SpecA)sm, the largest essentially smooth openS-subscheme ofSpecA, which is connected.
We choose a basise1, . . . , en (respe′1, . . . , e

′
n) for M(ζ1)

∨ (resp.M(ζ2)
∨), which we can then

lift to a system of sectionse1, . . . , en ∈ M∨
ζ1

:= M∨ ⊗A OX,ζ1 (and likewise we construct a
systeme′1, . . . , e

′
n ∈ M∨

ζ2
). Let pi ⊂ A be the prime ideal corresponding toζi (i = 1, 2); after

multiplication by an element ofA \ pi, we may assume thate1, . . . , en ∈ M∨ (and likewise for
e′1, . . . , e

′
n). Finally, we sete′′i := Yei + Xe′i for everyi = 1, . . . , n; it is clear that the system

(e′′1, . . . , e
′′
n) induces bases ofM(ζi)

∨ for bothi = 1, 2. We wish to consider the map:

j :M → A⊕n m 7→ (e′′1(m), . . . , e′′n(m)).

SetC := Coker j, I := AnnAC, andB := A/I.

Claim9.1.18. (i) The mapsMζi → O⊕n
X,ζi

induced byj are isomorphisms.

(ii) Ker j = Ker j ⊗A 1κ = 0.
(iii) B is a finitely presentedK+-module, andC is a freeK+-module of finite rank.

Proof of the claim. (i): Using Nakayama’s lemma, one deduces easily that these maps are
surjective; sinceMζi is a freeOX,ζi-module of rankn, they are also necessarily injective.

(ii): SinceOX,x is normal,{0} is its only associated prime; then the injectivity ofj (resp. of
j ⊗A 1κ) follows from (i), and the fact thatM (resp.M ⊗A κ) satisfies conditionS1, by remark
5.6.4 (resp. by proposition 9.1.4).

(iii): First of all, sinceA is coherent,I is a finitely generated ideal ofA. Let f : SpecB →
SpecK+ be the natural morphism. SinceC is a finitely presentedA-module, its supportZ is a
closed subset ofSpecA. From (i) we see thatZ ∩ SpecA⊗K+ κ ⊂ {x}; on the other hand,Z
is also the support of the closed subschemeSpecB of SpecA. Therefore

(9.1.19) f−1(s) ∩ SpecB ⊂ {x}.
SinceK+ is henselian, it follows easily from (9.1.19) and [33, Ch.IV, Th.18.5.11(c′′)] thatB
is a finiteK+-algebra of finite presentation, hence also a finitely presentedK+-module (claim
5.7.8). SinceC is a finitely presentedB-module, we conclude thatC is finitely presented as
K+-module, as well. From (ii) we deduce a short exact sequence:0→ M → A⊕n → C → 0,
and then the long exactTor sequence yields:TorA1 (C, κ) = 0 (cp. the proof of claim 9.1.6). We
conclude by [14, Ch.II,§3, n.2, Cor.2 of Prop.5]. ♦

Claim9.1.20. The composed morphism:SpecB → SpecA→ T(γ) is a closed immersion.

Proof of the claim.Let p ⊂ R(γ) be the maximal ideal corresponding tot, so thatOT(γ),t =
R(γ)p. From claim 9.1.18(iii) we see that the natural morphismψ : R(γ)p → B is finite.
Moreover,A/pA ≃ R(γ)/p, henceψ ⊗R(γ) 1R(γ)/p is a surjection. By Nakayama’s lemma
we deduce thatψ is already a surjection,i.e. the induced morphismSpecB → SpecR(γ)p is
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a closed immersion. LetJp := Kerψ, J := R(γ) ∩ Jp andD := R(γ)/J . We are reduced
to showing that the induced mapD → Dp is an isomorphism. However, lete ∈ R(γ) \ p;
sinceDp ≃ B is finite overK+, we can find a monic polynomialP [T ] ∈ K+[T ] such that
P (e−1) = 0, therefore an identity of the form1 = e · Q(e) holds inDp for some polynomial
Q(T ) ∈ K+[T ]. But then the same identity holds already in the subringD, i.e. the elemente is
invertible inD, and the claim follows. ♦

Now,C is a finitely generatedB-module, hence also a finitely generatedR(γ)-module, due
to claim 9.1.20. We construct a presentation ofC in the following way. First of all, we have a
short exact sequence ofR(γ)⊗K+ R(γ)-modules:

E : 0→ ∆→ R(γ)⊗K+ R(γ)
µ→ R(γ)→ 0

whereµ is the multiplication map. The homomorphismR(γ) → R(γ) ⊗K+ R(γ) : a 7→
1⊗a fixes anR(γ)-module structure on everyR(γ)⊗K+ R(γ)-module (theright R(γ)-module
structure), and clearlyE is split exact, when regarded as a sequence ofR(γ)-modules via this
homomorphism. Moreover, in terms of the presentation (9.1.2), theR(γ)⊗K+ R(γ)-module∆
is generated by the elementsX ⊗ 1 − 1 ⊗ X andY ⊗ 1 − 1 ⊗ Y. Let n be the rank of the free
K+-moduleC (claim 9.1.18(iii)); there follows an exact sequence

E ⊗R(γ) C : 0→ ∆⊗R(γ) C → R(γ)⊕n → C → 0

which we may and do view as a short exact sequence ofR(γ)-modules, via theleft R(γ)-
module structure induced by the restriction of scalarsR(γ) → R(γ) ⊗K+ R(γ) : a 7→ a ⊗ 1.
The elementsX,Y ∈ R(γ) act asK+-linear endomorphisms onC; one can then find bases
(bi | i = 1, . . . , n) and(b′i | i = 1, . . . , n) of C, and elementsa1, . . . , an ∈ K+ \ {0} such that
Xbi = aib

′
i for everyi ≤ n. SinceXY = c in R(γ), it follows thatYb′i = ca−1

i bi for everyi ≤ n.
With this notation, it is clear that∆ ⊗R(γ) C, with its leftR(γ)-module structure, is generated
by the elements:

X⊗ bi − 1⊗ aib′i and Y ⊗ b′i − 1⊗ ca−1
i bi (i = 1, . . . , n).

For everyi ≤ n, letFi be theR(γ)-module generated freely by elements(εi, ε
′
i), and∆i ⊂ Fi

the submodule generated byXεi−aiε′i andYε′i−ca−1
i εi. Moreover, let us writeb′i =

∑n
j=1 uijbj

with uniqueuij ∈ K+, letF be the freeR(γ)-module with basis(ei | i = 1, . . . , n), and define
ϕ : F → ⊕ni=1Fi by the rule:ei 7→ ε′i −

∑n
j=1 uijεj for everyi ≤ n. We deduce a right exact

sequence ofR(γ)-modules:

F ⊕
n⊕

i=1

∆i
ψ1→

n⊕

i=1

Fi
ψ2→ C → 0

where:

ψ1(f, d1, . . . , dn) = ϕ(f) + (d1, . . . , dn) for everyf ∈ F anddi ∈ ∆i

ψ2(εi) = bi and ψ2(ε
′
i) = b′i for everyi = 1, . . . , n.

Claim 9.1.21. ψ1 is injective.

Proof of the claim.Let L be the field of fractions ofR(γ); since the domain ofψ1 is a torsion-
freeK+-module, it suffices to verify thatψ ⊗R(γ) 1L is injective. However, on the one hand
C ⊗R(γ) L = 0, and on the other hand, each∆i ⊗R(γ) L is anL-vector space of dimension one,
so the claim follows by comparing dimensions. ♦

By inspecting the definitions and the proof of lemma 9.1.8, one sees easily that

(9.1.22) ∆i ≃ I(|a−1
i c|) for everyi ≤ n.
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Moreover, by remark (4.1.35)(iii), there existsp ∈ N and anR(γ)-linear isomorphism:

(9.1.23) Kerψ2
∼→ R(γ)⊕p ⊕ Syz1R(γ)C.

On the other hand, remark (4.1.35)(iii) and claim 9.1.18(ii) also shows that there existsq ∈ N
and anA-linear isomorphism:

(9.1.24) M
∼→ A⊕q ⊕ Syz1AC.

Combining (9.1.23) and (9.1.24) and using lemma 4.1.36, we deduce anR(γ)h-linear isomor-
phism:

(R(γ)h)⊕q ⊕ (R(γ)h ⊗R(γ) Kerψ2)
∼→ (R(γ)h)⊕p+q ⊕ (R(γ)h ⊗R(γ) Syz1R(γ)C)
∼→ (R(γ)h)⊕p+q ⊕ Syz1R(γ)h(R(γ)

h ⊗R(γ) C)
∼→ (R(γ)h)⊕p+q ⊕ (R(γ)h ⊗A Syz1AC)
∼→ (R(γ)h)⊕p ⊕ (R(γ)h ⊗AM).

By claim 9.1.21 and (9.1.22) it follows that(R(γ)h)⊕p ⊕ (R(γ)h ⊗A M) is a direct sum of
modules of the formR(γ)h⊗R(γ) I(ρi), for variousρi ∈ Γ (recall thatI(1) = R(γ)). Notice that
everyI(ρi) is generically of rank one, hence indecomposable. Then it follows from corollary
4.3.11 thatR(γ)h ⊗A M is a direct sum of various indecomposableR(γ)h-modules of the
form R(γ)h ⊗A g∗I (ρi)x. Finally, we apply proposition 4.3.12 to conclude the proofof the
theorem. �

9.1.25. Henceforth, and until the end of this section, we suppose that(K, | · |) is an alge-
braically closed valued field of rank one, with residue characteristicp > 0. Following [36,
§5.5.1,§6.1.15], one attaches to the valued fieldK its standard setup(K+,m), and to everyS-
schemeX, the categoriesOa

X-Mod, Oa
X-Alg of almostOX -modules, resp. almostOX-algebras

(relative to the standard setup).
We keep the notation of (9.1.1), so in particularc ∈ K+ is a fixed element whose valuation

we denoteγ ∈ Γ+. We choose a sequence(cn | n ∈ N) of elements ofK+, such thatc0 = c
andcpn+1 = cn for everyn ∈ N, and letRn := R0[T

1/pn, cnT
−1/pn]. In terms of the presentation

(9.1.2) we can write

(9.1.26) Rn = R0[Xn,Yn] ≃ K+[Xn,Yn]/(XnYn − cn)

whereXn := X1/pn andYn := Y1/pn ; especiallyRn is isomorphic to theK+-algebraR(γ1/p
n
).

Finally, we setTn := SpecRn for everyn ∈ N.

9.1.27. SetR :=
⋃
n∈NRn, andT := SpecR; letx be any geometric point ofT whose support

is a closed point, and setX := T(x). Also, letx ∈ X be the closed point, setRsh := OX,x,
U := X \ {x}, and denote byj : U → X the open immersion. Furthermore, for everyn ∈ N,
let xn be the image ofx in Tn; setXn := Tn(xn), denote byxn the closed point ofXn, and let
Rsh
n := OXn,xn. Also, letUn := Xn \ {xn} and denote byjn : Un → Xn the open immersion.

Proposition 9.1.28.For every flat quasi-coherentOU -moduleF , theOa
X-modulej∗F a is flat.

Proof. We begin with the following :

Claim9.1.29. Let n ∈ N be any integer, andG a locally freeOUn-module of finite type. Then

(i) jn∗G is a reflexiveOXn-module.
(ii) cn · TorOXni (jn∗G ,M ) = 0 for everyi > 0 and everyOXn-moduleM .
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Proof of the claim.(i): By lemma 5.6.6(ii.a) and proposition 5.6.7,G extends to a reflexive
OXn-moduleG ′, and we may then descendG ′ to a coherentOY -moduleH on some étale
neighborhoodY → Tn of xn. Denote byy the image ofxn in Y , let y ∈ Y be the support of
y, setUY := Y (y) \ {y}, and letjY : UY → Y (y) be the open immersion; by lemma 5.6.6(iii),
the restrictionH ′ := H|Y (y) is a reflexiveOY (y)-module, so the natural mapH ′ → jY ∗j

∗
Y H ′

is an isomorphism (corollary 5.6.8). By corollary 5.1.19, we deduce that the natural mapG ′ →
jn∗j

∗
nG

′ = jn∗G is an isomorphism, whence the claim.

(ii): SinceG is locally free, it suffices to show thatcn annihilatesTorR
sh
n

i (G ′
xn,M) = 0 for

everyi > 0 and everyRsh
n -moduleM . Then, by theorem 9.1.17 we may further assume that

G ′ = g∗I (ρ) for someρ ∈]|cn|, 1], whereg : Xn → Tn is the natural morphism. By inspecting
the definition ofI (ρ), we derive a short exact sequence0→ I (ρ)→ OTn → Q→ 0 of OTn-
modules, withcn ·Q = 0; then the claim follows easily, using the long exactTor sequences.♦

Claim 9.1.30. Let y ∈ OU be any point, andF any quasi-coherentOU -module.

(i) the local ringOU,y is either a field or a valuation ring of rank one.
(ii) F is a flatOU -module if and only if it is torsion-free.

Proof of the claim.(i): It suffices to notice that, ify ∈ Tn is any non-closed point, the local
ring OTn,y is either a field or a valuation rings of rank one : indeed, thisis clear in casey ∈
Tn ×S SpecK, sinceRn ⊗K+ K is a Dedekind domain; otherwise,y is a maximal point of
Tn ×S Spec κ, and then the assertion was already remarked in (9.1.3).

(ii): The condition means thatFy is a torsion-freeOU,y-module, for everyy ∈ U . The
assertion is then an immediate consequence of (i). ♦

Now, letF be any flatOU -module, and writeF as the colimit of a filtered family(Fλ | λ ∈
Λ) of finitely presentedOU -modules (proposition 5.2.19). For everyλ ∈ Λ, we may extendFλ

to a finitely presentedOX-moduleF ′
λ (lemma 5.2.16(ii)). We may then findn ∈ N and an affine

étale neighborhoodY → Tn of xn, such thatF ′
λ descends to a finitely presentedOY -module

G ′. Let y be the image ofx in Y , y ∈ Y the support ofy, and setUY := Y (y) \ {y}; notice that
RY := OY,y is also a normal domain. SetM ′

λ := G ′
y, denote byMλ the maximalRY -torsion-

free quotient ofM ′
λ, and letG be the quasi-coherentOUY -module associated toMλ. Notice that

the induced mapψY : U → UY is surjective, and claim 9.1.30(i) easily implies thatψY is flat;
it follows thatψ∗

Y G is the maximal torsion-free quotient ofFλ. Then claim 9.1.30(ii) implies
that the natural mapFλ → F factors throughψ∗

Y G . On the other hand, corollary 5.7.24 says
thatG is a finitely presentedOY (y)-module, soψ∗

Y G is a finitely presentedOU -module.
Summing up, this shows thatF is the colimit of a filtered system of flat finitely presented

OU -modules; in view of lemma 5.1.10(i), we may therefore assume thatF is finitely presented,
and thatF descends to a locally freeOUn-moduleG for somen ∈ N. For everyk ≥ n,
let ϕk : Uk → Un andψk : U → Uk be the natural morphisms; claim 9.1.29 implies that
Fk := jk∗ϕ

∗
kG is a reflexiveOXk-module, for everyk ∈ N, and proposition 5.1.15(ii) says that

j∗F = colim
k≥n

ψ∗
kFk.

Now, letM be anyOX-module. We can compute:

cm ·TorOX
i (j∗F ,M ) = colim

k≥m
cm ·ψ∗

kTor
OXk
i (Fk, ψk∗M ) = 0 for everym ∈ N andi > 0

by claim 9.1.29(ii) (cp. the proof of claim 4.3.37), whence the contention. �

Theorem 9.1.31.With the notation of(9.1.27), the pair(X, {x}) is almost pure.

Proof. To start out, we remark :

Claim 9.1.32. The natural mapOX → j∗OU is an isomorphism.
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Proof of the claim.In view of proposition 5.1.15(ii), it suffices to show that, for everyn ∈ N,
the natural mapOXn → jn∗OUn is an isomorphism. Next, lettn ∈ Tn be the image ofxn,
setU ′

n := Tn \ {tn} and denote byj′n : U ′
n → Tn the open immersion; since the natural

morphismXn → Tn is flat, corollary 5.1.19 further reduces to showing that thenatural map
OTn → j′n∗OU ′

n
is an isomorphism. The latter assertion follows immediately from corollary

5.6.8. ♦

Now, letA be any étale and almost finitely presentedOa
U -algebra. Claim 9.1.32 and lemma

8.2.18(v) show thatj∗A is the normalizationA ν of A overX. Then lemma 8.2.11 and propo-
sition 9.1.28 imply thatA ν is an étaleOa

X-algebra. To conclude, it suffices to invoke proposition
8.2.30. �

Remark 9.1.33. (i) The assumption thatK is algebraically closed is made only to simplify
some notation; as we shall see later, it suffices to assume that (K, | · |) is deeply ramified.

(ii) Theorem 9.1.31 admits the following variant. For everyn ∈ N, letRn := K+[T1/pn ]; this
defines an inductive system(R′

n | n ∈ N) of K+-algebras, and again we setR′ :=
⋃
n∈NR

′
n.

We letX ′ be the strict henselization ofSpecR′ at a geometric pointx′ whose support is a
closed point, and again we denote byx′ ∈ X ′ the closed point; then we claim that also the pair
(X ′, {x′}) is almost pure. Indeed, notice that the strict henselizationX ′

n of SpecR′
n at the image

of x′ is isomorphic to theK+-schemeTn(xn) appearing in 9.1.27, provided we takecn := 1.
It follows that every reflexiveOX′-module is free, and therefore proposition 9.1.28 holds in a
stronger form (and with easier proof) : if we letU ′ := X ′ \ {x′} andj′ : U ′ → X ′ the open
immersion, then for every flat quasi-coherentOU ′-moduleF , theOX′-modulej′∗F is flat. After
this, the proof of theorem 9.1.31 can be repeatedverbatim.

9.2. Almost purity : the smooth case. In this section, we prove the almost purity theorem
for the case of a pair(X, {x}), such thatX is the spectrum of an ind-measurableK+-algebra,
which is the limit of a deeply ramified tower of ind-smoothK+-algebras. In view of theorem
9.1.31, we may assume thatX has dimension at least three, and actually we shall prove the
theorem first in the case of dimension> 3 (see the introduction of chapter 9). Then we shall use
theσ-equivariant algebras introduced in (8.5.30), to deal withthe remaining case of dimension
three.

9.2.1. Let us resume the notation of (8.5), and suppose thatR is a measurableK+-algebra,
andM is anR/πR-module supported at the maximal ideal. We are interested incomparing
the normalized lengths ofM and of theR(Φ)-moduleΦ∗

RM . This issue must be properly un-
derstood; indeed, notice that the invariantλR(Φ)

(Φ∗
RM) depends not only on the ringR(Φ) and

theR(Φ)-moduleΦ∗
RM , but also on the choice of a structure morphismK+ → R(Φ). Two such

K+-algebra structures are manifest onK+
(Φ); namely, on the one hand we have the natural map:

(9.2.2) K+ → K+/πK+ ΦK+−−−→ K+
(Φ)

and on the other hand we have the natural surjection :

(9.2.3) K+ → K+/πpK+ = K+
(Φ).

It follows thatR(Φ) inherits twoK+-algebra structures, via the natural mapK+
(Φ) → R(Φ).

Notice that, if we viewK+
(Φ) as aK+-module via (9.2.2), the normalized lengthλK+(K+

(Φ)) will
not always be finite, sinceΦK+ is not always surjective. On the other hand, if we viewK+

(Φ) as
aK+-module via (9.2.3), the invariantλK+(K+

(Φ)) is always finite, equal to|πp| ∈ Γ. For this
reason, henceforth, for any measurableK+-algebraR, we shall always endowR(Φ) with the
K+-algebra structure deduced from (9.2.3).
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Proposition 9.2.4. Suppose thatR is an essentially smooth and measurableK+-algebra of
fibre dimensiond. Then :

(i) ΦR is a flat ring homomorphism.
(ii) λR(Φ)

(Φ∗
RM) = p1+d · λR(M) for every objectM ofR/πR-Mod{s}.

Proof. The assumption means thatR is a localization of a smoothK+-algebra, and the Krull
dimension ofR := R⊗K+ κ equalsd. We begin by recalling the following well known :

Claim 9.2.5. Letϕ : A→ B be an essentially smooth morphism ofFp-algebras, and denote by
ΦA : A → A (resp.ΦB : B → B) the Frobenius endomorphism. Let alsoA(Φ) andB(Φ) be
defined as in (8.5), as well as the relative Frobenius :ΦB/A : B ⊗A A(Φ) → B(Φ). ThenΦB/A is
a flat map.

Proof of the claim.Since the formation of (relative and absolute) Frobenius endomorphisms
commutes with localization, we may assume thatA andB are local rings, in which caseϕ fac-
tors through an essentially étale mapψ : C := A[T1, . . . , Tk] → B ([33, Ch.IV, Cor.17.11.4]).
We deduce a commutative diagram

C
1C⊗ΦA //

ψ

��

C ⊗A A(Φ)

ΦC/A //

ψ⊗1A(Φ)

��

C(Φ)

ψ(Φ)

((QQQQQQQQQQQQQQQQ

ψ⊗1C(Φ)

��

B
1B⊗ΦA

// B ⊗A A(Φ)
1B⊗ΦC/A

// B ⊗C C(Φ)
ΦB/C

// B(Φ)

and the identity :ΦB/C ◦ (1B ⊗ ΦC/A) = ΦB/A. However,ΦB/C is an isomorphism [36,
Th.3.5.13(ii)], hence we are reduced to showing the claim for the caseB = C, but it is clear
thatC(Φ) is a freeC ⊗A A(Φ)-module of rankpk. ♦

Claim 9.2.6. Assertion (i) holds forR = K+.

Proof of the claim.We apply the criterion of [61, Th.7.7], which amounts to showing that the
natural map

(aK+/πK+)⊗K+/πK+ K+
(Φ) → aK+

(Φ) = apK+/πpK+

is bijective for everya ∈ m with |a| ≥ |π|. The verification shall be left to the reader. ♦

(i) follows easily from (8.5.1) and claims 9.2.5, 9.2.6.
Next, in order to check the identity (ii), we may assume thatM is a finitely presentedR/πR-

module, and even thatM is flat overK+/aK+, for somea ∈ m with |a| ≥ |π| (claim 8.3.34).
By claim 9.2.6 we deduce thatΦ∗

K+M = M ⊗R (R ⊗K+ K+
(Φ)) is flat, when regarded as a

K+/apK+-module, via theK+-algebra structure ofK+
(Φ) fixed in (9.2.3). Consequently,Φ∗

RM

is a flatK+/apK+-module as well, by claim 9.2.5. LetM := M ⊗K+ κ; from theorem
8.3.30(iii.b) we obtain the identities :

λR(M) = |a| · lengthR(M) λR(Φ)
(Φ∗

RM) = |ap| · lengthR(Φ)
(Φ∗

R
M).

Thus, we come down to the following :

Claim 9.2.7. lengthR(Φ)
(Φ∗

R
M) = pd · lengthR(M).

Proof of the claim. By additivity we reduce easily to the case whereM = κ(R), the residue
field of R. By [61, Th.28.7],R is a regular ring of Krull dimensiond, hence we may find a
regular sequencet1, . . . , td in the maximal ideal ofR, such thatκ(R) = R/(t1, . . . , td). Hence
Φ∗
R
κ(R) ≃ R/(tp1, . . . , t

p
d), whose length equalspd, as required. �
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9.2.8. Suppose now that(Rn | n ∈ N) is an inductive system of morphisms of measurable
K+-algebras inducing integral ring homomorphismsRn → Rn+1/mRnRn+1 for everyn ∈ N,
and(dn > 0 | n ∈ N) is a sequence of reals fulfilling axioms (a) and (b) of (8.3.49). By lemma
8.3.53(ii), the transition mapsϕnm : Rn → Rm (for m ≥ n) are injective, hence we let

R :=
⋃

n∈N

Rn X := SpecR and Xn := SpecRn for everyn ∈ N.

Clearly, for everym ≥ n we have a commutative diagram :

Rn/πRn

ΦRn //

��

Rn,(Φ)

ϕnm,(Φ)

��
Rm/πRm

ΦRm // Rm,(Φ)

whereϕnm,(Φ) := ϕnm ⊗K+ 1K+/πpK+ , so that :

(9.2.9) ΦR = colim
n∈N

ΦRn .

Notice that the inductive systems(Rn/πRn | n ∈ N) and(Rn,(Φ) | n ∈ N) still satisfy axioms
(a) and (b) : namely we can choose the same sequence(dn | n ∈ N) of normalizing factors.
Especially, everyR(Φ)-moduleN supported over{s(R)} admits a normalized lengthλ(N).

Proposition 9.2.10.In the situation of(9.2.8), suppose thatRn is an essentially smoothK+-
algebra of fibre dimensiond, for everyn ∈ N. Then :

(i) ΦR is a flat ring homomorphism.
(ii) λ(Φ∗

RM) = p1+d · λ(M) for everyR/πR-moduleM supported at{s(R)}.
Proof. (i) follows from proposition 9.2.4(i) and (9.2.9). To show (ii), suppose first thatM is
finitely presented, and letn ∈ N such thatM ≃ R⊗Rn Mn for someRn-moduleMn. Clearly

Φ∗
R(M) ≃ R(Φ) ⊗Rn,(Φ)

Φ∗
Rn(Mn).

Taking into account proposition 9.2.4(ii), we may compute :

λ(Φ∗
RM) = lim

k→∞
d−1
n+k · λRn+k,(Φ)

(ϕ∗
n,n+k,(Φ)Φ

∗
Rn(Mn))

= lim
k→∞

d−1
n+k · λRn+k,(Φ)

(Φ∗
Rn+k

(ϕ∗
n,n+kMn))

= lim
k→∞

d−1
n+k · p1+d · λRn+k(ϕ∗

n,n+kMn)

= p1+d · λ(M)

as stated. Next, ifM is finitely generated, we may find a filtered system(Ni | i ∈ I) of finitely
presented objects ofR-Mod{s}, with surjective transition maps, such thatM ≃ colim

i∈I
Ni. Then

Φ∗
R(M) ≃ colim

i∈I
Φ∗
R(Ni) and, in view of lemma 8.3.57(ii), we are reduced to the previous case.

Finally, letM be an arbitraryR-module supported over{s(R)}; we writeM as the colimit of
the filtered system(Mi | i ∈ I) of its finitely generated submodules. It follows from (i) that
the filtered system(Φ∗

RMi | i ∈ I) has injective transition maps, hence we may apply theorem
8.3.62(i) to reduce the sought identity to the case whereM is finitely generated, which has
already been dealt with. �

Lemma 9.2.11.In the situation of(9.2.8), letM be an(R/πR)a-module supported ats(R),
and let us setN := Φ∗

Ra(M). Suppose that :

(a) M is a submodule of an almost finitely presentedRa-module.
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(b) N admits a filtration(FiliN | 0 ≤ i ≤ p), withFil0N = N andFilpN = 0, and whose
graded quotientsgriN are subquotients ofM for everyi < p.

(c) Rn is an essentially smoothK+-algebra of fibre dimensiond > 0, for everyn ∈ N.

ThenM = 0.

Proof. Clearly it suffices to show thatbM = 0 for everyb ∈ m, and in view of lemma 8.3.67(ii),
the latter will follow, once we have proved thatλ(bM) = 0 for everyb ∈ m. However, an easy
induction using lemma 8.3.67(i) yields:

(9.2.12) λ(bpN) ≤
p−1∑

i=0

λ(b · griN) ≤ p · λ(bM)

where the last inequality holds, due to the fact thatb · griN is a subquotient ofbM for every
i < p. On the other hand, sinceΦRa is a flat morphism (by proposition 9.2.10(i)) we have
Φ∗
Ra(bM) = bpN , and therefore :

(9.2.13) p1+d · λ(bM) = λ(bpN).

Clearly (9.2.12) and (9.2.13) are compatible only ifλ(bM) = 0, as required. �

Proposition 9.2.14.In the situation of(9.2.8), setU := X \ {s(R)}, and suppose that :

(a) Rn is an essentially smoothK+-algebra of fibre dimensiond, for everyn ∈ N.
(b) The transition mapsRm → Rn are flat for everym,n ∈ N with n ≥ m.

LetA be anétale almost finitely presentedOa
U -algebra. We have :

(i) H i(U,A ) is an almost coherentRa-module, for everyi = 0, . . . , d− 1.
(ii) If d ≥ 3, thenH i(U,A ) = 0 whenever1 ≤ i ≤ d− 1.

Proof. (i): Let Un := Xn \ {s(Rn)} for everyn ∈ N, and denote byψn : X → Xn the
natural morphism. Fixb ∈ m; by corollary 8.2.24, we may find an integern ∈ N, a coherent
OXn-algebraR, and a mapf : (ψ∗

nR)|U → A such that :
• Ker f andCoker f are annihilated byb.
• For everyx ∈ Un, the mapb · 1R,x : Rx → Rx factors through a freeOUn,x-module.

Then, (5.4.3) and lemma 5.8.26 imply thatb · H i(Un,R) is a finitely presentedRn-module
whenever0 ≤ i < d. From [28, Ch.III, Prop.1.4.1] and our assumption (b), we deduce that
b · H i(U, ψ∗

nR) is a finitely presentedR∞-module for0 ≤ i < d. Sinceb is arbitrary, we
conclude thatH i(U,A ) is almost finitely presented for0 ≤ i < d, and the assertion follows
from lemmata 8.2.4(ii), 5.6.6(ii.a), and assumption (b).

(ii): Set A/π := (A /πA )|U/π andA(Φ) := (A /πpA )|U(Φ)
(notation of (8.5.2)). The endo-

morphismΦA (of the objectA of Oa-Ét) induces a morphism of étaleOa-algebras

Φ∗
A := ((ΦK+,ΦU),Φ

∗
A ) : (U(Φ),A(Φ))→ (U/π,A/π)

which is cartesian, by virtue of lemma 8.5.5.

Claim 9.2.15. If d ≥ 3, thenH i(U/π,A/π) = 0 whenever1 ≤ i ≤ d− 2.

Proof of the claim.One uses the long exact cohomology sequence associated to the short exact
sequence :0 → A → A → A/π → 0, together with lemma 8.2.4(i) and assertion (i), to
deduce thatH i(U/π,A/π) is an almost coherentRa-module for0 ≤ i ≤ d − 2. (Notice that
Ker π · 1A = 0, sinceA is an étaleOa

U -algebra, andU is flat overS.) Moreover,H i(U/π,A/π)
is supported ons(R) for everyi > 0, sinceA/π is an étaleOa

U/π
-algebra; thusH i(U/π,A/π) has

almost finite length, whenever1 ≤ i ≤ d − 2 (lemma 8.3.70(ii)). Next, proposition 9.2.4(i)
implies thatΦU is a flat morphism; by [28, Ch.III, Prop.1.4.15], it follows that the natural map :

Φ∗
RaH

i(U/π,A/π)→ H i(U(Φ),A(Φ))
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is an isomorphism ofRa
(Φ)-modules for everyi ∈ N. However, using the long exact cohomol-

ogy sequences associated to the short exact sequences :0 → A /πnA → A /πn+mA →
A /πmA → 0, and an easy induction, one sees that, for everyi ∈ N, theRa

(Φ)-module

N := H i(U(Φ),A(Φ)) admits a filtration(FiljN | 0 ≤ j ≤ p), whose associated graded pieces
grjN are subquotients ofH i(U/π,A/π), for everyj < p. The claim now follows from lemma
9.2.11. ♦

Now, for i > 0, every almost element ofH i(U,A ) is annihilated by some power ofπ; if
additionallyi < d, thenH i(U,A ) is an almost finitely generated module (by assertion (i)),
hence it is annihilated byπn, for sufficiently largen ∈ N. On the other hand, sinced ≥ 3, it
follows from claim 9.2.15 that the scalar multiplication byπ is a monomorphism onH i(U,A )
for 2 ≤ i ≤ d− 1, and an epimorphism onH1(U,A ). The assertion follows easily. �

Theorem 9.2.16.In the situation of proposition9.2.14(ii), the pair(X, {s(R)}) is almost pure.

Proof. Let j : U → X be the open immersion, andA any almost finitely presented étale
Oa
U -algebra.

Claim9.2.17. Γ(U,A ) is a flatRa-module.

Proof of the claim.For everyn ∈ N, defineUn andψn : U → Un as in the proof of proposition
9.2.14; let alsojn : Un → Xn be the open immersion. According to proposition 9.2.14(ii), we
haveδ(s(R), j∗A!) ≥ d+1; from lemma 5.4.16(ii) we deduce thatδ(s(Rn), jn∗ψn∗A!) ≥ d+1,
henceΓ(Un, ψn∗A!) = Γ(U,A!) is a flatRn-module for everyn ∈ N, by proposition 5.8.19.
The claim follows. ♦

Claim 9.2.18. For every flat quasi-coherentOX-moduleF , the natural mapF → j∗j
∗F is an

isomorphism.

Proof of the claim.In view of corollary 5.1.17, we may assume thatF = OX ; in this case, using
proposition 5.1.15(ii) we reduce to showing thatjn∗OUn = OXn (with the notation of the proof
of claim 9.2.17). The latter assertion follows from lemma 5.6.36(iv) and corollary 5.6.8. ♦

It follows from claim 9.2.17 thatj∗A is a flatOa
X-algebra; moreover,j∗A is also integral

and étale overOa
X , in view of lemmata 8.2.18(v) and 8.2.11 and claim 9.2.18. Next, j∗A is

an almost finiteOa
X-algebra, by lemma 8.2.18(iv). Now the theorem follows fromproposition

8.2.30. �

Remark 9.2.19. (i) In the situation of example 8.3.76, suppose thatd ≥ 3 and thatΓ 6≃ Z;
then all the assumptions of theorem 9.2.16 are fulfilled, andwe deduce that(SpecR, {s(R)})
is an almost pure pair.

(ii) One may show that theorem 9.2.16 still holds for fibre dimensiond = 1, hence it is
natural to expect that it holds as well for the remaining cased = 2; this shall be verified under
some additional assumption (theorem 9.2.23).

(iii) One may show that every almost finitely generated flat(R/πR)a-module is almost
projective, and every almost finitely generated projective(R/πR)a-module has finite rank. One
may ask whether the pair(X/π, {s(R)}) is almost pure, in the situation of proposition 9.2.14(ii),
for fibre dimensiond ≥ 2. This question shall be addressed in section 9.5. Here we just remark
that, by lemma 8.2.11 and an argument as in the proof of lemma 8.2.18(iv), the question has
a positive answer if and only if the direct imagej∗A of any almost finitely generated étale
Oa
U/π

-algebraA is a flatOa
X/π

-algebra.

9.2.20. We wish now to lift the restriction on the dimension of R. Thus, let us suppose that

• K+ is deeply ramified.
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• R is the increasing union of an inductive system(Rn | n ∈ N) of essentially smooth
localK+-algebras of fibre dimensiond, whose transition maps are local and induce
integral ring homomorphismsRn → Rn+1/mRnRn+1, for everyn ∈ N.
• The residue field ofR has characteristicp, andΦR is surjective.

Indeed, in this caseΦR is an isomorphism, since it is flat by proposition 9.2.4(i), and surjective
by assumption. It also follows ([31, Prop.6.1.5] and [32, Th.11.3.10]) that the transition maps
Rm → Rn are flat for everym,n ∈ N with n ≥ m; then example 8.3.75 shows thatR is
ind-measurable. Resume the notation of of (8.5.23), and letalso

ψ : U∧ → U

be the natural morphism. Also, letA be any étale almost finitely presented(OU ,mOU)a-
algebra; we may then perform the constructions of (8.5.30) on the étaleOa

U∧-algebraA ∧ :=
ψ∗A ; the result is anOa

A(U)-algebraA(A )+, endowed with its automorphismσA , that lifts the
Frobenius automorphism ofA/p := A /pA (lemma 8.5.38).

Proposition 9.2.21.In the situation of(9.2.20), we have :

Hq(A(U),A(A )+) = 0 whenever1 ≤ q ≤ d− 1.

Proof. To ease notation, let us setHq := Hq(A(U),A(A )+). In view of lemma 8.5.34, we
have exact sequences :

Hq ϑk−→ Hq −→ Hq(U(k),A (k)) ≃ Hq(U∧,A ∧) for everyk ∈ Z and everyq ∈ N

(whereϑk is as in (8.5.9)) so thatHq/ϑkH
q is naturally a submodule ofHq(U∧,A ∧). On

the other hand, we may apply lemma 8.1.86 to the ring extension R → R∧ and the element
t := p (which is regular in bothR andR∧, say by [36, Lemma 7.1.6(i)]), to deduce a natural
isomorphism :

Hq(U,A )
∼→ Hq(U∧,A ∧) wheneverq > 0.

Then proposition 9.2.14(i) implies thatHq(U∧,A ∧) is an almost coherentRa-module when-
ever1 ≤ q ≤ d−1, and it follows also thatpn·Hq(U∧,A ∧) = 0 for a large enoughn ∈ N, since
the latter module is supported over{x}. So finally, whenever1 ≤ q < d, Hq/ϑkH

q is anRa-
module of almost finite length on which scalar multiplication byp is a nilpotent endomorphism
(lemma 8.3.70(ii)).

Claim 9.2.22. Hq/ϑkH
q = 0 wheneverk ∈ Z and1 ≤ q ≤ d− 1.

Proof of the claim.DefineIk,k−1 as in remark 8.5.18; it follows from remark 8.5.18(ii) thatσA

induces an isomorphism ofRa/pRa-modules:

σ∗
A : Φ∗

R(H
q/Ik+1,kH

q)
∼→ Hq/Ik,k−1H

q.

Taking into account remark 8.5.18(i), we deduce thatΦ∗
R(H

q/Ik+1,kH
q) admits a filtration of

length p, whose graded subquotients are quotients ofHq/Ik+1,kH
q (cp. the proof of claim

9.2.15); in this situation, lemma 9.2.11 shows thatHq/Ik,k+1H
q = 0. Furthermore, remark

8.5.18(iii) implies that multiplication byϑk+1 is nilpotent onHq/ϑkH
q, so the claim follows

easily. ♦

Next, choose any monotonically increasing cofinal sequence(nk | k ∈ N) of set-theoretic
mapsnk : Z → N with finite support (with the ordering of definition 4.6.37(iii)), such thatn0

is the identically zero map, andnk+1 is asuccessorof nk for everyk ∈ N, by which we mean
that there are nom : Z → N such thatnk < m < nk+1. We define a filtrationFil•A(A )+ on
A(A )+, by the rule:

FilkA(A )+ := ϑnk ·A(A )+ for everyk ∈ N.



FOUNDATIONS OFp-ADIC HODGE THEORY 721

Clearly the graded subquotientsgr•A(A )+ are isomorphic to sheaves of the formA (k) for
somek ∈ Z. By combining lemma 8.5.34 and (the almost version of) corollary 8.4.43 we
deduce that the natural morphism

A(A )+ → R lim
n

A (n)

is an isomorphism inD+(Oa
A(U)-Mod). With this notation, claim 9.2.22 shows that the natural

mapHq(A(U),FilkA(A )+) → Hq(A(U), grkA(A )+) is the zero morphism in the range
1 ≤ q ≤ d − 1, and for everyk ∈ N. To conclude the proof of the proposition, it suffices now
to remark that The analogue of lemma 5.1.35 holds also for almost modules, and especially, it
applies withF := A(A )+ : indeed, one may take over the proofverbatim; one has only to
remark that [75, Cor. 3.5.4] still holds for almost modules,and the reference to [75, Lemma
3.5.3] can be replaced by [36, Lemma 2.4.2(iii)]. �

Theorem 9.2.23.In the situation of(9.2.20), suppose thatd ≥ 2. Then the pair(X, {x}) is
almost pure.

Proof. For any given étale almost finitely presentedOa
U -algebraA , defineA ∧ as in (9.2.20),

and setH0(A ) := H0(A(U),A(A )+).

Claim9.2.24. The natural morphisms :

H0(A )/ϑ ·H0(A )→ H0(U∧,A ∧)← H0(U,A )⊗Ra R∧a

are isomorphisms.

Proof of the claim.For the first map one uses lemma 8.5.34 and proposition 9.2.21with q := 1.
For the second map, one applies lemma 8.1.86 to the ring homomorphismR → R∧ and the
A -regular elementt := p. ♦

Let 1A : Oa
U → A be the structure morphism ofA ; then j1 := 1A ⊗OaU

1A and j2 :=
1A ⊗OaU

1A are two morphisms of étaleOa
U -algebrasA → A ⊗OaU

A , and we may consider the
σ-equivariant morphism ofOa

A(U)-algebras :

µ := A(µ)+ ◦ (A(j1)
+ ⊗Oa

A(U)
A(j2)

+) : A(A )+ ⊗Oa
A(U)

A(A )+ → A(A ⊗OaU
A )+

whereµ denotes the multiplication morphism ofA ⊗OaU
A . After taking global sections, we

obtain an equivariant map :

H0(µ) : H0(A )⊗A(R∞)+a H
0(A )→ H0(A ⊗OaU

A ).

Consequently, the moduleC := CokerH0(µ) is endowed with an isomorphismσ∗
RC

∼→ C,
whence – by remark 8.5.18(ii) – an isomorphism ofRa/pRa-modules :

(9.2.25) Φ∗
R(C/(ϑ, ϑ1)C)

∼→ C/(ϑ, p)C.

Furthermore, claim 9.2.24 (applied to bothA andA ⊗OaU
A ), yields a natural identification :

C/ϑC
∼→ R∧a ⊗Ra Coker(H0(U,A )⊗Ra H0(U,A )→ H0(U,A ⊗OaU

A ))

which shows thatC/ϑC is an almost coherentRa-module (proposition 9.2.14(i)) supported over
{x}, especially, it has almost finite length. On the other hand, (9.2.25) and remark 8.5.18(i) im-
ply thatΦ∗

R(C/(ϑ, ϑ1)C) admits a filtration of lengthp, whose graded subquotients are quotients
of C/(ϑ, ϑ1)C, so thatC/(ϑ, ϑ1)C = 0 by lemma 9.2.11. Sinceϑ1 acts as a nilpotent endo-
morphism onC/ϑC (again, by remark 8.5.18(iii)), we further deduce thatC/ϑC = 0, in other
words, the natural map

(9.2.26) H0(U,A )⊗Ra H0(U,A )→ H0(U,A ⊗OaU
A )
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is an epimorphism. Next, letj : U → X be the open immersion; a direct inspection shows
that claim 9.2.18 holds in the present situation (with proofunchanged), whencej∗OU = OX .
Then corollary 8.2.16 says thatj∗A is an étale and almost finiteOa

X -algebra. Now the theorem
follows from proposition 8.2.30. �

Example 9.2.27.It follows from theorem 9.2.23 that the pair(SpecR, {s(R)}) of example
9.2.19(i) is still almost pure even if we assume only thatd ≥ 2.

9.3. Model algebras. We let(K, | · |) be a valued field of characteristic0 with value groupΓK
of rank one, such that the residue fieldκ of K+ has characteristicp > 0.

Definition 9.3.1. The categoryMAK of modelK+-algebrasconsists of all the pairs(A,Γ),
where(Γ,+) is an integral monoid, andA is aΓ-gradedK+-algebraA, fulfilling the following
conditions :
(MA1) grγA is a torsion-freeK+-module, withdimK grγA⊗K+ K = 1, for everyγ ∈ Γ.
(MA2) grαA · grβA 6= 0 for everyα, β ∈ Γ, and(grγA)

n = grnγA for everyn ∈ N andγ ∈ Γ.
(MA3) gr0A = K+.
(MA4) Γ is saturated andΓgp is aZ[1/p]-module.
The morphisms(A,Γ)→ (A′,Γ′) in MAK are the pairs(f, ϕ), whereϕ : Γ→ Γ′ is a morphism
of monoids, andf : A→ Γ×Γ′ A′ is a morphism ofΓ-gradedK+-algebras (see (4.4.1)).

Example 9.3.2.Let M be an integral monoid,N → M an exact and injective morphism of
monoids,N → K+\{0} a morphism of monoids, and suppose that :

• M is divisible, i.e. thek-Frobenius endomorphism ofM is surjective for everyk > 0
• Mgp/Ngp is aQ-vector space.

Let (Γ,+) be the image ofM in Mgp/Ngp, and denote byI the nilradical of theK+-algebra
A := M ⊗N K+; thenA is aΓ-gradedK+-algebra, andI is aΓ-graded ideal (proposition
4.4.12(ii)). We claim thatI ⊗K+ K = 0 and(A/I,Γ) is a modelK+-algebra. Indeed, (MA4)
is immediate, and it is easily seen thatgrnγA = (grγA)

n for everyγ ∈ Γ andn ∈ N. More-
over, since the mapN → M is exact, the kernel of the mapM → Mgp/Ngp equalsN , so
(A/I)0 = K+, i.e. (MA3) holds as well. The remaining assertions can be checkedafter ten-
soring withK : namely, we have to show that theΓ-gradedK-algebraAK := M ⊗N K is
reduced, withdimK grγAK = 1 for everyγ ∈ Γ, andgrαAK · grβAK 6= 0 for everyα, β ∈ Γ.
However, the morphismN → K+ extends uniquely to a group homomorphismNgp → K×,
andAK = (N−1M) ⊗Ngp K; hence, we may assume thatN is a group, in which caseΓ is
the set-theoretic quotient ofM by the translation action ofN (lemma 2.3.31(iii)). In this case,
choose a representativeγ∗ ∈M for everyγ ∈ Γ; it follows easily that(γ∗⊗1 | γ ∈ Γ) is a basis
of theK-vector spaceAK , whence (MA1), and(α∗ ⊗ 1) · (β∗ ⊗ 1) is a non-zero multiple of
(α+β)∗⊗1, which yields (MA2). Lastly, since the nilradicalIK ofAK isΓ-graded (proposition
4.4.12(ii)), we also deduce thatIK = 0, as sought.

Remark 9.3.3. (i) The categoryMAK admits a tensor product, defined by the rule :

(A,Γ)⊗ (A′,Γ′) := (A⊗K+ A′,Γ⊕ Γ′).

(ii) Let (A,Γ) be any modelK+-algebra, and suppose thatΓ = Γ1 ⊕ Γ2 is a given decom-
position ofΓ as direct sum of monoids. Then it is easily seen thatΓ1 andΓ2 are integral and
saturated, and they fulfill axiom (MA4). There follows a morphism of modelK+-algebras :

(9.3.4) (Γ1 ×Γ A,Γ1)⊗ (Γ2 ×Γ A,Γ2)→ (A,Γ)

(iii) In the situation of (ii), setAK := A ⊗K+ K. Then it is easily seen that (9.3.4) induces
an isomorphism ofK-algebras

(Γ1 ×Γ AK)⊗K (Γ2 ×Γ AK)→ AK .
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In general, (9.3.4) need not be an isomorphism. However, (9.3.4) is an isomorphism, if either
Γ1 or Γ2 is a torsion abelian group. Indeed, in any case the induced maps

grαA⊗K+ grβA→ grα+βA a1 ⊗ a2 7→ a1a2

will be injective for everyα ∈ Γ1 andβ ∈ Γ2. To check surjectivity, leta ∈ grα+βA be any
element, and say thatnβ = 0; thenan ∈ grnαA, and by (MA2) we know that there exists
a1 ∈ grαA andx ∈ K+ such thatan = an1x. It follows thata = a1a2 for somea2 ∈ grβAK
such thatan2 ∈ K+. Thena2 ∈ grβA, whence the claim.

(iv) Let (E, | · |E) be any valued field extension of(K, | · |), such that| · |E is also a valuation
of rank one. Then we have an obvious base change functor :

MAK → MAE : (A,Γ) 7→ (A⊗K+ E+,Γ).

9.3.5. Let(A,Γ) be any modelK+-algebra. For any subset∆ ⊂ Γ, set

A∆ := ∆×Γ A A∆,K := A∆ ⊗K+ K ∆[1/p] :=
⋃

n∈N

{γ ∈ Γ | pnγ ∈ ∆}.

Clearly, if∆ is a submonoid ofΓ, thenA∆ is aK+-subalgebra ofA, and(A∆,∆) is a subobject
of (A,Γ), provided∆ satisfies (MA4). On the other hand, if∆ is saturated, it is easily seen that
the same holds for∆[1/p], and then the latter does satisfy (MA4).

Also, if ∆ is an ideal ofΓ, then clearlyA∆ is an ideal ofA.
SetK∗ := K+ \{0} and letA∗

γ := grγA\{0} for everyγ ∈ Γ; for any submonoid∆ ⊂ Γ,
we deduce a sequence of morphisms of integral monoids :

(9.3.6) 1→ K∗ ϕ∆−−→ A∗
∆ → ∆→ 1 whereA∗

∆ :=
⊕

γ∈∆

A∗
γ

(and where the direct sum is formed in the category ofK∗-modules), such that (9.3.6)gp is a
short exact complex of abelian groups; then (MA2) implies that ϕ∆ is saturated (proposition
3.2.31). Also, (MA1) implies that eachA∗

γ is a filtered union of free cyclicK∗-modules, hence
ϕ∆ is also integral. Furthermore, (MA1) and (MA2) imply thatA∗gp

∆ is ∆gp-graded, and

(9.3.7) grγA
∗gp
∆ = A∗

γ ⊗K∗ K× for everyγ ∈ ∆.

(details left to the reader). We shall just writeA∗ andAK instead ofA∗
Γ, and respectivelyAΓ,K .

9.3.8. The inclusion mapA∗ → A is a morphism of (multiplicative) monoids, hence induces
a log structure onX := SpecA (see (6.1.13)). We shall denote

S(A,Γ) := (X, (A∗
X)

log)

the resulting log scheme. Clearly, every morphism(f, ϕ) : (A,Γ)→ (A′,Γ′) of model algebras
induces a morphism of log schemes

S(f, ϕ) : S(A′,Γ′)→ S(A,Γ).

Especially, by lemma 6.1.11(iv), the mapϕΓ yields a saturated morphism

(9.3.9) S(A,Γ)→ S(K+) := S(K+, {1}).

Also, if (K, | · |) → (E, | · |E) is an extension of rank one valued fields, the inclusionA∗ ⊂
(A⊗K+ E+)∗ induces a morphism of log schemes

S(A⊗K+ E+,Γ)→ S(A,Γ)
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for any modelK+-algebra(A,Γ), and we remark that the resulting diagram of log schemes

S(A⊗K+ E+,Γ) //

��

S(A,Γ)

��
S(E+) // S(K+)

is cartesian. Indeed, since (6.1.14) is right exact, it suffices to check that the natural map

A∗ ⊗K∗ E∗ → (A⊗K+ E+)∗

is an isomorphism, which is clear.

Remark 9.3.10.(i) Let (A,Γ) be any modelK+-algebra, and suppose that∆0 ⊂ Γ is a fine and
saturated submonoid, such that∆gp

0 is torsion-free. In this case,∆gp
0 is a free abelian group of

finite rank, hence (9.3.6)gp admits a splittingσ : ∆gp
0 → A∗gp. Then, using (9.3.7) and (MA1),

it is easily seen that the ruleγ 7→ σ(γ) extends to an isomorphism of∆0-gradedK-algebras

K[∆0]
∼→ A∆0,K .

(ii) In the situation of (i), suppose furthermore, thatK is algebraically closed. Pick any
x ∈ K× such thatγ := |x| 6= 1, and let〈γ〉 ⊂ ΓK be the subgroup generated byγ; we define a
group homomorphism〈γ〉 → K× by the rule :γk 7→ xk for everyk ∈ Z. SinceK× is divisible,
the latter map extends to a group homomorphism

(9.3.11) ΓK → K×

and sinceΓK is a group of rank one, it is easily seen that (9.3.11) is a right inverse for the
valuation map| · | : K× → ΓK , whence a decomposition :

K× ∼→ (K+)× ⊕ ΓK .

On the other hand, setA∗
∆0,K

:= A∗
∆0
⊗K∗ K×; from (i) we deduce an isomorphism of∆0-

graded monoids :
A∗

∆0,K
∼→ ∆0 ⊕K×.

Combining these two isomorphisms, we deduce a surjectionτ : A∗
∆0,K

→ (K+)× which is a
left inverse to the inclusion(K+)× → A∗

0. Then, for everyγ ∈ ∆0, let us setCγ := A∗
γ ∩Ker τ ;

there follows a (non-canonical) isomorphism of∆-graded monoids :

A∗
∆0

∼→ (K+)× ⊕ C where C :=
⊕

γ∈∆0

Cγ ⊂ A∗
∆0

and Cgp ≃ ∆gp
0 ⊕ ΓK

(details left to the reader).
(iii) Suppose thatΓgp is torsion-free, andK is still algebraically closed. Let us set :

∆n := {γ ∈ Γ | pnγ ∈ ∆0} for everyn ∈ N.

It is easily seen that∆n is still fine and saturated, and sinceK× is divisible, we may extend
inductively the splittingσ of (i) to a system of homomorphisms

σn : ∆gp
n → A∗gp such that σn+1|∆gp

n
= σn for everyn ∈ N

whence a compatible system of isomorphisms

(9.3.12) K[∆n]
∼→ A∆n,K for everyn ∈ N.

Proceeding as in (ii), we deduce a compatible system of isomorphisms of∆n-graded monoids

A∗
∆n

∼→ (K+)× ⊕ C(n) such thatC(n) ⊂ C(n+1) for everyn ∈ N.

In this situation, notice that thep-Frobenius automorphism ofΓgp restricts to an isomorphism

∆n+1
∼→ ∆n for everyn ∈ N.



FOUNDATIONS OFp-ADIC HODGE THEORY 725

Likewise, sinceΓK is p-divisible, takingp-th powers induces isomorphisms

C(n+1) ∼→ C(n) for everyn ∈ N.

Definition 9.3.13. Let (B,∆) be modelK+-algebra. We say that(B,∆) is small, if the fol-
lowing conditions hold :

(a) grγB is a finitely generatedK+-module for everyγ ∈ ∆.
(b) ∆ = ∆0[1/p] for some fine and saturated submonoid∆0.
(c) ∆0 ×∆ B is a finitely generatedK+-algebra.

Remark 9.3.14. Notice that condition (a) of definition 9.3.13 and axiom (MA1) imply that
grγB is a freeK+-module of rank one, for every small model agebra(B,∆) and everyγ ∈ ∆.
Moreover, actually conditions (b) and (c) (together with axioms (MA1) and (MA2)) imply
condition (a). Indeed, (c), (MA1) and proposition 4.4.16(ii) imply that grγB is a freeK+-
module of rank one, for everyγ ∈ ∆0. Now, in casenγ ∈ ∆0, (MA2) implies thatgrnγB is
generated by an element of the formz = x1 · · ·xn, for certainx1, . . . , xn ∈ grγB. Suppose that
x1 = ay for somea ∈ K+ andy ∈ grγB; thenz is divisible bya in grnγB, soa ∈ (K+)×, i.e.
x1 generatesgrγB. In view of (b), for everyγ ∈ ∆ we may findk ≥ 0 such thatpkγ ∈ ∆0, so
(a) follows.

Remark 9.3.15.Let (B,∆) be any small model algebra, so that conditions (b) and (c) of defi-
nition 9.3.13 are satisfied for some submonoid∆0 ⊂ ∆.

(i) Choose a decomposition∆×
0 = G ⊕ H, whereG is a free abelian group, andH is the

torsion subgroup of∆0; we have an isomorphism

∆0 ≃ Λ⊕H with Λ := ∆♯
0 ⊕G

(lemma 3.2.10), which induces a decomposition :

∆ ≃ Λ[1/p]⊕H
inducing, in turn, an isomorphism of modelK+-algebras :

(B,∆)
∼→ (BΛ[1/p],Λ[1/p])⊗ (BH , H)

(remark 9.3.3(iii)). Notice that bothBΛ andBH are finitely generatedK+-algebras (proposition
4.4.16(i)). In other words, every small model algebra can bewritten as the tensor product of two
small model algebras(B′,∆′) and(B′′,∆′′), such that∆′gp is torsion-free, and∆′′ is a finite
abelian group whose order is not divisible byp.

(ii) For everyn ∈ N, set∆n := {γ ∈ ∆ | pnγ ∈ ∆0}. ThenBn := ∆n ×∆ B is a finitely
generatedK+-algebra for everyn ∈ N. Indeed, in view of (i), it suffices to check the assertion
in case∆gp is a torsion-free abelian group. Now, pick a systemx1, . . . , xk of homogeneous
generators of theK+-algebraB0; by (MA2), for everyi = 1, . . . , k there exists a homogeneous
elementyi ∈ Bn andui ∈ (K+)× such thatuiy

pn

i = xi. Let z ∈ Bn be any homogeneous
element; thenzp

n
= vxt11 · · ·xtkk for somev ∈ K andt1, . . . , tk ∈ N. Sety := yt11 · · · ytkk and

u := ut11 · · ·utkk ∈ K×; thenyp
n
uv = zp

n
, and since∆gp is torsion-free, we deduce thatyw = z

for somew ∈ K+, i.e. the systemy1, . . . , yk generates theK+-algebraBn.
(iii) Suppose that∆ is a finite group whose order is not divisible byp. Then we claim that

B is a finite étaleK+-algebra. Indeed, in view of remark 9.3.3(iii), it suffices to verify the
assertion for∆ a cyclic finite group, say of ordern, with (n, p) = 1; in the latter case, (MA2)
implies thatB ≃ K+[X ]/(Xn − u) for someu ∈ (K+)×, whence the contention.

(iv) Let F ⊂ ∆ be any face. Then(BF , F ) is a small model algebra as well. Indeed, by
(i), it suffices to consider the case where∆gp is a torsion-free abelian group. In this case, set
F0 := F ∩ ∆0; it is easily seen thatF = F0[1/p], andF0 is a fine and saturated monoid, by
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lemma 3.1.20(ii) and corollary 3.2.33(ii). Moreover,BF0 = F0 ×F B∆0 is a finitely generated
K+-algebra, by proposition 4.4.16(i), whence the contention.

(v) Suppose moreover, thatK is algebraically closed, and let(B,∆) be any small model
K+-algebra. Then we have a (non-canonical) isomorphism :

K[∆]
∼→ BK .

To exhibit such an isomorphism, we may – in light of (i) – assume that∆gp is either torsion-
free, or a finite group of order not divisible byp. In the latter case, the assertion follows easily
from (iii). In case∆gp is torsion-free, the sought isomorphism is the colimit of the system of
isomorphisms (9.3.12).

Lemma 9.3.16.Let (A,Γ) be a modelK+-algebra, and denote byF (Γ) the filtered family of
all fine and saturated submonoids ofΓ. We have :

(i) A = colim
∆∈F (Γ)

A∆.

(ii) Suppose thatΓgp is a torsion-free abelian group. ThenA is a normal domain.

Proof. (i) is an immediate consequence of corollary 3.4.1(ii).
(ii): We show first the following :

Claim 9.3.17. Suppose thatΓgp is a torsion-free abelian group. ThenAK is a normal domain.

Proof of the claim. In view of (i), it suffices to show thatA∆,K is a normal domain, when
∆ ⊂ Γ is fine and saturated. The latter assertion follows from remark 9.3.10(i) and theorem
3.4.16(iii). ♦

LetAν be the integral closure ofA in AK ; in view of claim 9.3.17 we are reduced to showing
thatA = Aν . By proposition 4.4.13(ii),Aν is Γ-graded. Suppose now thatx ∈ Aν ; we need to
show thatx ∈ A, and we may assume thatx ∈ grγA

ν for someγ ∈ Γ. Hence, let

xn + a1x
n−1 + · · ·+ an = 0 with a1, . . . , an ∈ A

be an integral equation forx overA. If we replace eachai by its homogeneous component in
degreeiγ, we still obtain an integral equation forx, so we may assume thatai ∈ griγA for
everyi = 1, . . . , n. Then, (MA2) implies that, for everyi = 1, . . . , n there existsui ∈ K+ and
bi ∈ grγA, such that|ui| = 1 andai = uib

i
i. Also, from (MA1) we deduce that there exists

b ∈ grγA such thatb1, . . . , bn ∈ K+b. Sety := b−1x ∈ gr0A ⊗K+ K; clearly y is integral
over the subringgrA0. Lastly, (MA3) shows thaty ∈ K+, whencex ∈ grγA, which proves the
contention. �

Proposition 9.3.18.Let (A,Γ) be a modelK+-algebra, and suppose thatΓK is divisible. Then
(A,Γ) is the filtered union of its small modelK+-subalgebras.

Proof. In view of lemma 9.3.16(i), we see that(A,Γ) is the colimit of the filtered system of its
subobjects(A∆[1/p],∆[1/p]), for ∆ ranging over the fine and saturated submonoids ofΓ. We
may then assume from start thatΓ = Γ0[1/p] for some fine and saturated submonoidΓ0.

Next, in view of remark 9.3.15(i), we may consider separately the cases whereΓgp
0 is a

torsion-free abelian group, and whereΓ = Γ0 is a finite abelian group.
Suppose first thatΓgp

0 is torsion-free, and letγ := (γ1, . . . , γn) be a finite system of generators
for Γ0. For everyi = 1, . . . , n, chooseai ∈ A∗

γi
, and letB(γ, a) ⊂ A be theK+-subalgebra

generated bya := (a1, . . . , an). Clearly the grading ofA induces aΓ0-grading onB(γ, a),
andgrβB(γ, a) is a finitely generatedK+-module for everyβ ∈ Γ0 (proposition 4.4.16(ii)); by
virtue of (MA1), we know thatgrβB(γ, a) is then even a free rank oneK+-module, for every
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β ∈ Γ0. Furthermore,a generates a fine submonoid ofA∗, so – by proposition 3.6.35(ii) – there
exists an integerk > 0 such that

(grkβB(γ, a))n = grnkβB(γ, a) for everyβ ∈ Γ0 and every integern > 0.

Now, for anyβ ∈ Γ, let t > 0 be an integer such thatptβ ∈ Γ0, and pick a generatorb of the
K+-modulegrkptβB(γ, a); in light of (MA2) we may findx ∈ K+ andc ∈ grβA, such that
b = ckp

t
x. SinceΓK is divisible, we may writex = ykp

t
u for somey, u ∈ K+ with |u| = 1.

It is easily seen that theK+-submodule ofgrβA generated bycy does not depend on the
choices ofc, y, t andk; hence we denotegrβC(γ, a) this submodule; a simple inspection shows
that the resultingΓ-gradedK+-module

C(γ, a) :=
⊕

β∈Γ

grβC(γ, a)

is actually aΓ-gradedK+-subalgebra ofA, for which (MA2) holds, and therefore(C(γ, a),Γ)
is a small model algebra. Lastly, it is clear that the family of all such(C(γ, a),Γ), for γ ranging
over all finite sets of generators ofΓ, anda ranging over all the finite sequences of elements of
A as above, form a cofiltered system of subobjects, whose colimit is (A,Γ). This concludes the
proof of the proposition in this case.

Next, suppose thatΓ = Γ0 is a finite abelian group. In view of remark 9.3.3(iii), we are
reduced to the case whereΓ is cyclic, sayΓ = Z/nZ. Fix any generatorγ of Γ, and for every
a ∈ grγA, letC(a) be theK+-subalgebra ofA generated bya; it is easily seen that the colimit
of the filtered family((C(a),Γ) | a ∈ grγA) equals(A,Γ). (Details left to the reader.) �

9.3.19. Suppose now thatK is algebraically closed, let(B,∆) be a small modelK+-algebra,
with ∆gp torsion-free, and write∆ = ∆0[1/p] for some fine and saturated submonoid∆0 such
that theK+-algebraB0 := B∆0 is finitely generated. Let us set

∆n := {γ ∈ ∆ | pnγ ∈ ∆0} Bn := B∆n Yn := SpecBn for everyn ∈ N.

We wish to construct a ladder of log schemes

(9.3.20)

· · · gn+1 // (Yn+1,Mn+1)
gn //

ϕn+1

��

(Yn,Mn)
gn−1 //

ϕn

��

· · · g0 // (Y0,M 0)

ϕ0

��
· · · hn+1 // (S,Nn+1)

hn // (S,Nn)
hn−1 // · · · h0 // (S,N 0)

such that, for everyn ∈ N :

• ϕn is smooth and saturated, andMn admits a chart, given by a∆n-graded fine monoid
P (n), such thatP (n)

0 is sharp, and the inclusion mapP (n)
0 → P (n) is flat and saturated,

and gives a chart forϕn
• the morphism of schemes underlyinghn (resp.gn) is the identity ofS (resp. is induced

by the inclusionBn ⊂ Bn+1)
• the morphismgn admits a chart, given by an injective mapP (n) → ∆n ×∆n+1 P

(n+1)

of ∆n-graded monoids, whose restrictionP (n)
0 → P

(n+1)
0 gives a chart forhn.

This will be achieved in several steps, as follows :
• First, letb1, . . . , bk be a finite system of generators forB0. By remark 9.3.10(ii), we have a

decompositionB∗
0 = (K+)×⊕C for some submonoidC ⊂ B∗

0 , and we may suppose that each
bi lies inC. Let P (0) ⊂ B∗

0 be the submonoid generated byb1, . . . , bk. The restriction of the
surjectionB∗

0 → ∆0 is then still a surjectionπ : P (0) → ∆0. Notice that, for everyx ∈ Ker πgp,
we have eitherx ∈ K+ or x−1 ∈ K+; especially, we may find a finite systemx1, . . . , xn of
generators forKer πgp, such thatxi ∈ K+ for every i = 1, . . . , n. Now, letΣ ⊂ P (0)gp be
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the submonoid generated byx1, . . . , xn; after replacingP (0) by P (0) · Σ, we may assume that
Ker πgp = P

(0)gp
0 , whereP (0)

0 := Ker πgp ∩ P (0) ⊂ K+ is a fine submonoid.
• Next, by theorem 3.6.45, we may find a finitely generated submonoidΣ′ ⊂ P

(0)gp
0 ∩K+

such that the induced morphismP (0)
0 · Σ′ → P (0) · Σ′ is flat. Clearly

P
(0)
0 · Σ′ = Ker πgp ∩ (P (0) · Σ′)

hence, we may replaceP (0) byP (0) ·Σ′, and assume that the morphismP (0)
0 → P (0) is also flat.

• We claim that the mapP (0)
0 → P (0) is also saturated. We shall apply the criterion of

proposition 3.2.31 : indeed, for givenγ ∈ ∆0 and integern > 0, let x (resp.y) be a generator
of theP (0)

0 -moduleP (0)
γ (resp.P (0)

nγ ). Thenx (resp. y) is also a generator of theK+-module
grγB (resp. grnγB), and (MA2) implies that there existsu ∈ (K+)× such thatuy = xn; but

sincex, y ∈ C, we must haveu = 1 therefore(P (0)
γ )n = P

(0)
nγ , as required.

• Next, we claim that the induced map of∆0-gradedK+-algebras

(9.3.21) P (0) ⊗
P

(0)
0
K+ → B0

is an isomorphism. Indeed, sinceP (0) contains a set of generators for theK+-algebraB, the
map (9.3.21) is obviously surjective. However, for everyγ ∈ ∆0, theP (0)

0 -moduleP (0)
γ is free

of rank one (remark 3.2.5(iv)), therefore(P (0) ⊗
P

(0)
0
K+)γ is a freeK+-module of rank one. It

follows easily that (9.3.21) is also injective.
• Now, denote byN 0 (resp.M 0) the fine log structure onS (resp. onX0) deduced from the

inclusion mapP (0)
0 → K+ (resp.P (0) → B0). By lemma 6.1.11(iv), the inclusionP (0)

0 → P (0)

yields a chart for a morphismϕ0 : (Y0,M0) → (S,N 0) that is saturated, as sought. Lastly,
since (9.3.21) is an isomorphism, theorem 6.3.37 shows thatϕ0 is also smooth.
• Next, according to remark 9.3.10(iii), we have a compatiblesystem of decompositions

B∗
n = (K+)× ⊕ C(n) for everyn ∈ N

with C(0) = C, and such that thep-Frobenius induces an isomorphismτn : C(n+1) ∼→ C(n) for
everyn ∈ N. Hence, define inductively an increasing sequence of submonoids

P (0) ⊂ P (1) ⊂ P (2) ⊂ · · · ⊂ B∗ by letting P (n+1) := τ−1
n P (n) for everyn ∈ N.

Clearly, the grading ofB∗ restricts to a∆n-grading onP (n), and induces a∆-grading onP . We
deduce isomorphisms of∆n+1-graded monoids :

(9.3.22) P (n+1) ∼→ ∆n+1 ×∆n P
(n) for everyn ∈ N.

Especially, the induced maps of monoidsP (n)
0 → P (n) are still flat and saturated, andP (n)

0 is
still sharp (remark 9.3.24). The inclusion mapsP (n) → Bn andP (n)

0 → K+ determine an
isomorphism of∆n-gradedK+-algebras

(9.3.23) P (n) ⊗
P

(n)
0

K+ ∼→ Bn for everyn ∈ N

as well as fine log structuresMn onYn, andNn onS, whence a morphism of log schemesϕn :
(Yn,Mn) → (S,Nn) which is again smooth and saturated. This completes the construction of
(9.3.20).

Remark 9.3.24.(i) With the notation of (9.3.19), notice that, by construction,P (n)gp ⊂ C(n)gp;
especially, since∆gp is torsion-free, the same holds forP (n)gp. Likewise, the construction
shows that the induced mapP (n)gp

0 → ΓK is always injective; especially,P (n)gp
0 is a free abelian

group of finite rank, andP (n)
0 is sharp. It follows that theP (n)

0 -moduleP (n)
γ admits a unique
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generatorgγ, for everyγ ∈ ∆n, and the saturation condition for the inclusionP (n)
0 → P (n)

translates as the system of identities :

gkγ = gkγ for everyk ∈ N and everyγ ∈ ∆n.

(ii) Moreover, setP :=
⋃
n∈N P

(n). Notice that the colimit of the maps (9.3.23) is an
isomorphism of∆-gradedK+-algebras

(9.3.25) P ⊗P0 K
+ ∼→ B.

Furthermore, since the natural mapP (n)/P
(n)
0 → ∆ is an isomorphism for everyn ∈ N, we

deduce that the grading ofP induces an isomorphism :

(9.3.26) P/P0
∼→ ∆.

(iii) We also obtain a commutative diagram of log schemes :

(9.3.27)

S(Bn,∆n) //

��

(Yn,Mn)

ϕn

��
S(K+) // (S,Nn)

for everyn ∈ N

whose left vertical arrow is the saturated morphism (9.3.9), and whose bottom (resp. top) arrow
is the identity ofS (resp. ofYn) on the underlying schemes, and is induced by the inclusion
mapP (0)

n → K∗ (resp.P (n) → B∗
n). It is easily seen that (9.3.27) is cartesian : indeed, since

the functor (6.1.14) is right exact, it suffices to check thatthe natural map

P (n) ⊗
P

(n)
0

K∗ → B∗
n

is an isomorphism, which is clear from (9.3.23).
(iv) Notice that the inclusion mapi0 : P

(0)
0 → P (0) is also local; then corollary 3.4.5 yields

a decomposition
ϑ0 : P

(0) ∼→ P (0)× ⊕ P (0)♯

such thatϑ0 ◦ i0 = ι0 ◦ λ♯0, whereι0 : P (0)♯ → P (0)× ⊕ P (0)♯ is the natural inclusion map. By
means of the isomorphisms (9.3.22), we may then inductivelyconstruct decompositions

ϑn : P (n) ∼→ P (n)× ⊕ P (n)♯ for everyn ∈ N

fitting into a commutative diagram

P
(n)
0

in //

i♯n
��

P (n)
jn //

ϑn
��

P (n+1)

ϑn+1

��

P (n)♯
ιn // P (n)× ⊕ P (n)♯

j×n ⊕j♯n // P (n+1)× ⊕ P (n+1)♯

wherein, jn andιn are the natural inclusion maps. Now, set

B′
n := K+[P (n)×] B′′

n := P (n)♯ ⊗
P

(n)
0
K+ for everyn ∈ N

and let∆′
n (resp.∆′′

n) be the image ofP (n)× (resp. ofϑ−1
n P (n)♯) in ∆n; since the grading ofP (n)

induces an isomorphismP (n)/P
(n)
0

∼→ ∆n, we see that∆n = ∆′
n ⊕ ∆′′

n, and by construction,
for everyn ∈ N we have isomorphisms

(Bn,∆n)
∼→ (B′

n,∆
′
n)⊗ (B′′

n,∆
′′
n)

of modelK+-algebras, which identify the inclusionsBn → Bn+1 with the tensor product of
the induced inclusion mapsB′

n → B′
n+1 andB′′

n → B′′
n+1. Furthermore, setY ′

n := SpecB′
n and

Y ′′
n := SpecB′′

n for everyn ∈ N. The induced map of monoidsP (n)♯ → B′′
n determines a fine
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log structureM ′′
n on Y ′′

n , the mapi♯n gives a chart for a smooth and saturated morphism of log
schemes

ϕ′′
n : (Y ′′

n ,M
′′
n)→ (S,Nn)

and there follows an isomorphism of(S,Nn)-schemes (lemma 6.1.4)

(9.3.28) (Yn,Mn)
∼→ Y ′

n ×S (Y ′′
n ,M

′′
n) for everyn ∈ N.

(v) Starting with (9.3.35), we shall consider the strict henselizationBsh of B at a given
geometric pointx of SpecB ⊗K+ κ. In this situation, letx ∈ Y := SpecB be the support of
x, andpx ⊂ B the corresponding prime ideal. Let alsoP be as in (ii), denote byβ : P → B
the natural map deduced from (9.3.25), and setp := β−1px. Moreover, setpn := p ∩ P (n) and
Q(n) := P

(n)
pn for everyn ∈ N; clearlypn ⊂ pn+1 (so the isomorphism (9.3.22) mapspn+1 onto

pn), and therefore

Q(n) ⊂ Q(n+1) for everyn ∈ N.

Furthermore, the image ofQ(n) in ∆gp
n is a localizationΓn of ∆n, especially it is still saturated,

and the maps (9.3.22) extend to isomorphisms ofΓn+1-graded monoids

Q(n+1) ∼→ Γn+1 ×Γn Q
(n) for everyn ∈ N.

It is also clear that thep-Frobenius ofΓn+1 factors through an isomorphismΓn+1
∼→ Γn, for

everyn ∈ N. SetFn := P (n)\pn for everyn ∈ N; notice that, by construction,Fn∩P (n)
0 = {1},

henceFn∩P (n)
γ is either empty or else it contains exactly one element, namely the generatorgγ

of P (n)
γ , by virtue of (i). It follows thatQ(n)

0 = P
(n)
0 for everyn ∈ N, and therefore the inclusion

mapQ(n)
0 → Q(n) is still flat and saturated (lemma 3.2.12(ii)). LetΓ :=

⋃
n∈N Γn; we conclude

thatQ := Pp is aΓ-graded monoid withQ0 = P0, and we may define

Bp := Q⊗Q0 K
+.

The foregoing shows that(Bp,Γ) is still a small model algebra, and we also obtain a ladder of
log schemes with the properties listed in (9.3.19) : namely,setBp,n := Bp,Γn = Q(n) ⊗

Q
(n)
0
K+

for everyn ∈ N, and endowYp,n := SpecBp,n with the log structureMp,n determined by the
induced mapQ(n) → Bp,n. Clearly the geometric pointx lifts uniquely to a geometric pointxp
of Yp := SpecBp, and the localization mapB → Bp induces an isomorphism

Yp(xp)
∼→ Y (x).

Hence, for the study of the schemeY (x), it shall be usually possible to replace the original
small algebraB by its localizationBp thus constructed. In so doing, we gain one more property:
indeed, notice that the new chartQ(n) → Bp,n is local at the geometric pointx, for everyn ∈ N.
Now, choose a compatible system of decompositions

(Yp,n,Mp,n)
∼→ Y ′

p,n ×S (Y ′′
p,n,M

′′
p,n)

as in (iv), and denote byxp,n (resp.x′′p,n) the image ofxp in Yp,n (resp. inY ′′
p,n), for everyn ∈ N.

By inspecting the construction, it is easily seen that the chartQ(n)♯ → B′′
p,n := Q(n)♯ ⊗

Q
(n)
0
K+

is also local atx′′p,n.

9.3.29. Before continuing with the general discussion, letus consider the special case where
∆0 ≃ Z⊕r ⊕ N⊕s, for somer, s ≥ 0. This extra assumption is noteworthy because, on the one
hand it is often verified in practice, and on the other hand, itaffords important simplifications
in the proof of the almost purity theorem. These simplifications rest on the following :
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Proposition 9.3.30.Keep the notation of(9.3.19), and suppose moreover that∆0 ≃ Z⊕r⊕N⊕s,
for somer, s ≥ 0. Then there existsc ∈ P (1)

0 such that

cε(n,m) · TorBni (Bn+m,M) = 0 where ε(n,m) :=
m−1∑

i=0

p−(i+n)

for everyn,m ∈ N, everyi > 0, and everyBn-moduleM .

Proof. For everyn,m ∈ N, let us set

Q(n,m) := P (n) ⊗
P

(n)
0

P
(n+m)
0 and Q(n) := Q(n,n+1).

SoQ(n) is a fine monoid for everyn ∈ N (theorem 3.2.3); moreover, since∆gp
n is torsion-free,

P
(n)gp
0 is a direct summand ofP (n)gp, and we deduce easily thatQ(n)gp is a free abelian group,

whose rank equals the rank ofP (n)gp. Since (9.3.22) restricts to thep-Frobenius map on the
submonoidP (n), it follows that the induced mapQ(n) → P (n+1) is injective, for everyn ∈ N.
Notice also thatP (n+1) is a finitely generatedQ(n)-module : indeed, ifb1, . . . , bk is a finite
system of generators for the monoidP (n+1), then the system

{
k∏

i=1

brii | 0 ≤ r1, . . . , rk < p

}

generatesP (n+1) as aP (n)-module, hence also as aQ(n)-module. Furthermore, from (9.3.23)
we deduce an isomorphism of∆n+m-gradedK+-algebras

(9.3.31) P (n+m) ⊗Q(n,m) Bn
∼→ Bn+m for everyn,m ∈ N.

Claim9.3.32. There existsc ∈ P (1)
0 such that the following holds. For everyn,m ∈ N we may

find a freeQ(n,m)-submoduleL of P (n+m) with

(9.3.33) cε(n,m) · P (n+m) ⊂ L

Proof of the claim.Under our assumptions,∆n+1 is a free∆n-module of rankN := pr+s, for
everyn ∈ N (see theorem 6.5.9). Now, choose a basisγ1, . . . , γN of the free∆0-module∆1.
Consider theQ(0)-linear map

β : (Q(0))⊕N → P (1) e
(0)
i 7→ gγi for i = 1, . . . , N

where(e(n)1 , . . . , e
(n)
N ) is the standard basis of(Q(n))⊕N , andgγ1, . . . , gγN are as in remark 9.3.24.

SinceQ(0) is ∆0-graded, it is easily seen thatβ is injective, thereforeIm(β) is a freeQ(0)-
submodule ofP (1). Say thatx ∈ P (1)

γ is a given element; there existi ≤ N andδ ∈ ∆0 such
thatγ = γi + δ, therefore we may findc ∈ P (1)

0 such thatcx lies in theP (1)
0 -submodule ofP (1)

γ

generated bygγigδ. SinceP (1) is a finitely generatedQ(0)-module, we may then pickc ∈ P (1)
0

such thatcP (1) ⊂ Im(β). Now, setβ0 := β, and define inductively aQ(n)-linear map

βn : (Q(n))⊕N → P (n+1) e
(n)
i 7→ τ−1

n ◦ βn−1(e
(n−1)
i ) for i = 1, . . . , N

for everyn > 0, whereτn : P (n+1) ∼→ P (n) is induced by thep-Frobenius ofP (n+1). Clearly
Im(βn) is a freeQ(n)-module for everyn ≥ 1, and moreover

(9.3.34) c1/p
n · P (n+1) ⊂ Im(βn) for everyn ∈ N.

Next, we construct by induction onm, an injectiveQ(n,m)-linear map

β(n,m) : (Q
(n,m))⊕N

m → P (n+m).
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To this aim, we setβ(n,0) := 1P (n) , for everyn ∈ N. Suppose then, thatm ≥ 0 andβ(n,m) has
already been defined; then we letβ(n,m+1) be the composition

(Q(n,m+1))⊕N
m+1 ϑ⊕N

m

−−−−→ (Q(n+1,m))⊕N
m β(n+1,m)−−−−−−→ P (n+m+1)

where

ϑ := βn ⊗P (n+1)
0

P
(n+m+1)
0 : (Q(n,m+1))⊕N → Q(n+1,m).

Again, one checks thatϑ is injective, by remarking thatQ(n,m) inherits a∆n-grading fromP (n).
A simple inspection and an easy induction onm, starting from (9.3.34), show that (9.3.33) holds
with L := Im(β(n,m)), for everyn,m ∈ N. ♦

We see from claim 9.3.32 that multiplication bycε(n,m) on Bn+m factors through the free
Bn-moduleL⊗Q(n,m) Bn, whence the assertion. �

9.3.35. Let us return to the situation of (9.3.19). Fix a geometric pointx of Y := SpecB,
localized onY ×S Spec κ, and for everyn ∈ N, letxn be the image ofx in Yn. Set

Bsh := OY (x),x and Bsh
n := OYn(xn),xn for everyn ∈ N.

For the next step, we shall apply the method of (8.3.47), to construct a normalized length func-
tion forBsh-modules. To this aim, we need an auxiliary modelK+-algebra, defined as follows.

First, notice that the gradingP → ∆ extends to a morphism of monoids

πQ : PQ → ∆Q

(notation of (3.3.20));i.e. PQ is a ∆Q-graded monoid. SinceK× is a divisible group, the
inclusion mapP0 → K∗ extends to a group homomorphismP gp

Q,0 → K×, and it is easily seen
that the latter restricts to a morphism of monoids

PQ,0 → K∗.

So finally, we may set

A := PQ ⊗PQ,0
K+.

Taking into account (9.3.25), we deduce an isomorphism of∆-gradedK+-algebras

(9.3.36) B
∼→ A∆.

Moreover, arguing as in remark 9.3.10(iii), we get an isomorphism

(9.3.37) K[∆Q]
∼→ AK

fitting into a commutative diagram ofK-algebras

K[∆]
∼ //

��

BK

��
K[∆Q]

∼ // AK

whose top horizontal arrow is the isomorphism of remark 9.3.15(v), and whose right (resp. left)
vertical arrow is deduced from (9.3.36) (resp. is induced bythe natural inclusion∆ ⊂ ∆Q).

Lemma 9.3.38.With the notation of(9.3.35), we have :

(i) PQ,γ is a freePQ,0-module of rank one, for everyγ ∈ ∆Q.
(ii) PQ,0 is a sharp monoid, and the inclusion mapPQ,0 → PQ is flat and saturated.
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Proof. (i): We can writePQ as the colimit of the system of monoids

(P[n]; µP,n,m : P[n] → P[nm] | n,m ∈ N)

such thatP[n] := P (0) for everyn ∈ N, andµP,n,m is them-Frobenius map ofP (0), for every
n,m ∈ N. Likewise, we may write∆Q as colimit of a system of Frobenius endomorphisms
(∆0,[n]; µ∆,n,m | n,m ∈ N), andπQ is the colimit of the corresponding system of maps(π[n] :
P[n] → ∆0,[n] | n ∈ N) whereπ[n] := π for everyn ∈ N. Hence, for anyγ ∈ ∆0 there exists
n ∈ N such thatγ is the image of someγn ∈ ∆0,[n], and

PQ,γ = colim
k∈N

P[nk],kγn = colim
k∈N

Pkγn.

However, we know thatPkγn is free of rank one, generated by a unique elementgkγn; moreover,
the transition mapsµP,n,k sendgγn ontogkγn , for everyk ∈ N (remark 9.3.24). This implies
thatPQ,γ is generated by the image ofgγn , whence (i).

(ii): The flatness follows from (i). Since the inclusion mapP (0)
0 → P (0) is saturated, it is

easily seen that the same holds for the inclusionPQ,0 → PQ. Lastly, the sharpness ofPQ,0 is
likewise deduced from the sharpness ofP

(0)
0 (details left to the reader). �

9.3.39. Lemma 9.3.38(ii) implies that the pair(A,∆Q) fulfills axiom (MA2), and we have
thus our sought auxiliary modelK+-algebra. SincePQ,0 is sharp, thePQ,0-modulePQ,γ admits
a unique generatorgγ, for everyγ ∈ ∆Q. The imagegγ⊗1 of gγ inA is a generator of the direct
summandAγ , which is a freeK+-module of rank one; hence, there exists a uniqueaγ ∈ K such
thatγ ⊗ aγ gets mapped togγ ⊗ 1, under the isomorphism (9.3.37).

After choosing an order-preserving isomorphism (8.3.50),we may define a function

fA : ∆Q → R : γ 7→ log |aγ|.
The inclusionAγ · Aδ ⊂ Aγ+δ translates as the inequality

fA(γ) + fA(δ) ≥ fA(γ + δ) for everyγ, δ ∈ ∆Q.

Likewise, the saturation condition of axiom (MA2) translates as the identity

fA(nγ) = n · fA(γ) for everyγ ∈ ∆Q and everyn ∈ N.

We also fix a (Banach) norm
∆gp

R → R γ 7→ ‖γ‖.
We can then state the following

Lemma 9.3.40.With the notation of(9.3.39), we have :

(i) There exists a∆gp
0 -rational subdivisionΘ of the convex polyhedral cone(∆gp

R ,∆R),
such that

fA(γ + δ) = fA(γ) + fA(δ) for everyσ ∈ Θ and everyγ, δ ∈ σ ∩∆Q.

(ii) Especially, the functionfA is of Lipschitz type, i.e. there exists a real constantCA > 0
such that

|fA(γ)− fA(γ′)| ≤ CA · ‖γ − γ′‖ for everyγ, γ′ ∈ ∆gp
Q .

Proof. (Here,∆gp
R := ∆gp

0 ⊗Z R and∆R ⊂ ∆gp
R is the cone spanned by∆0.) Combining

proposition 3.3.28 and lemma 3.3.33, we find a∆gp
0 -rational subdivisionΘ of ∆R such that

PQ,γ+δ = PQ,γ + PQ,δ for everyσ ∈ Θ and everyγ, δ ∈ σ ∩∆Q.

This means thatgγ · gδ = gγ+δ for everyσ ∈ Θ and everyγ, δ ∈ σ ∩∆Q, whence (i).
(ii): Clearly, for everyσ ∈ Θwe may find a constantCσ such that the stated inequality holds –

withCA replaced byCσ – for everyγ, γ′ ∈ σ∩∆Q. It is easily seen thatCA := max(Cσ | σ ∈ Θ)
will do (details left to the reader). �
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9.3.41. Fixn ∈ N, pick a subdivisionΘ of (∆gp
R ,∆R) as in lemma 9.3.40, and letΘs ⊂ Θ be

the subset of allσ ∈ Θ that span∆gp
R . Also, for everyγ ∈ ∆gp

Q , denote by[γ] the class ofγ in
∆gp

Q /∆
gp
n . For any subsetΣ ⊂ ∆gp

R we let

AΣ := AΣ∩∆Q

(where the right-hand side is defined as in (9.3.5)). In lightof lemma 3.3.26 we obtain a de-
composition ofBn = A∆n = A[0] as sum ofK+-subalgebras :

Bn =
∑

σ∈Θs

A[0]∩σ

and a corresponding decomposition of theBn-moduleA[γ] as sum ofA[0]∩σ-modules

A[γ] =
∑

σ∈Θs

A[γ]∩σ for everyγ ∈ ∆gp
Q .

Lemma 9.3.42.With the notation of(9.3.41)and (9.3.19), the following holds :

(i) There exists an integerN ∈ N independent ofn such that, for everyγ ∈ ∆gp
Q , the

Bn-moduleA[γ] admits a system of generators of cardinality at mostN .
(ii) For everyγ ∈ ∆gp

Q , the coherentOYn-moduleA∼
[γ] associated toA[γ] is ϕn-Cohen-

Macaulay at every point ofYn ×S Spec κ, andSuppA∼
[γ] = Yn.

Proof. (i): According to proposition 3.3.22(ii), for everyσ ∈ Θs and everyγ ∈ ∆gp
Q , the subset

Σσ,γ := ∆gp
n ∩ (σ− γ) is a finitely generated(∆gp

n ∩σ)-module; hence, let us fix a finite system
of generatorsGσ,γ for Σσ,γ . In light of lemma 9.3.40(i) we see that the finite set

G′
σ,γ := {gγ+δ ⊗ 1 | δ ∈ Gσ,γ} ⊂ A

generates theA[0]∩σ-moduleA[γ]∩σ. Consequently, the finite set
⋃
σ∈Θs G

′
σ,γ generates theBn-

moduleA[γ]. On the other hand, sinceS∆gp
n ,σ is a finitely generated∆gp

n -module (proposition
3.3.35(ii)) it is clear that the cardinality ofGσ,γ is bounded by a constantNσ that is independent
of γ, and thenA[γ] is generated by at mostNn :=

∑
σ∈Θs Nσ elements. It remains to show

that the estimate forNn is independent ofn. However, notice that, for everyσ ∈ Θs, the
automorphism of∆gp

Q given by multiplication bypn, induces a natural bijection

S∆gp
n ,σ

∼→ S∆gp
0 ,σ

that sends each∆n-module∆gp
n ∩ (σ − v) onto the∆0-module

∆gp
0 ∩ (σ − pnv) = ∆0 ⊗∆n (∆

gp
n ∩ (σ − v))

(where the extension of scalars∆n → ∆0 is the isomorphism given by the rule :γ 7→ pnγ for
everyγ ∈ ∆n ∩ σ). Thus, we see thatN := N0 will already do.

(ii): Notice the natural isomorphisms ofκ-algebras :

(9.3.43) Bn ⊗K+ κ
∼→ P (n) ⊗

P
(n)
0
κ for everyn ∈ N.

Taking into account lemma 6.7.6, we deduce thatϕn is Cohen-Macaulay at every point of
Yn ×S Spec κ. It follows immediately thatA∼

[γ] is ϕn-Cohen Macaulay for everyγ ∈ ∆gp
Q .

Lastly, sinceA[γ] is a flatK+-module, the support ofA∼
[γ] is the topological closure of the

support of theBn,K-moduleA[γ],K . However, the latter is free (of rank one), hence its support
is Yn,K := SpecBn,K . SinceBn is a flatK+-algebra, the topological closure ofYn,K in Yn is
Yn, whence the contention. �
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9.3.44. Let us chooseN as in lemma 9.3.42(i), and endow the setMN(B
a
n) with the uniform

structure defined in (8.3.72) (relative to the standard setup attached toK+); we consider the
mapping

∆gp
Q →MN(B

a
n) γ 7→ Aa[γ].

Lemma 9.3.45.Keep the notation of(3.3.34)and(8.3.72), and let alsoCA > 0 be the constant
appearing in lemma9.3.40(ii). Then :

(Aa[γ], A
a
[γ′]) ∈ ECA·‖γ−γ′‖·2

for everyΣ ∈ S∆gp
n ,∆R

and everyγ, γ′ ∈ Ω(∆R,Σ) ∩∆gp
Q .

Proof. By inspecting the definitions, we get an isomorphism ofBn-modules

(9.3.46) A[γ]
∼→
⊕

δ∈Σ

{δ ⊗ a ∈ K[∆gp
n ] | log |a| ≥ fA(γ + δ)}

for everyΣ ∈ S∆gp
n ,∆R

and everyγ ∈ Ω(∆R,Σ) ∩ ∆gp
Q . Hence, suppose more generally that

Σ,Σ′ are two elements ofS∆gp
n ,∆R

such thatΣ ⊂ Σ′, and letγ ∈ Ω(∆R,Σ) ∩ ∆gp
Q , γ′ ∈

Ω(∆R,Σ
′) ∩ ∆gp

Q be any two elements; from lemma 9.3.40(ii) we get, for anyb ∈ K+ with
log |b| ≥ CA‖γ′ − γ‖, aBn-linear map

τb,γ′−γ : A[γ] → A[γ′]

which, under the identifications (9.3.46), corresponds to the map given by the rule :δ ⊗ a 7→
δ ⊗ ba for everyδ ∈ Σ and everya ∈ K such thatlog |a| ≥ f(γ + δ). In caseΣ = Σ′, also
τb,γ−γ′ is well defined, and clearly

τb,γ′−γ ◦ τb,γ−γ′ = b2 · 1A[γ′]
τb,γ−γ′ ◦ τb,γ′−γ = b2 · 1A[γ]

whence the contention. �

Remark 9.3.47.Let γ1, γ2, γ′1, γ
′
2 ∈ ∆gp

Q be four elements, and setγ3 := γ1+γ2, γ′3 := γ′1+γ
′
2;

suppose that
∆gp
n ∩ (∆R − γi) ⊂ ∆gp

n ∩ (∆R − γ′i) for i = 1, 2, 3.

With the notation of the proof of lemma 9.3.45, for everyb1, b2 ∈ K+ such that

log |bi| ≥ CA‖γ′i − γi‖ (i = 1, 2)

we obtain a commutative diagram ofBn-linear maps

A[γ1] ⊗Bn A[γ2]
//

τb1,γ′1−γ1
⊗τb2,γ′2−γ2

��

A[γ3]

τb1b2,γ′3−γ3
��

A[γ′1]
⊗Bn A[γ′2]

// A[γ′3]

whose horizontal arrows are the restrictions of the multiplication map of theBn-algebraB : the
detailed verification shall be left as an exercise for the reader.

Theorem 9.3.48.In the situation of(9.3.35), theK+-algebraBsh is ind-measurable.

Proof. First, notice that, for everyk ≥ 0, the inclusion mapBn → Bn+k induces a radicial
morphismBn ⊗K+ κ→ Bn+k ⊗K+ κ, and therefore also an isomorphism ofBn+k-algebras

(9.3.49) Bsh
n ⊗Bn Bn+k

∼→ Bsh
n+k

([33, Ch.IV, Prop.18.8.10]). Notice as well, thatBsh
n is a measurableK+-algebra (see definition

8.3.3(ii)), hence we have a well defined normalized length functionλn on isomorphism classes
of Bsh

n -modules, characterized as in theorem 8.3.30. Thus, our task is to exhibit a sequence
(dn | n ∈ N) of normalizing factors fulfilling conditions (a) and (b) of definition 8.3.51, for
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the directed system(Bsh
n | n ∈ N), whose colimit isBsh. To this aim, letM be any object of

Bsh
n -Modcoh,{s}; in view of (9.3.49), we need to estimate

λk+n(Bk+n ⊗Bn M) = λk+n


 ⊕

[γ]∈∆gp
k+n/∆

gp
n

A[γ] ⊗Bn M


 .

To this aim, let us introduce the function

lM : ∆gp
Q → R γ 7→ λn(A[γ] ⊗Bn M).

Claim 9.3.50. Let Σ be as in lemma 9.3.45, setJ := AnnBsh
0
(M/mM), and suppose thatM

admits a generating set of cardinalityk. Then the restriction oflM to Ω(∆R,Σ) ∩ ∆gp
Q is of

Lipschitz type, i.e. there exists a real constantC ′
A > 0 independent ofn, Σ andM such that

|lM(γ)− lM(γ′)| ≤ C ′
A · k · lengthBsh

n
(Bsh

n /JB
sh
n ) · ‖γ − γ′‖

for everyγ, γ′ ∈ Ω(∆R,Σ) ∩∆gp
Q .

Proof of the claim.Let I ⊂ Bsh
0 be any finitely generatedmBsh

n
-primary ideal contained in the

annihilator ofM . Also, letN ′ be the cardinality of a finite set of generators for theBsh
n -module

M , andN the constant provided by lemma 9.3.42(i); clearlyA[γ] ⊗Bn M admits a system of
generators of cardinality≤ NN ′, for everyγ ∈ ∆gp

Q . Furthermore, an argument as in the proof
of [36, Lemma 2.3.7(iv)] shows that the induced mapping

MN(Bn)→MNN ′(Bsh
n /IB

sh
n ) L 7→ L⊗B0 M

is of Lipschitz type; more precisely, it sends the entourageEr into E2r, for everyr ∈ R>0

(details left to the reader). Then the claim follows by combining lemmata 8.3.73 and 9.3.45.♦

From proposition 3.3.35(iv), we see that, for everyΣ ∈ S∆gp
n ,∆R

, the subsetΩ(∆R,Σ) ∩∆gp
Q

is dense inΩ(∆R,Σ); taking into account claim 9.3.50, it follows thatlM extends (uniquely) to
a function∆gp

R → R, whose restriction to everyΩ(∆R,Σ) is continuous and still satisfies the
same Lipschitz type estimate. Notice thatlM descends to a function on the torus

lM : Tn := ∆gp
R /∆

gp
n → R.

Hence, setr := rkZ∆
gp
0 , let us fix a basise1, . . . , er for the freeZ-module∆gp

0 , and define

Ωn :=

{
r∑

i=1

tiei | −
1

2pn
≤ ti <

1

2pn
for i = 1, . . . , r

}

soΩn ⊂ ∆gp
R is a fundamental domainfor the lattice∆gp

n ; in view of theorem 8.3.30(ii.b), we
reach the following identity :

λk+n(Bk+n ⊗Bn M) =
1

[κ(Bsh
k+n) : κ(B

sh
n )]
·

∑

γ∈∆gp
k+n∩Ωn

lM(γ).

Now, set

(9.3.51) dn := pnr · [κ(Bsh
n ) : κ(Bsh

0 )]−1 for everyn ∈ N.

We claim that(dn | n ∈ N) is a suitable sequence of normalizing factors forBsh. Indeed,
recall thatΩ(∆R,Σ) is linearly constructible for everyΣ ∈ S∆gp

0 ,∆R
(proposition 3.3.35(iii)),

especially, the bounded functionlM is continuous outside a subset of∆gp
R of (Riemann) measure

zero, hence it is integrable on every bounded measurable subset of∆R. It follows that lM is
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integrable relative to the invariant measuredµn onTn of total volume equal to1; lastly, a simple
inspection yields

λ(B ⊗Bn M) := lim
k→+∞

d−1
k+n · λk+n(Bk+n ⊗Bn M) = d−1

n

∫

Tn

lMdµn

which shows that condition (a) of definition 8.3.51 holds forthis choice of normalizing factors.
In order to check condition (b), set∆R(ρ) := {v ∈ ∆R | ‖v‖ ≤ ρ} for everyρ > 0. Notice

that the automorphism of∆gp
R given by multiplication bypn restricts to a bijection

Ω(∆R,∆n)
∼→ Ω(∆R,∆0) for everyn ∈ N.

Then, by claim 3.3.40, we see that there existsρ0 such that

(9.3.52) ∆R(p
−nρ0) ⊂ Ωn ∩ Ω(∆R,∆n) for all n ∈ N.

Especially, for everyρ ≤ ρ0 we may regard∆R(p
−nρ) as a measurable subset ofTn, whose

measureVol(ρ) is strictly positive and independent ofn.

Claim 9.3.53. Let I ⊂ Bsh
0 be any finitely generatedmBsh

0
-primary ideal. Then there exists a

real constantCI > 0 such that

d−1
n · lengthBsh

n
(Bsh

n /(I +m)Bsh
n ) ≤ CI for everyn ∈ N.

Proof of the claim.On the one hand, we may writeBsh
n as the direct sum of theBsh

0 -modules
A[γ]∩∆Q

⊗B0 B
sh
0 , for γ ranging over the elements of∆gp

n /∆
gp
0 . There areprn such direct sum-

mands, and each of them admits a generating system of cardinality ≤ N , whereN is the
constant provided by lemma 9.3.42(i). It follows that

lengthBsh
0
(Bsh

n /(I +m)Bsh
n ) ≤ Nprn · lengthBsh

0
(Bsh

0 /(I +mBsh
0 )).

On the other hand, say thatl := lengthBsh
n
(Bsh

n /(I+m)Bsh
n ); this means that may find a filtration

of Bsh
n /(I + m)Bsh

n of lengthl, consisting ofBsh
n -submodules, whose graded subquotients are

all isomorphic toκ(Bsh
n ). Given such a filtration, we easily obtain a filtration ofBsh

n /(I+m)Bsh
n

of lengthl · [κ(Bsh
n ) : κ(Bsh

0 )], consisting ofBsh
0 -submodules, whose graded subquotients are

all isomorphic toκ(Bsh
0 ). Therefore

l · [κ(Bsh
n ) : κ(Bsh

0 )] = lengthBsh
0
(Bsh

n /(I +m)Bsh
n )

whence the claim. ♦

Now, fix ε > 0, and suppose there is given a finitely generatedmBsh
0

-primary idealI ⊂ Bsh
0 ,

and a surjection of finitely presentedBsh
n /IB

sh
n -modulesM → M ′, generated byk elements,

such that
d−1
n · (λn(M)− λn(M ′)) > ε.

SetC(I, k) := 2kC ′
ACI , whereC ′

A andCI are as in claims 9.3.50 and 9.3.53; since

lM(0)− lM ′(0) = λn(M)− λn(M ′)

we may estimate :

|λ(Bsh ⊗Bsh
n
M)− λ(Bsh ⊗Bsh

n
M ′)| ≥ d−1

n ·
∫

∆R(p−nρ)

(lM − lM ′)dµn

≥Vol(ρ) · (d−1
n (lM(0)− lM ′(0))− C(I, k) · p−nρ)

≥Vol(ρ) · (ε− C(I, k) · ρ)
for everyρ ≤ ρ0. Therefore, if we set

ρ(k, ε, I) := min{ρ0, 2−1C(I, k)−1ε}
it is easily seen that the sought condition (b) holds withδ(k, ε, I) := 2−1 ·Vol(ρ(k, ε, I)) ·ε. �
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9.4. Almost purity : the case of model algebras.In this section we prove the almost purity
theorem for (henselizations of) model algebras. The general outline of the proof is the same
as that for smoothK+-algebras; however, all of the various ingredients have to be tweaked a
little to make them work with model algebras. We keep the notation of (9.3.35) throughout this
section.

9.4.1. LetM be an almost finitely presented(Bsh)a-module; recall (lemma 8.3.67(ii)) that a
submoduleM ′ ⊂ M supported ats(Bsh) vanishes if and only if its normalized length vanishes.
In the proof of almost purity for model algebras, we shall encounter certain modules that are not
necessarily almost finitely presented; hence, our first taskis to extend this vanishing criterion
to a suitable class ofBsh-modules. Since the same idea shall be applied again in section 9.6,
we shall introduce a convenient framework – more general than what is required for our present
needs – wherein the method can be applied.

Thus, supposeR• := (Rn | n ∈ N) is a system of rings, whose transition maps are injective
ring homomorphisms, and such thatRm is a finitely presentedRn-module, for everym ≥ n;
denote byR the colimit of the systemR•. Fix an integern ∈ N, and letCn be a full subcategory
of the categoryRn-Modfp of finitely presentedRn-modules, such that

• Ob(Cn) containsBm, for everym ≥ n
• Cn is closed under finite direct sums.

Let also
Tn : Cn → Rn-Modfp

be anRn-linear functor. The latter condition means that the induced map

HomCn(M,N)→ HomRn(TnM,TnN)

is Rn-linear, for all objectsM,N of Cn. For everyb ∈ Rn, and everyRn-moduleM , let
bM := b · 1M ; sinceTn1M = 1TnM , we deduce that

(9.4.2) Tn(bM) = bTnM for everyb ∈ Rn andM ∈ Ob(Cn).

It also follows thatTn commutes with finite direct sums; recall the standard argument : if
M =M1⊕· · ·⊕Mk, the natural injectionsei :Mi →M and surjectionsπj :M → Mj satisfy
the identities

k∑

i=1

ei ◦ πi = 1M πi ◦ ej =
{

1Mi
if i = j

0 otherwise.

Then the mapsTn(ei), Tn(πj) satisfy the corresponding identites, and the latter yield adecom-
positionTnM = TnM1 ⊕ · · · ⊕ TnMk. Moreover, for every objectM of Cn we have a natural
Rn-linear map

ψM :M ⊗Rn TnRn → TnM

obtained as follows. Anym ∈M induces aRn-linear mapµm : Rn →M by the rule :b 7→ bm
for everyb ∈ Rn; whence a pairing

M × TnRn → TnM : (m, x) 7→ Tnµm(x) for everym ∈M andx ∈ TnRn.

TheRn-linearity ofTn easily implies that the latter pairing isRn-bilinear, so it factors through
a unique mapψM as sought. Furthermore, a simple inspection shows that any morphismf :
M → N in Cn induces a commutative diagram :

(9.4.3)

M ⊗Rn TnRn
ψM //

f⊗RnTnRn
��

TnM

Tnf

��
N ⊗Rn TnRn

ψN // TnN.
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9.4.4. For any integerm ≥ n, denote byϕn,m : Rn → Rm the transition map; let nowM
be a finitely presentedRm-module, such thatϕ∗

n,mM is an object ofCn. Then we may endow
Tn(ϕ

∗
n,mM) with a naturalRm-module structure; namely, we have an inducedRn-linear map

Rm → EndRn(Tn(ϕ
∗
n,mM)) : b 7→ Tn(b · 1M).

Denote byTmM the resultingRm-module; taking (9.4.2) into account, it is easily seen that

ϕ∗
n,mTmM = Tn(ϕ

∗
n,mM).

Since bothTn(ϕ∗
n,mM) andRm are finitely presentedRn-modules, we conclude thatTmM is

a finitely presentedRm-module (details left to the reader). LetCm be the full subcategory of
Rm-Modfp consisting of thoseRm-modulesM such thatϕ∗

n,mM lies in Cn. Summing up, for
everym ≥ n we have obtained anRm-linear functor

Tm : Cm → Rm-Modfp

and ifp ≥ m ≥ n, we have an essentially commutative diagram of functors :

Cp
Tp //

��

Rp-Modfp

��
Cm

Tm // Rm-Modfp

whose vertical arrows are the restriction of scalars. Furthermore, a simple inspection shows that

(9.4.5) ψRm(b⊗ b′) = b · Tnϕn,m(b′) for everym ≥ n, everyb ∈ Bm andb′ ∈ Bn.

Definition 9.4.6. From the discussion of (9.4.1), it follows easily that

TR := colim
m≥n

TnRm = colim
m≥n

TmRm

carries a naturalR-module structure. With this notation :

(i) We say thatTR is theR-module presented byTn.
(ii) Let M be anR-module; we say thatM is presentableif there existsn ∈ N and a

functorTn as in (9.4.1), such thatM is isomorphic to theR-module presented byTn.
(iii) Let (V,m) be any basic setup, and suppose thatR is aV -algebra. LetM be anRa-

module (for the almost structure given by(V,m)). We say thatM is presentable, if
there exists a presentableR-moduleN with an isomorphismM

∼→ Na ofRa-modules.
(iv) In the situation of (iii), denote byP(Ra) ⊂M (Ra) the subset of isomorphism classes

of all presentableRa-modules (notation of [36, Def.2.3.1(ii)]), andP(Ra) the topo-
logical closure ofP(Ra) in M (Ra). Let M be anRa-module. We say thatM is
almost presentableif the isomorphism class ofM lies inP(Ra).

Example 9.4.7.In this section, we shall be concerned exclusively with the following special
case of the general situation contemplated in (9.4.1). For any fixed integern ∈ N, we shall take
Cn to be the smallest full subcategory ofBsh

n -Modcoh (notation of definition 4.3.26) such that :

• Cn contains theBsh
n -moduleAsh

[γ] := A[γ] ⊗Bn Bsh
n , for everyγ ∈ ∆gp (notation of

(9.3.41))
• Cn is closed under finite direct sums.

Especially,Cn containsBsh
m , for everym ≥ n, as required, and the notion of presentableBsh-

module is well defined. Moreover, we shall consider exclusively the almost structure arising
from the standard setup attached toK+ (see [36,§6.1.15]), so the presentable and almost pre-
sentable(Bsh)a-modules are defined for this structure.
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Remark 9.4.8. With the notation of definition 9.4.6, we have :
(i) Clearly,TR is also theR-module presented byTm, for everym ≥ n.
(ii) Every finitely presentedR-moduleM is presentable. Indeed, we may findn ∈ N and a

finitely presentedRn-moduleMn with an isomorphism ofR-modulesM
∼→ R ⊗Rn Mn. Then

pick any full subcategoryCn of Rn-Modfp as in (9.4.1), and letTn be the functor given by the
rule :N 7→Mn ⊗Rn N for everyN ∈ Ob(Cn). ClearlyTR =M , whence the contention.

(iii) It follows immediately from (ii) that, in the situation of definition 9.4.6(iii,iv) every
almost finitely presentedRa-module is almost presentable.

(iv) In the special case of example 9.4.7, suppose furthermore that∆0 ≃ Z⊕r ⊕ N⊕s for
somer, s ≥ 0. In this case, we claim that the converse of (iii) holds : every almost presentable
(Bsh)a-module is almost finitely presented. Indeed, suppose thatM is presented by theBsh

n -
linear functorTn; it suffices to show thatMa is an almost finitely presented(Bsh)a-module.
However, from claim 9.3.32, we see that, for everym ≥ 0, there exists a freeBsh

n -moduleL
of finite rank, and an injectiveBsh

n -linear mapL → Bsh
n+m whose cokernel is annihilated by

the constantcε(n,m) of (9.3.33). SinceψL is clearly an isomorphism, it follows easily that both
kernel and cokernel ofψBsh

n+m
are annihilated bycε(n,m). Let

ψBsh : Bsh ⊗Bsh
n
TnB

sh
n → TBsh =M

be the colimit of the system of maps(ψBsh
n+m
|m ≥ 0); it follows that both kernel and cokernel

of ψBsh are annihilated byc2/p
n
. Sincen is arbitrary, the claim follows.

(v) Whereas the tensor product of two almost finitely presentedRa-modules is still almost
finitely presented, it is not clear whether the tensor product of two almost presentableRa-
modules is again almost presentable (not even in the specialcase of example 9.4.7). This defi-
ciency will force us to take a rather long detour in the final step of the proof of almost purity.
On the other hand, the problem obviously disappears if we arein the situation contemplated in
(iv) : see remark 9.4.23.

(vi) Likewise, suppose thatf :M1 →M2 is aRa-linear morphism, withM1 andM2 almost
presentable; then it is not clear whetherCoker f andKer f are almost presentable.

Lemma 9.4.9.LetM be an almost presentable(Bsh)a-module. Then there existsb ∈ K+ \ {0}
such that

AnnM(b) = AnnM(c) for everyc ∈ K+b \ {0}.
Proof. For anyn ∈ N, let Ωn ⊂ ∆gp

R be a fundamental domain for∆gp
n , as in the proof of

theorem 9.3.48. By assumption, for everyb ∈ m there exists a presentableBsh-moduleN , and
a morphismM → Na whose kernel is annihilated byb. We are then easily reduced to showing
the corresponding assertion forNa, so we may assume thatM is presentable, say

M = (TBsh)a =
⊕

[γ]∈∆gp/∆gp
n

(TnA
sh
[γ])

a =
⊕

γ∈Ωn∩∆gp

(TnA
sh
[γ])

a

for somen ∈ N and some functorTn as in (9.4.1). For everyΣ ∈ S∆gp
n ,∆R

(Ωn) such that
Ωn ∩ Ω(∆R,Σ) ∩∆gp 6= ∅, fix an elementγΣ in the latter subset (notation of (3.3.34)). Notice
that the norm‖·‖ is bounded onΩn; by lemma 9.3.45, it follows that we may findb ∈ K+ \{0}
such that the following holds. For everyγ ∈ Ωn ∩∆gp there existsΣ ∈ S∆gp

n ,∆R
(Ωn) with

(Aa[γ], A
a
[γΣ]

) ∈ Elog |b|.

Especially, there exists aBsh
n -linear mapAsh

[γ] → Ash
[γΣ] whose kernel is annihilated byb. Then,

sinceS∆gp
n ,∆R

(Ωn) is a finite set, we are reduced to showing the corresponding vanishing as-
sertion for the torsion in theBsh

n -modulesTnAsh
[γΣ]. However, the latter are finitely presented

Bsh
n -modules, so the contention is easily deduced from corollary 5.7.24(ii). �
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Proposition 9.4.10.Let M be an almost presentable(Bsh)a-module,N ⊂ M a submodule
supported ats(Bsh), and suppose thatλ(N) = 0. ThenN = 0.

Proof. We have to show thatax = 0 for everya ∈ m and everyx ∈ N!. However, letb ∈ m
such thata ∈ b2K+; by assumption, there existsn ∈ N and aBsh

n -linear functorTn as in
(9.4.1), with a(Bsh)a-linear morphismM → (TBsh)a whose kernel is annihilated byb. Let
h :M! → TBsh be the inducedBsh-linear map; it then suffices to show thath(x) is annihilated
by b. We may then assume from start thatM = (TBsh)a, N = (Bshx)a for somex ∈ TBsh,
andλ(Bshx) = 0. After replacingn by a possibly larger integer, we may also assume that
x ∈ TnBsh

n (see remark 9.4.8(i)). According to lemma 8.3.57(i), we have

(9.4.11) lim
k→∞

d−1
n+k · λn+k(Bsh

n+kx) = 0.

For every[γ] ∈ ∆gp
n+k/∆

gp
n , setAsh

[γ]x := TnA
sh
[γ] ∩Bsh

n+kx. Clearly

Bsh
n+kx =

⊕

[γ]∈∆gp
n+k/∆

gp
n

Ash
[γ]x.

For everyρ ∈ R>0, define∆R(ρ) as in the proof of theorem 9.3.48, and pickρ0 > 0 such that
(9.3.52) holds. By lemma 9.3.45, there existsb ∈ K+ such that(A[γ], Bn) ∈ E|b| for every
γ ∈ ∆R(p

−nρ0) ∩ ∆gp. It follows easily that, for everyγ ∈ ∆R(p
−nρ0) ∩ ∆gp, we may find

Bsh
n -linear maps

Ash
[γ]

f //
Bsh
ng

oo such that g ◦ f = b · 1Ash
[γ]

and f ◦ g = b · 1Bsh
n
.

Say thatγ ∈ ∆gp
m for somem ≥ n; in view of (9.4.3), we get a commutative diagram :

Bsh
m ⊗Bsh

n
TnB

sh
m

ψ
Bsh
m

��

Ash
[γ] ⊗Bsh

n
TnB

sh
n

j[γ]oo
f⊗TnBsh

n //

ψ
Ash
[γ]

��

TnB
sh
n

g⊗TnBsh
n

oo

TnB
sh
m

TnA
sh
[γ]

Tnj[γ]oo
Tnf //

TnB
sh
n

Tng
oo

wherej[γ] : Ash
[γ] → Bsh

m is the inclusion map. From this and from (9.4.5), a simple inspection
shows thatTnf andTng restrict toBsh

n -linear maps

Ash
[γ]x

f ′ //
Bsh
n x

g′
oo

whose compositions both ways are againb · 1 (details left to the reader). Thus,

λn(bB
sh
n x) ≤ λn(f

′Ash
[γ]x) ≤ λn(A

sh
[γ]x) for everyγ ∈ ∆R(p

−nρ0) ∩∆gp.

If r := rkZ∆
gp
n , we deduce the lower bound

d−1
n+k · λn+k(Bsh

n+kx) ≥ d−1
n p−kr · λn(bBsh

n x) · cn+k
wherecn+k is the cardinality of∆R(p

−nρ0) ∩∆gp
n+k. Taking the limit fork →∞, we obtain

lim
k→∞

dn+k · λn+k(Bsh
n+k) ≥ d−1

n · λn(Bsh
n bx) · Vol(ρ0)

whereVol(ρ0) is the measure of∆(ρ0) (see the proof of theorem 9.3.48). Comparing with
(9.4.11), we conclude thatλn(Bsh

n bx) = 0. From theorem 8.3.62(iii) it follows thatbx = 0, as
required. �

Proposition 9.4.12.Every almost presentable(Bsh)a-module supported ats(Bsh) has almost
finite length.
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Proof. Let M be such a module, andb ∈ m any element; we have to show thatλ(bM) ∈ R.
Pick a ∈ m such thatb ∈ K+a2; by definition, we may find a presentable(Bsh)a-moduleM ′

with (Bsh)a-linear maps

M ′
f //

M
g

oo such that g ◦ f = a · 1M ′ and f ◦ g = a · 1M .

Say thatM ′ = (TBsh)a, for somen ∈ N and some functorTn on a categoryCn as in (9.4.1);
setXn := SpecBsh

n , Z := {s(Bsh
n )} ⊂ Xn, and for everyBsh

n -moduleN , let N∼ be the
quasi-coherentOX-module arising fromN .

Claim 9.4.13. For every finitely presentedBsh
n -moduleN , theBsh

n -submoduleΓZN∼ is also
finitely presented.

Proof of the claim.We may find a local, essentially étaleBn-algebra(C,mC), and a finitely
presentedC-moduleN0 with an isomorphismN0 ⊗C Bsh

n
∼→ N . SetW := SpecC, ZW :=

{mC}, and letN∼
0 be the quasi-coherentOW -module arising fromN0. From corollary 5.7.24,

we see thatΓZWN
∼
0 is a finitely generatedC-module. On the other hand, letϕ : Xn → W be

the natural morphism; sinceϕ is flat,ZW is constructible andZ = ϕ−1ZW , the induced map

Bsh
n ⊗C ΓZWN

∼
0 → ΓZN

∼

is an isomorphism (lemma 5.4.16(iii)). HenceΓZN∼ is a finitely generatedBsh
n -module. To

conclude, it suffices to recall thatBsh
n is a coherent ring (see definition 8.3.3(i)). ♦

In view of claim 9.4.13, we may consider the functor

T ′
n : Cn → Bsh

n -Modcoh M 7→ ΓZ(TnM)∼

which is again of the type considered in (9.4.1), so we may defineM ′′ := (T ′Bsh)a. Clearlyg
factors through a mapg′ : M → M ′′, and iff ′ : M ′′ → M is the restriction off , we still have
f ′ ◦ g′ = a1M andg′ ◦ f ′ = a1M ′′ . We are then easily reduced to showing thatλ(aM ′′) < +∞.
Hence, we may replaceTn byT ′

n and assume from start thatM = P a, whereP is aBsh-module
supported ats(Bsh) and presented byTn. In this case, theorem 8.3.62(i) implies that

λ(bM) = lim
k→∞

λ(Bsh · bTn+kBsh
n+k)

and lemma 8.3.57(i) says that

λ(Bsh · bTn+kBsh
n+k) = lim

j→∞
d−1
n+k+j · λn+k+j(Bsh

n+k+j · bTn+kBsh
n+k).

We conclude that

(9.4.14) λ(bM) ≤ lim inf
k→∞

d−1
n+k · λn+k(bTn+kBsh

n+k).

Now, for anyN ∈ N, let ΩN be the fundamental domain for∆gp
N defined as in the proof of

theorem 9.3.48; we may chooseN large enough, so thatCA · ‖γ‖ < log |b| for everyγ ∈ ΩN ,
whereCA is the constant appearing in lemma 9.3.40(ii). Then, for every δ ∈ Ωn ∩ ∆gp

N and
everyΣ ∈ S∆gp

n ,∆R
(δ + ΩN ) such that

Ωδ,Σ := (δ + ΩN) ∩ Ω(∆R,Σ) ∩∆gp 6= ∅

let us pick someγδ,Σ ∈ Ωδ,Σ. By lemma 9.3.45, for everyγ ∈ Ωδ,Σ we may findBsh
n -linear

maps

Ash
[γ]

f // Ash
[γδ,Σ]

g
oo such that g ◦ f = b · 1Ash

[γ]
and f ◦ g = b · 1A[γδ,Σ]

whence :

λn(b · TnAsh
[γ]) ≤ λn(ImTnf) ≤ λn(TnA[γδ,Σ]) for everyγ ∈ Ωδ,Σ.
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Since bothΩn ∩∆gp
N andS∆gp

n ,∆R
(δ + ΩN ) are finite sets (proposition 3.3.35(i)), we conclude

that there exists a real constantC > 0 such that

λn(b · TnAsh
[γ]) ≤ C for everyγ ∈ ∆gp.

Setr := rkZ∆
gp
0 ; we deduce that

λn+k(bTn+kB
sh
n+k) = d−1

n · p−rk ·
∑

γ∈Ωn∩∆
gp
n+k

λn(b · TnAsh
[γ]) ≤ d−1

n · C.

Comparing with (9.4.14), the proposition follows. �

9.4.15. Now, letπ ∈ m be any element with|π|p ≥ |p|; our next task is to examine the
behaviour of normalized lengths forBsh/πBsh-modules under Frobenius. To ease notation, for
anyn ∈ N we letΦn := ΦBsh

n
andΦ := ΦBsh (see (8.5)). To begin with, [36, Th.3.5.13(ii)]

implies that
Φn = 1Bsh

n
⊗Bn ΦBn .

On the other hand, notice that

ΦBn = pP (n) ⊗
P

(n)
0

ΦK+ : P (n) ⊗
P

(n)
0

K+/πK+ → P (n) ⊗
P

(n)
0
K+

(Φ)

wherepP (n) is thep-Frobenius map ofP (n); the latter factors through an isomorphismP (n) ∼→
P (n−1), andΦK+ is an isomorphism as well (recall thatK is algebraically closed). HenceΦBn
factors through an isomorphismBn/πBn

∼→ Bn−1,(Φ), and taking into account (9.3.49), we
deduce thatΦn factors as the composition of an isomorphism

Ψn : Bsh
n /πB

sh
n

∼→ Bsh
n−1,(Φ)

and the natural inclusion mapBsh
n−1,(Φ) → Bsh

n,(Φ). Therefore

Φ = colim
n∈N

Φn

is an isomorphism. The mapΨn can be further analyzed as a composition :

Bsh
n /πB

sh
n

1
Bsh
n

⊗K+ΦK+

−−−−−−−−−→ Rn := Φ∗
K+(Bsh

n /πB
sh
n )

Ψn−−→ Bsh
n−1,(Φ)

whereΨn is an isomorphism ofK+-algebras (cp. (8.5.1)). Clearly, bothRn andBsh
n−1,(Φ)

are measurableK+-algebras (with theK+/πpK+-algebra structure fixed in (9.2.3)). The first
observation is the following :

Lemma 9.4.16.LetM be anyBsh
n /πB

sh
n -module supported ats(Bsh

n ). Then

λn−1(Ψ
∗
nM) = p · λn(M).

Proof. SinceΨn is an isomorphism ofK+-algebras, it suffices to show that

λRn(Φ
∗
K+M) = p · λn(M)

for everyBsh
n /πB

sh
n -moduleM supported ats(Bn). Also, sinceΦK+ is an isomorphism, we

may invoke theorem 8.3.62(i) to reduce to the case whereM is a finitely presented module
supported ats(Bsh

n ). Next, by claim 8.3.34 we may further assume thatM is a flatK+/aK+-
module, for somea ∈ m such that|a| ≥ |π|. In this case,Φ∗

K+M is a flatK+
(Φ)/aK

+
(Φ)-module,

i.e. a flatK+/apK+-module. SetM := M ⊗K+ κ; it is easily seen that(Φ∗
K+M) ⊗K+ κ =

Φ∗
K+M , so we may compute using theorem 8.3.30(iii.b)

λn(M) = log |a| · lengthBsh
n
(M) λRn(Φ

∗
K+M) = log |ap| · lengthRn(Φ∗

K+M).
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The assertion is then reduced to the identity

lengthBsh
n
(M) = lengthRn(Φ

∗
K+M)

which is obvious. �

Proposition 9.4.17.LetM be anyBsh/πBsh-module supported ats(Bsh). Then :

λ(Φ∗M) = pd · λ(M) whered := dimBsh.

Proof. Notice first that we have a commutative diagram of ring homomorphisms

Bsh
n /πB

sh
n

Ψn //

��

Φn

**UUUUUUUUUUUUUUUUUUUUU
Bsh
n−1,(Φ)

��

Bsh
n+1/πB

sh
n+1 Ψn+1

// Bsh
n,(Φ)

for everyn ∈ N

whose vertical arrows are the natural inclusion maps. Setr := rkZ∆
gp
0 .

Claim 9.4.18. [κ(Bsh
n+1) : κ(B

sh
n )] = pr−d+1 for everyn ∈ N.

Proof of the claim.Let xn ∈ Yn be the support ofxn (notation of (9.3.35)), and denote by
Zn the topological closure of{xn} in Yn. It has already been remarked that the inclusion map
Bn⊗K+ κ→ Bn+1⊗K+ κ is radicial; especially, the residue field extensionκ(xn)→ κ(xn+1) is
purely inseparable, and indeed – arguing as in (9.4.15) – we easily see that the image ofκ(xn)
in κ(xn+1) is the subfieldκ(xn+1)

p. On the other hand, from (9.3.49) we deduce that

κ(Bsh
n+1) = κ(Bsh

n ) · κ(xn+1)

and sinceκ(Bsh
n ) is a separable extension ofκ(xn), it follows that

[κ(Bsh
n+1) : κ(B

sh
n )] = [κ(xn+1) : κ(xn)] = [κ(xn+1) : κ(xn+1)

p].

From (9.3.43) we deduce that

tr. deg(κ(xn)/κ) = dimκ[∆n]− dimZn = r − d+ 1

([31, Ch.IV, Prop.5.2.1] and lemma 5.8.8(v)). Now, sinceκ is algebraically closed, we may find
a subextensionE ⊂ κ(xn), purely transcendental overκ, such thatκ(xn) is a finite separable
extension ofE; in this case,κ(x) = E⊗Ep κ(x)p (e.g.by [36, Th.3.5.13(ii)]), so we are reduced
to showing that[E : Ep] = ptr.deg .(E/κ), which is clear. ♦

Now, let firstM be a finitely presentedBsh/πBsh-module supported ats(Bsh); we may
find n ∈ N and aBsh

n /πB
sh
n -moduleMn supported ats(Bsh

n ), with an isomorphismM
∼→

Bsh ⊗Bsh
n
Mn of Bsh-modules. There follows an isomorphism :

Φ∗M
∼→ Bsh

(Φ) ⊗Bsh
n,(Φ)

Φ∗
nMn

so we may compute :

λ(Φ∗M) = lim
k→∞

d−1
n+k · λn+k(Bsh

n+k,(Φ) ⊗Bsh
n,(Φ)

Φ∗
nMn)

= lim
k→∞

d−1
n+k · λn+k(Φ∗

n+k(B
sh
n+k ⊗Bsh

n
Mn))

= lim
k→∞

d−1
n+k · λn+k(Ψ∗

n+k+1(B
sh
n+k+1 ⊗Bsh

n
Mn))

= lim
k→∞

p · d−1
n+k · λn+k+1(B

sh
n+k+1 ⊗Bsh

n
Mn) (by lemma 9.4.16)

= lim
k→∞

pd · d−1
n+k+1 · λn+k+1(B

sh
n+k+1 ⊗Bsh

n
Mn) (by (9.3.51) and claim 9.4.18)

= pd · λ(M)
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as stated. Next, ifM is a finitely generatedBsh/πBsh-module, we may writeM as the colimit
of a filtered family of finitely presentedBsh/πBsh-modules, with surjective transition maps;
then theorem 8.3.62(i) reduces the assertion to the case of afinitely presented module, which
has just been dealt with. Lastly, ifM is a generalBsh/πBsh-module, we may writeM as the
colimit of the filtered system(Mi | i ∈ I) of its finitely generatedBsh-submodules; sinceΦ is an
isomorphism, the induced filtered system(Φ∗Mi | i ∈ I) has still injective transition maps, so
theorem 8.3.62(i) reduces the assertion forM to the corresponding assertion for theMi, which
is already known. �

Lemma 9.4.16 and proposition 9.4.17 extend as usual to almost modules. As a corollary, we
can generalize to(Bsh)a-modules the vanishing criterion of lemma 9.2.11; indeed, we have :

Corollary 9.4.19. LetM be a(Bsh/πBsh)a-module supported ats(Bsh), and let us setN :=
Φ∗(M). Suppose that :

(a) M is a submodule of an almost presentable(Bsh)a-module.
(b) N admits a filtration(FiliN | 0 ≤ i ≤ p), withFil0N = N andFilpN = 0, and whose

graded quotientsgriN are subquotients ofM for everyi < p.
(c) dimBsh > 1.

ThenM = 0.

Proof. We proceed as in the proof of lemma 9.2.11 : by proposition 9.4.10, it suffices to show
that λ(bM) = 0 for every b ∈ m. However, from (b) and lemma 8.3.67(i) we deduce that
λ(bpN) ≤ p · λ(bM) for every b ∈ m. On the other hand,Φ∗bM = bpN , sinceΦ is an
isomorphism. Setd := dimBsh; thenpd · λ(bM) = λ(bpN), by proposition 9.4.17; since
λ(bM) < +∞ (proposition 9.4.12) andd > 1, the contention follows. �

9.4.20. After this preparation, we are finally ready to generalize to model algebras the van-
ishing result of proposition 9.2.21. Namely, in the situation of (8.5.23) we takeR := Bsh, and
set

X := SpecBsh Xn := Yn(xn) Un := Xn \ {s(Bsh
n )} for everyn ∈ N

(notation of (9.3.35)). Let alsoψ : U∧ → U andψn : U → Un be the natural morphism, for
everyn ∈ N. Then, to any étale almost finitely presentedOa

U -algebraA , we attach the étale
Oa
U∧-algebraA ∧ := ψ∗A , and the constructions of (8.5.27)–(8.5.30) yield aσ-equivariant

topologicalOa
A(U)-algebraA(A )+. Denoted := dimBsh; we begin with the following more

general :

Lemma 9.4.21.Fix b ∈ mK , and letA be anyétale almost finitely presentedOa
U/b

-algebra. We
have :

(i) Hq(U/b,A ) is an almost presentable(Bsh)a-module, for everyq = 0, . . . , dimX/b−2.
(ii) If b 6= 0, thenHq(U/b,A ) = 0 for everyq = 1, . . . , dimX/b − 2.

Proof. (i): We may writeX/b as the limit of a filtered system(Wi | i ∈ I) of localS-schemes,
such that the following holds. For eachi ∈ I, there existsn(i) ∈ N and an affine étale neigh-
borhoodZi → (Yn(i))/b of xn(i) such thatWi = Zi(wi) for some pointwi ∈ Zi (and then,
necessarily, the image ofwi in Yn(i) is the support ofxn(i)). For everyi ∈ I, let gi : U/b → Wi

be the induced morphism. By corollary 8.2.24, for everyc ∈ mK we may findi ∈ I, a finitely
presentedOWi

-algebraR and a morphismf : g∗iR → A such that :

• Ker f andCoker f are annihilated byc.
• For everyx ∈ Uw :=Wi \ {wi}, the mapc · 1R,x factors through a freeOWi,x-module.
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To ease notation, set

W :=Wi w := wi g := gi Z := Zi n := n(i).

Sincec is arbitrary, it suffices to show that theBsh-modulec ·Hq(U/b, g
∗R) is presentable, for

everyq = 0, . . . , dimX/b − 2 (see example 9.4.7). Indeed, for everyBsh
n -module (resp.OW,w-

module)M , letM∼ denote the quasi-coherentOXn-module (resp.OW -module) associated to
M , and consider the functor

Tn : Cn → Bsh
n -Mod M 7→ c ·Hq((Un)/b, (Rw ⊗OW,w M)∼).

It is easily seen that the natural map

colim
m≥n

TnB
sh
m → c ·Hq(U/b, g

∗R)

is an isomorphism, hence we are reduced to showing thatTnM is a finitely presentedBsh
n -

module, for every objectM of Cn, and notice the naturalBsh
n -linear isomorphism

Hq(Uw, (Rw ⊗Bn A[γ])
∼)⊗OW,w B

sh
n

∼→ TnA
sh
[γ] for everyγ ∈ ∆gp

(corollary 5.1.19). For anyz ∈ Uw, multiplication byc on (RW,w ⊗Bn A[γ])
∼
z factors through

OW,z ⊗Bn A⊕t
[γ], for somet ∈ N. Let ϕ : Z → S be the structure map, and setC :=

H0(Z,OZ); it follows easily from lemmata 9.3.42(ii) and 5.6.36(iii)that (C ⊗Bn A[γ])
∼ is

ϕ-Cohen-Macaulay atw, in which case (5.4.3) and lemmata 5.8.26, 5.6.36(i) imply that the
OW,w-modulec · Hq(Uw, (RW,w ⊗Bn A[γ])

∼) is finitely presented forq = 0, . . . , dimX/b − 2.
The assertion follows.

(ii): Pick c ∈ mK such that|cp| ≥ max(|b|, |p|), and letN ∈ N be the smallest integer
such that|cN | ≤ |b|. Define a descending filtration onA , by the rule :FiliA := ciA for
i = 0, . . . , N . Notice that the associated gradedOa

U/b
-modulegriA is isomorphic toA /cA for

everyi = 0, . . . , N − 1, andgrNA is isomorphic toA /bc1−NA . We easily reduce to showing
the vanishing ofHj(U/c, griA ) for j = 1, . . . , dimX/c − 2 andi = 1, . . . , N . Hence we may
replaceb by c, and assume from start that|bp| ≥ |p| and that there exists an étaleOa

U/bp
-algebra

A ′ such that(A ′/bA ′)|U/b = A . We now argue as in the proof of claim 9.2.15 : sinceΦ is an
isomorphism, lemma 8.5.5 implies that the natural map

Φ∗Hj(U/b,A )→ Hj(U/bp ,A
′)

is an isomorphism of(Bsh
(Φ))

a-modules, for everyj ∈ N. On the other hand, the filtrationFil•A ′

defined as in the foregoing induces a filtration onH i(U/bp ,A
′) of lengthp, whose associated

graded pieces are subquotients ofHj(U/b,A ). The latter is supported ats(Bsh) for j > 0,
sinceA is a quasi-coherentOa

U/b
-algebra. Then the assertion follows from (i) and corollary

9.4.19. �

Proposition 9.4.22.In the situation of(9.4.20), suppose thatd ≥ 3. Then :

Hq(A(U),A(A )+) = 0 whenever1 ≤ q ≤ d− 2.

Proof. SetHq := Hq(A(U),A(A )+) for everyq ∈ N. Arguing as in the proof of proposition
9.2.21, we reduce to showing thatHq/ϑkH

q = 0 for everyk ∈ Z, in the range1 ≤ q ≤ d − 2,
and we also see that the latter quotient is a(Bsh)a-submodule ofHq(U,A ).

In view of proposition 9.4.12 and lemmata 9.4.9 and 9.4.21(i), we see thatHq/ϑHq is a
Bsh-module of almost finite length, on which scalar multiplication by p is nilpotent, for every
q = 1, . . . , d−2. Now, in order to show that this quotient vanishes, we may repeatverbatimthe
proof of claim 9.2.22; the only change is that we appeal to corollary 9.4.19, instead of lemma
9.2.11 : the details shall be left to the reader. �
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Remark 9.4.23. Suppose now thatd ≥ 3 and∆0 = Z⊕r ⊕ N⊕s for somer, s ∈ N. As
already noted (remark 9.4.8(iv)), in this case every almostpresentable(Bsh)a-module is almost
coherent. It becomes then possible to repeatverbatimthe proof of theorem 9.2.23 : the details
shall be left to the reader. The resulting almost purity theorem is already more general than
the one found in [34]. However, we will not spell out here thisstatement, and instead we shall
move on to the proof of almost purity for a general model algebra.

9.4.24. Keep the situation of (9.4.20). For anyb ∈ mK , and anyOa
U/b

-algebraB, let

µB : Γ(U/b,B)⊗(Bsh)a Γ(U/b,B)→ Γ(U/b,B ⊗OaU
B)

be the natural map, and set
CB := Coker µB.

Now, letA be any étale almost finitely presentedOa
U/b

-algebra; clearlyCA is a(Bsh)a-module

supported ats(Bsh), and from lemma 9.4.21(i) we see that, ifdimX/b ≥ 2, thenCA is a
quotient of an almost presentable(Bsh)a-module.

Lemma 9.4.25.With the notation of(9.4.24), suppose thatdimX/b ≥ 2. Then the(Bsh)a-
moduleCA has almost finite length, for everyétale almost finitely presentedOa

U/b
-algebraA .

Proof. Notice that we cannot appeal to proposition 9.4.12, since itis not known at this point
whetherCA is almost presentable. Instead we use a direct argument. Namely, fix a ∈ m,
and pickn ∈ N and a coherentOXn/b-algebraRn with a morphismR := ψ∗

n(R
a
n|Un/b

) → A

fulfilling the conditions of corollary 8.2.24. It is easily seen that the image of the induced
morphismCR → CA containsa2CA , hence it suffices to show thata2CR has almost finite
length. To ease notation, denote byB the quasi-coherentOXn/b-algebra associated toBsh/bBsh,

and setR(2)
n := Rn ⊗OXn Rn; by virtue of (5.4.2), we have an exact sequence

Γ(Xn/b,R
(2)
n ⊗OXn B)→ Γ(Un/b,R

(2)
n ⊗OXn B)→ H := H1

{s(Bsh
n )}(R

(2)
n ⊗OXn B)→ 0

from which we see thatCR is a quotient ofHa, and taking into account proposition 9.4.12, we
are therefore reduced to showing thata2Ha is almost presentable. To show the latter assertion,
one remarks that multiplication bya2 on R(2)

n,y factors through a freeOXn/b,y-module of finite
rank, for everyy ∈ Un/b, and then one argues as in the proof of lemma 9.4.21(i) : the details
shall be left to the reader. �

9.4.26. LetA be the auxiliary modelK+-algebra constructed in (9.3.35). Set

∆(m) := {γ ∈ ∆Q |mγ ∈ ∆} D(m) := A∆(m)
for every integerm > 0.

Thus,Dsh
(m) := D(m) ⊗B Bsh is a (∆gp

(m)/∆
gp)-gradedBsh-algebra, and it determines a quasi-

coherentOX -algebraD(m). For anyb ∈ mK , denotej/b : U/b → X/b (resp.i/b : X/b → X) the
open (resp. closed) immersion, and for anyOa

U/b
-algebraA , set as well

D(m)/b := i∗/bD(m) A(m) := A ⊗OaU
j∗/bD

a
(m)/b.

Proposition 9.4.27.With the notation of(9.4.26), let A be anétale almost finitely presented
OU/b-algebra, and suppose that :

(a) λ(CA ) = 0 (notation of (9.4.24)).
(b) dimX/b ≥ 2.

Then there exists an integerm > 0 such that(p,m) = 1 and such thatj/b∗A(m) is anétale and
almost finitely presentedDa

(m)/b-algebra.
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Proof. Notice that we cannot any longer appeal to proposition 9.4.10, to deduce from (a) that
CA vanishes, since at this point is not known whetherCA is almost presentable. We use instead
an ad hoc argument, exploiting the combinatorial properties of the algebrasBn.

Indeed, fixa ∈ m and apply corollary 8.2.24 to findn ∈ N and a coherentOUn/b-algebraRn

with a mapR := ψ∗
nRn → A∗ of OU/b-algebras, with kernel and cokernel annihilated bya.

Let e ∈ Γ(U/b,A ⊗OaU
A )∗ be the diagonal idempotent ofA (see remark 8.2.6(i)). In view of

(9.3.49), it is easily seen that the cokernel of the induced morphism

Γ(Un/b,Rn ⊗OUn Rn)⊗Bn Ba → Γ(U/b,A ⊗OaU
A )

is annihilated bya2. We deduce that there existsen ∈ Γ(Un/b,Rn ⊗OUn Rn) whose image in
Γ(U/b,A ⊗OaU

A )∗ equalsa3e (details left to the reader). Furthermore, a diagram chase as usual
shows that the natural mapCRa → CA induces an isomorphism of the(Bsh)a-submodulea3CR

onto a quotient of a submodule ofCA ; in view of assumption (a), we conclude that

λ(a3CRa) = 0.

Denote byen ∈ (CRa)∗ the image ofa3en; by virtue of lemma 8.3.57 and theorem 8.3.30(ii.b),
we derive :

(9.4.28) lim
k→∞

p−(n+k)r ·
∑

[γ]∈∆gp
n+k/∆

gp
n

λn(A
sh
[γ]en) = 0 (wherer := rkZ∆

gp
0 ).

Claim 9.4.29. There exists a sequence(γi | i ∈ N) of elements of∆ such that

lim
i→∞

γi = 0 and lim
i→∞

λn(A
sh
[γi]
en) = 0.

Proof of the claim.LetΩn ⊂ ∆gp
R be the fundamental domain for∆gp

n defined as in the proof of
theorem 9.3.48; also, fix a Banach norm‖ · ‖ on∆gp

R , and set

∆gp
R (ρ) := {γ ∈ ∆gp

R | ‖γ‖ ≤ ρ} ∆(ρ) := ∆ ∩∆gp
R (ρ) for everyρ > 0.

Then∆(ρ) ⊂ Ωn for every sufficiently smallρ > 0, and it is easily seen that there exists a real
constantC > 0 such that

♯(∆(ρ) ∩∆gp
n+k) ≥ C · p(n+k)r · ρr for everyk ∈ N and everyρ > 0

(where♯(Σ) denotes the cardinality of a setΣ : details left to the reader). Suppose now that the
claim fails; then there existε, ρ > 0 such thatλn(Ash

[γ]en) > ε for everyγ ∈ ∆(ρ). It follows
that :

lim
k→∞

p−(n+k)r ·
∑

γ∈Ωn∩∆
gp
n+k

λn(A
sh
[γ]en) > C · ρr · ε

which contradicts (9.4.28). ♦

Let (γi | i ∈ N) be a sequence as in claim 9.4.29, and for everyi ∈ N setli := λn(A
sh
[γi]
en)

and pick someai ∈ K+ such thatlog |ai| ∈ [li, 2li]; by lemma 8.3.46 we haveai · Ash
[γi]
en = 0

for every i ∈ N. To ease notation, for everyγ ∈ ∆gp
Q denote by(Ash

[γ])
∼ the quasi-coherent

OUn-module associated toAsh
[γ], and set

M
(1)
[γ] := Γ(Un/b,Rn ⊗OUn (Ash

[γ])
∼) M

(2)
[γ] := Γ(Un/b,Rn ⊗OUn Rn ⊗OUn (Ash

[γ])
∼).

Notice that

Γ(U/b,R) =
⊕

[γ]∈∆gp/∆gp
n

M
(1)
[γ] and Γ(U/b,R ⊗OU R) =

⊕

[γ]∈∆gp/∆gp
n

M
(2)
[γ]
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and the natural mapΓ(U/b,R) ⊗Bsh Γ(U/b,R) → Γ(U/b,R ⊗OU R) is the direct sum of its
(∆gp/∆gp

n )-graded summands :

µ[γ] :
⊕

[β]∈∆gp/∆gp
n

M
(1)
[β] ⊗Bsh

n
M

(1)
[γ−β] →M

(2)
[γ] .

Especially,CRa is a (∆gp/∆gp
n )-graded(Bsh

n )a-module, and it follows thataia3Ash
[γi]
en lies in

the image ofµ[γi], for everyi ∈ N.
Let CA > 0 be the constant provided by lemma 9.3.40(ii), and for everyγ, γ′ ∈ ∆gp such

that∆gp ∩ (∆R− γ) ⊂ ∆gp ∩ (∆R− γ′), and everyc ∈ K+ with log |c| ≥ CA‖γ′− γ‖, denote
by τc,γ′−γ : A[γ] → A[γ′] theBn-linear maps defined as in the proof of lemma 9.3.45; after
tensoring withRn (resp. withRn ⊗OUn Rn) we obtainBsh

n -linear maps

τ
(1)
c,γ′−γ :M

(1)
[γ] →M

(1)
[γ′] (resp. τ (2)c,γ′−γ :M

(2)
[γ] →M

(2)
[γ′] ).

Claim9.4.30. For everyρ > 0 there exists an integerm > 0 with (p,m) = 1, and a real number
ε > 0 such that the following holds. For everyβ1, β2 ∈ ∆gp

R (ρ) with ‖β1 + β2‖ < ε we may
find β ′

1, β
′
2 ∈ ∆gp

(m) such that

(i) β ′
1 + β ′

2 = 0
(ii) ‖β ′

i − βi‖ < log |a| for i = 1, 2
(iii) ∆gp

n ∩ (∆R − βi) ⊂ ∆gp
n ∩ (∆R − β ′

i) for i = 1, 2.

Proof of the claim.Recall that∆gp is p-divisible, hence∆gp
(m) = ∆gp

(pm) for every integerm >

0, so the condition that(p,m) = 1 can always be arranged, if all the other conditions are
already fulfilled. Now, for everyγ ∈ ∆gp

R , let Ω(γ) be the topological closure of the subset
Ω(∆R,∆

gp
n ∩(∆R−γ)) in ∆gp

R (notation of (3.3.34)); in view of condition (i) and of proposition
3.3.35(v), condition (iii) is implied by :

(9.4.31) β ′
1 ∈ Ω(β1) ∩ (−Ω(β2)).

Moreover, suppose that

(9.4.32) ‖β ′
1 − β1‖ ≤ 2−1 · log |a|.

Then

‖β ′
2 − β2‖ = ‖β ′

2 + β1 − β1 − β2‖ ≤ ‖ − β ′
1 + β1‖+ ‖β1 + β2‖ < 2−1 log |a|+ ε.

Hence condition (ii) will hold, providedε ≤ 2−1 · log |a|. Thus, we have to exhibitm > 0
andε > 0 such that, for everyβ1, β2 ∈ ∆gp

R (ρ) with ‖β1 + β2‖ < ε, there existsβ ′
1 ∈ ∆gp

(m)

fulfilling (9.4.31) and (9.4.32). Then, by proposition 3.3.35(i) and lemma 3.3.42, it suffices to
find β ′

1 ∈ ∆gp
R fulfilling these two latter conditions. By way of contradiction, suppose that such

β ′
1 cannot always be found : this means that there exists a sequenceβ := ((β1,k, β2,k) | k ∈ N)

of pairs of elements in∆gp
R (ρ), such that

(a) ‖β1,k + β2,k‖ < 2−k for everyk ∈ N
(b) Ω(β1,k) ∩ (−Ω(β2,k)) ∩ (∆gp

R (2−1 log |a|) + β1,k) = ∅ for everyk ∈ N.
However, by proposition 3.3.35(i), after replacingβ by a subsequence we may assume that
bothΩ(β1,k) andΩ(β2,k) are independent ofk. Since∆gp

R (ρ) is a compact subset, we may
also assume that the sequenceβ converges to a pair(β ′

1, β
′
2) of elements of∆gp

R (ρ). Clearly,
β ′
1 + β ′

2 = 0; sinceβi,k ∈ Ω(βi,k) for i = 1, 2 and everyk ∈ N, we also haveβ ′
i ∈ Ω(βi,k)

for i = 1, 2. Lastly, we have‖β ′
1 − β1,k‖ < 2−1 log |b| for every sufficiently largek ∈ N; this

contradicts (b), and the claim follows. ♦

Fix ρ > 0 such thatΩn ⊂ ∆gp
R (ρ/2), and pickε > 0 andm > 0 as in claim 9.4.30; set

R(m) := R ⊗OU/b
j∗/bD(m)/b.
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Also, fix i ∈ N such that
‖γi‖ < min(ε, ρ/2).

Then, ifβ1 ∈ Ωn, bothβ1 andβ2 := γi−β1 lie in∆gp(ρ), and therefore there existβ ′
1, β

′
2 ∈ ∆gp

(m)

fulfilling conditions (i)–(iii) of claim 9.4.30. Now, for eachβ1 ∈ Ωn ∩∆gp, choose such a pair
(β ′

1, β
′
2); furthermore, letc ∈ K+ be any element such that

CA log |a| ≤ log |c| ≤ 2CA log |a|.
In view of remark 9.3.47, we obtain a commutative diagram ofBsh

n -linear maps :

⊕

β1∈Ωn∩∆gp

M
(1)
[β1]
⊗Bsh

n
M

(1)
[γi−β1]

µ[γi] //

⊕
β1∈Ωn∩∆gp

(
τ
(1)

c,β′
1
−β1

⊗τ
(1)

c,β1−β
′
1
−γi

)

��

M
(2)
[γi]

τ
(2)

c2,−γi

��⊕

β1∈Ωn∩∆gp

M
(1)
[β′

1]
⊗Bsh

n
M

(1)
[−β′

1]
//
M

(2)
[0]

whose bottom horizontal arrow is a restriction of the[0]-graded summand of the natural map

µR(m)
: Γ(U/b,R(m))⊗D(m)

Γ(U/b,R(m))→ Γ(U/b,R(m) ⊗D(m)
R(m)).

TheBn-moduleA[γi] contains an element which gets identified withγi ⊗ c under the isomor-
phism (9.3.46), hence

c3en ∈ τ (2)c2,−γi
(Ash

[γi]
en).

We deduce thataia3c3en lies in the image ofµRD , and sincei is arbitrary, it follows thata3c3en
lies in the image of(µaRD)∗, soa6c3e is an almost element of the image of the corresponding
morphism

µA(m)
: Γ(U/b,A(m))⊗D(m)

Γ(U/b,A(m))→ Γ(U/b,A(m) ⊗D(m)
A(m)).

Lastly, sincea can be taken arbitrarily small, we conclude thate lies in the image ofµA(m)∗.

Claim 9.4.33. The natural mapD(m)/b → j/b∗j
∗
/bD(m)/b is an isomorphism.

Proof of the claim.Indeed, for everyk ∈ N, let jk/b : Uk/b → Xk/b be the open immersion, set

∆k,(m) := {γ ∈ ∆Q |mγ ∈ ∆k} Dk :=
⊕

γ∈∆k,(m)

Aγ

and denote byDk the coherentOXk/b-algebra determined byDk ⊗Bk Bsh
k /bB

sh. In view of
proposition 5.1.15(ii), we reduce to showing that the natural mapDk → jk/b∗j

∗
k/bDk is an

isomorphism for everyk ∈ N. Then, we may writeXk/b as the limit of a filtered system
(gi : Wi → Yk/b | i ∈ I) of étaleYk/b-schemes; setUi := Wi \ g−1

i (xn) (wherexn ∈ Yn is
the support ofxn), let ji : Ui → Wi the open immersion,ϕi : Wi → S the composition ofgi
with the structure morphismYk → S, and denote byDi the coherentOWi

-algebra determined
by Dk ⊗Bk OWi

; invoking again proposition 5.1.15(ii), we further reduceto checking that the
natural mapDi → ji∗j

∗
i Di is an isomorphism. However, lemmata 5.6.36(iii) and 9.3.42(ii)

imply thatDi is ϕi-Cohen-Macaulay. Then, from lemma 5.6.36(iv) and assumption (b) we see
thatδ′(w,OWi

) ≥ 2 for everyi ∈ I, and every pointw ∈ Wi\Ui. The assertion follows from
the exact sequence (5.4.2). ♦

The proposition follows from claim 9.4.33 and corollary 8.2.16. �
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Theorem 9.4.34.Keep the situation of(9.4.20), and suppose as well thatd ≥ 3. Then the pair
(X, {s(Bsh)}) is almost pure.

Proof. SinceX is a normal scheme, the pair(X, {s(Bsh)}) is normal, so it suffices to check that
every étale almost finitely presentedOa

U -algebraA extends to an étale almost finiteOa
X-algebra

(proposition 8.2.30). On the one hand, lemmata 9.4.25 and 8.3.46 imply that some power of
π annihilatesCA ; on the other hand, arguing as in the proof of theorem 9.2.23,we see that
Φ∗(CA /πCA ) admits a filtration of lengthp, whose subquotients are quotients ofC/πCA . In
this situation, the proof of corollary 9.4.19 shows thatλ(CA /πCA ) = 0, and then, by an easy
induction we getλ(CA ) = 0.

Let j : U → X be the open immersion; by proposition 9.4.27, we deduce thatthere exists an
integerm > 0 such thatj∗A(m) is an étale almost finitely presentedDa

(m)-algebra.
The last step consists in descendingj∗A(m) to an étale almost finitely presentedOa

X-algebra,
and to this aim we shall apply the technique of section 8.6. Indeed, notice first that the field of
fractions ofD(m) is a finite Galois extension of the field of fractions ofB, whose Galois group
G admits a natural isomorphism

(9.4.35) G
∼→ HomZ(∆

gp,µm) σ 7→ ρσ

(whereµm ⊂ K× is the subgroup ofm-th roots of one : see (7.3.31)). SinceD(m) is a normal
domain (lemma 9.3.16(ii)), it follows thatG is the automorphism group of theB-algebraD(m),
andDG

(m) = B. ThenG is also the automorphism group of theBsh-algebraDsh
(m) (resp. of

theOX-algebraD(m)), and(Dsh
(m))

G = Bsh (resp. andDG
(m) = OX ). Consequently,G acts on

A(m) andA G
(m) = A . SetE := Γ(U,A(m)); thenE is an étale(Dsh

(m))
a-algebra, and corollary

8.6.28(ii) reduces to showing that the inducedG-action onE is horizontal. To this aim, fix
σ ∈ G, and denote byIσ ⊂ D(m) the ideal generated by the elements of the formx− σ(x), for
x ranging over all the elements ofD(m); we have to show thatσ acts trivially onEσ := E/IσE.

Claim9.4.36. Da
(m)/I

a
σ is a flatK+a-algebra.

Proof of the claim.Recall that each graded summandAγ ofD(m) is a freeK+-module generated
by an elementgγ⊗1 (notation of (9.3.39)), and by inspecting the constructions, it is easily seen
that – under the identification (9.4.35) – the action ofσ is determined by the rule :

gγ ⊗ 1 7→ gγ ⊗ ρσ(mγ) for everyγ ∈ ∆(m).

Notice that1−ζ is invertible inK+, wheneverζ ∈ µm \{1}; thus,Iσ is generated by the direct
sum of theAγ, for thoseγ ∈ ∆(m) such thatρσ(mγ) 6= 1; especially,Iσ is a graded ideal. The
claim will follow, once we have shown that, for everyγ ∈ ∆(m), the graded summand(Iσ)aγ is
either0 or the whole ofAaγ. Now,(Iσ)γ is generated by all productsAγ1Aγ2 whereγ1+ γ2 = γ,
γ1, γ2 ∈ ∆(m) andρσ(mγ1) 6= 1; for every such pair(γ1, γ2), let c(γ1, γ2) ∈ K+ be the unique
element such that

(gγ1 ⊗ 1) · (gγ2 ⊗ 1) = gγ ⊗ c(γ1, γ2).
By inspecting the constructions in (9.3.35), we see that

c(pkγ1, p
kγ2) = c(γ1, γ2)

pk for everyk ∈ Z.

Notice thatρσ(p−kmγ1) 6= 1 for everyk ∈ N; therefore

gγ ⊗ c(γ1, γ2)p
−k

= (gp−kγ1 ⊗ 1) · (gp−kγ2 ⊗ 1) · (gp−kγ ⊗ 1)p
k−1 ∈ Iσ for everyk ∈ N.

Sincek is arbitrary, the contention follows. ♦

SinceE is a flatD(m)-algebra, we haveEσ = E ⊗Da
(m)

Da
(m)/I

a
σ , and it follows – by claim

9.4.36 – thatE/IσE is a flatK+a-algebra, hence we are reduced to showing thatσ acts trivially
on Eσ

K := Eσ ⊗K+ K. However, setUK := U ×S SpecK andEK := E ⊗K+ K; clearly
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EK = Γ(UK ,A(m)) descends to the étale and finitely presentedBsh⊗K+K-algebraΓ(UK ,A ),
therefore theG-action onEK is horizontal (corollary 8.6.28(ii)). To conclude, it suffices to
remark thatEσ

K = EK/IσEK . �

9.4.37. Let now(A,Γ) be any modelK+-algebra; setS := SpecK+, X := SpecA, and let
x be any geometric point ofX, localized on the closed subsetZ := X ×S Spec κ. Suppose
furthermore, thatK+ is deeply ramified (see [36, Def.6.6.1]), and let(K+,mK) be the standard
setup associated toK+ (see [36,§6.1.15]); then we have the corresponding sheafOa

X(x) of
K+a-algebras onX(x), and we may state the followingalmost puritytheorem :

Theorem 9.4.38.With the notation of(9.4.37), the pair(X(x), Z(x)) is almost pure.

Proof. SetAsh := OX(x),x,Ash
K := Ash⊗K+ K, and suppose thatAsh

K → CK is a finite étale ring
homomorphism. LetC be the integral closure ofAsh in CK . As in the proof of theorem 9.4.34,
it is easily seen that the pair(X(x), Z(x)) is normal; by proposition 8.2.30, it then suffices to
prove that the induced morphism(Ash)a → Ca of K+a-algebras, is étale and almost finite (and
indeed, weakly unramified would already be enough).

Claim 9.4.39. We may assume thatK is algebraically closed.

Proof of the claim. Indeed, letE be an algebraic closure ofK, and | · |E a valuation onE
which extends| · |. SetB := A ⊗K+ E+, choose a geometric pointy of Y := SpecB whose
image inX is isomorphic tox, and letBsh := OY (y),y. Then(B,Γ) is a modelE+-algebra
(remark 9.3.3(iv)). LetDK := CK ⊗Ash Bsh, and denote byD the integral closure ofBsh in
DK . Let alsoWE be the integral closure ofK+ in E, and notice thatBsh is a localization of
Ash ⊗K+ WE ([33, Ch.IV, Prop.18.8.10]). Moreover,W a

E is a filtered colimit of étale almost
finite projectiveK+a-algebras of finite rank ([36, Prop.6.3.8, Rem.4.3.10(i) and Prop.6.6.2]),
therefore(C ⊗K+ WE)

a is integrally closed in(CK ⊗K+ WE)
a ([36, Prop.8.2.31(i)]), and it

follows easily thatDa = (C ⊗Ash Bsh)a. Suppose now, thatDa is an almost finite and étale
(Bsh)a-algebra; then [36,§3.4.1] implies thatC is an almost finite étale(Ash)a-algebra, whence
the claim. ♦

Henceforth, we assume thatK is algebraically closed. In this case, letB be the family of
all small modelK+-subalgebras of(A,Γ); for every(B,∆) ∈ B let xB be the image ofx in
XB := SpecB, and letBsh := OXB(xB),xB . In view of proposition 9.3.18, we have

Ash = colim
(B,∆)∈B

Bsh

([33, Ch.IV, Prop.18.8.18(ii)]). We may then find(B,∆) ∈ B, and a finite étale ring homomor-
phismBsh

K := Bsh ⊗K+ K → C ′
K , with an isomorphismCK

∼→ C ′
K ⊗Bsh Ash of Ash

K -algebras
([33, Ch.IV, Prop.17.7.8(ii)] and [32, Ch.IV, Th.8.10.5]). LetC ′ be the integral closure ofBsh

in C ′
K , and suppose thatC ′a is an almost finite and étale(Bsh)a-algebra; then proposition 8.2.17

shows that(C ′⊗BshAsh)a is integrally closed in(CK)a, i.e. it equalsCa, so the latter shall be an
almost finite and étale(Ash)a-algebra, as required. This shows that we may replace throughout
(A,Γ) by (B,∆), and assume from start that(A,Γ) is a small modelK+-algebra. By remark
9.3.15(i) we have(A,Γ) = (A′,Γ′) ⊗ (A′′,Γ′′), whereΓ′gp is torsion-free, andΓ′′ is a finite
abelian group of order prime top, so thatA′′ is an étaleK+-algebra (remark 9.3.15(iii)); there-
fore, if x′ is the image ofx in X ′ := SpecA′, we have a natural isomorphismAsh ∼→ OX′(x′),x′

of K+-algebras. In other words, we may assume thatA = A′, and thatΓgp is torsion-free.
In this case, notice thatX has finite Krull dimension; letx ∈ Z(x) be the support ofx;

corollary 8.2.31 easily reduces to checking that the pair(X(x), {x}) is almost pure.
To this aim, we shall apply the discussion of (9.3.19), that yields
• a Γ-graded monoidP such thatP0 is sharp, and a local mapP0 → K+ such that
A = P ⊗P0 K

+
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• increasing exhaustive filtrations(Γn | n ∈ N) of Γ, and(P (n) | n ∈ N) of P , such that
P (n) is Γn-graded submonoid ofP , for everyn ∈ N
• a ladder (9.3.20), whose vertical arrows are smooth morphisms of log schemes

ϕn : (Yn,Mn)→ (S,Nn)

whereYn := SpecAn, with An := P (n) ⊗Pn0 K+, and the induced mapP (n) → An

(resp. P (n)
0 → K+) provides a chart forMn (resp. forNn). Also, the underlying

morphisms of schemesYn+1 → Yn are finite and surjective, induced by the inclusion
mapP (n) → P (n+1).

Moreover, following remark 9.3.24(iv), we also choose a compatible system of decompositions

(9.4.40) (Yn,Mn)
∼→ Y ′

n ×S (Y ′′
n ,M

′′
n) for everyn ∈ N

such thatY ′
n = SpecK+[P (n)×], Y ′′

n := SpecA′′
n, withA′′

n := P (n)♯⊗
P

(n)
0
K+, the induced map

P (n)♯ → A′′
n provides a chart forM ′′

n, andϕn factors as the composition of a smooth morphism
of log schemes

ϕ′′
n : (Y ′′

n ,M
′′
n)→ (S,Nn)

and the projection(Yn,Mn) → (Y ′′
n ,M

′′
n) deduced from (9.4.40). Furthermore, for everyn ∈

N, denote byxn the image ofx in the closed fibreZn ⊂ Yn of the structure morphismϕn :
Yn → S; according to remark 9.3.24(v), we may also assume – after replacingA by a suitable
localization – that the induced morphismP (n) → OYn,xn is local, for everyn ∈ N.

We argue now by induction ond := dimZ0(x0). If d = 0, then the support ofx0 is a maximal
point ofZ0; hence, for everyn ∈ N, the support ofxn is a maximal point ofZn. In this case,
we know that(logϕn)

♯
xn is an isomorphism (theorem 6.7.8(iii.a)), and sinceP

(n)
0 is sharp, and

both mapsP (n)
0 → K+ andP (n) → OYn,xn are local, we see that the inclusionP (n)

0 → P (n)

induces an isomorphism

P
(n)
0

∼→ P (n)♯ for everyn ∈ N

whenceB′′
n = K+, and we get an isomorphism

K+[P (n)×]
∼→ Bn for everyn ∈ N.

By construction, the transition mapsYn+1 → Yn are induced by the inclusions of abelian groups
P (n)× ⊂ P (n+1)×, for everyn ∈ N. It is easily seen thatOYn,xn is the valuation ring of a
Gauss valuation of rank one, extending the valuation ofK ([36, Ex.6.1.4(iv)]); thenAsh is a
valuation ring as well. From (9.3.22) we see that thep-Frobenius maps induce isomorphisms
P (n+1) → P (n) for everyn ∈ N, and then [36, Prop.6.6.6] tells us thatAsh is deeply ramified.
In this situation the theorem is a rephrasing of [36, Prop.6.6.2] : we leave to the reader the task
of spelling out the details.

Next, suppose thatd = 1; in this case, we know thatCoker(logϕ♯n)
gp
xn is a free abelian group

of rankr ≤ 1 (theorem 6.7.8(ii,iii.c)). Ifr = 0, then(logϕ♯n)
gp
xn is an isomorphism, and then the

same holds for(logϕ♯n)xn (corollary 3.2.32(i)); we may thus repeat the foregoing considerations
for the cased = 0, so we still haveYn = SpecK+[P (n)×] for everyn ∈ N. In this caseAn is a
K+-algebra of the typeR(1) as in (9.1.1), and the tower(Yn | n ∈ N) is of the type described
in (9.1.25), so the contention is none else than theorem 9.1.31.

If r = 1, denote byy′n (resp. y′′n) the image ofxn in the closed fibreZ ′
n (resp. Z ′′

n) of the
projectionϕ′

n : Y ′
n → S (resp.ϕ′′

n : Y ′′
n → S); thenCoker(logϕ′′

0)
♯gp
y′′0

is again a free abelian
group of rank1, therefore

(9.4.41) dimZ ′′
0 (y

′′
0) ≥ 1

(theorem 6.7.8(ii)). On the other hand, we point out the following general :
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Claim 9.4.42. Let κ be a field,T1, T2 two κ-schemes of finite type, andt ∈ T := T1 ×κ T2 any
point. Denote byt1 ∈ T1 andt2 ∈ T2 the images oft. Then we have

dim T (t) ≥ dimT1(t1) + dimT2(t2).

Proof of the claim.To ease notation, setRi := OTi,ti for i := 1, 2; according to [31, Ch.IV,
Prop.6.1.1] we have

dimOT,t = dimR1 + dimOT,t ⊗R1 κ(t1).

However,OT,t is a localization ofR1⊗κR2, henceOT,t⊗R1κ(t1) is a localization ofR2⊗κκ(t1).
It follows that the induced mapR2 → OT,t ⊗R1 κ(t1) is flat and local; thereforedimOT,t ⊗R1

κ(t1) ≥ dimR2, by the going down theorem. ♦

Combining (9.4.41) and claim 9.4.42 we see thatdimZ ′
0(y

′
0) = 0 anddimZ ′′

0 (y
′′
0) = 1. Let

X ′ be the limit of the projective system of schemes(Y ′
n | n ∈ N), and denote byx′ the image

of x in X ′. The foregoing cased = 0 shows thatOX′(x′),x′ is a deeply ramified valuation ring of
rank one. SetX ′′

n := Y ′′
n ×SX ′(x′), and letx′′n be the image ofx inX ′′

n, for everyn ∈ N; clearly
X(x) is the limit of the projective system ofX ′(x′)-schemes(X ′′

n(x
′′
n) | n ∈ N). Thus, we may

replaceS byX ′(x′), P (n) by P (n)♯, andΓn by Γn/P (n)×, after which we may assume thatP (n)

is sharp,Γgp
n ≃ Z, the inclusion mapP (n)

0 → P (n) is still flat and saturated (corollary 3.1.49(i)
and lemma 3.2.12(iii)), andΓn is still saturated (lemma 3.2.9(ii)) for everyn ∈ N. ThenΓn is
isomorphic to eitherN orZ.

Suppose thatΓn = Z for everyn ∈ N. In this case, theP (n)
0 -modulesP (n)

1 andP (n)
−1 are both

free of rank one, with unique generatorse(n)1 and respectivelye(n)−1 ; moreover, the monoidP (n)

is generated byP (n)
0 ∪ {e(n)1 , e

(n)
−1}, and the inclusionsP (n) → P (n+1) mape(n)1 7→ (e

(n+1)
1 )p and

e
(n)
−1 7→ (e

(n+1)
−1 )p, for everyn ∈ N. Furthermore, notice thate(n)1 · e

(n)
−1 ∈ P

(n)
0 \ {1}, sinceP (n)

is sharp. Summing up, we conclude that in this caseAn is aK+-algebra of the typeR(γ) as in
(9.1.1), for someγ ∈ m, and the tower(Yn | n ∈ N) is again of the type described in (9.1.25).
Then, again the contention is theorem 9.1.31.

If Γn = N for everyn ∈ N, a similar analysis shows thatAn = K+[N], and the inclusion
mapsAn ⊂ An+1 are induced by thep-Frobenius endomorphism ofN, for everyn ∈ N. This is
precisely the situation contemplated in remark 9.1.33(ii), so also this case is taken care of.

Lastly, in cased ≥ 2, the assertion is none else than theorem 9.4.34. The proof isconcluded.
�

9.5. Purity of the special fibre. This section studies pairs(X/p, {x}), wherex is the closed
point ofX/p (notation of (5.7)), withX as in (9.4.20). We shall completely characterize the
cases where such a pair is almost pure, and describe precisely the obstruction to almost purity
in the other cases. To begin with,(K, | · |) is a valued field with non-discrete value groupΓ of
rank one. We shall resume the notation of (8.3.1).

9.5.1. LetA be any (commutative, unitary) ring; we denote byAι ⊂ A the subset of idempo-
tent elements ofA. We define a structure of commutative unitary ring onAι as follows. The
multiplication ofAι is just the restriction of the multiplication law ofA. The addition onAι is
given by the rule :a+ι b := a+b−2ab (wherea+b denotes the addition law ofA, and likewise
the subtraction is taken inA). Notice that the zero element ofA is the neutral element for this
addition onAι. As an exercise, the reader may check that this addition law satisfies associativity
with respect to the multiplication, and that every element admits an opposite (indeed,a+ιa = 0
for everya ∈ Aι). Moreover, every ring homomorphismf : A → B induces by restriction a
ring homomorphismf ι : Aι → Bι.
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Lemma 9.5.2.LetA be aK+-algebra, andb0 ∈ mK such that the following holds :

(TF/b0)
For everyb ∈ mK that dividesb0, the quotientA/bA has no non-zero
mK-torsion elements.

Then we have :
(i) There is a natural isomorphism ofK+-algebras :

Aa∗
∼→ lim

b∈mK
A/AnnA(b).

(ii) If furthermore,Supp b0A = SpecA, then the induced mapAι → (Aa∗)
ι is bijective.

Proof. (i): In view of [36, (2.2.4)], we can writeAa∗ as the limit of the cofiltered system

(HomK+(bK+, A) | b ∈ mK)

and under the natural identificationHomK+(bK+, A)
∼→ A, this is the same as the limit of the

cofiltered system(A(b) | b ∈ mK), whereA(b) := A for everyb ∈ mK , and forb dividing b′, the
transition mapA(b) → A(b′) is scalar multiplication byb−1b′. For everyb ∈ mK , denote byA′

(b)

the image of the induced mapAa∗ → A(b); clearly,Aa∗ is also the limit of the cofiltered system
(A′

(b) | b ∈ mK). On the other hand, letf : mK → A be any almost element; the image off

in A′
(b)/bA

′
(b) is clearly amK-torsion element, so it vanishes by assumption, wheneverb divides

b0, i.e. A′
(b) = bA = A/AnnA(b) for every suchb. Since the subset of allb that divideb0 is

cofinal inmK , the assertion follows.
(ii): For any ringR, an idempotent ofR is the same as the datum of a partition ofSpecR

as a disjoint union of two open subsets. Assertion (i) implies that an idempotente ∈ Aa∗
is the same as a compatible system of idempotents ofR(b) := A/AnnA(b) for all b ∈ mK .
SetXb := SpecR(b); we conclude thate is the same as a compatible system of partitions
Xb = Ub ∪ U ′

b by disjoint open subsets. However, ifSupp b0A = X := SpecA, the schemesX
andXb have the same underlying topological space, wheneverb dividesb0. The contention is
an immediate consequence. �

Remark 9.5.3. LetA be aK+-algebra andb0 ∈ mK . The following assertions are immediate :
(i) If A satisfies condition (TF/b0), then the same holds forA/bA, for everyb ∈ K+.
(ii) Suppose that for, every maximal idealm ⊂ A, the localizationAm satisfies condition

(TF/b0). Then the same holds forA (details left to the reader).
(iii) Suppose thatA is the colimit of a filtered system(Aλ | λ ∈ Λ) of K+-algebras fulfilling

condition (TF/b0), and such that all transition morphismsAλ → Aµ are pure, when regarded as
maps ofK+-modules (see (8.6.20)). ThenA satisfies condition (TF/b0) as well.

Lemma 9.5.4. Let A be aK+-algebra whose Jacobson radical containsmKA, and suppose
that either one of the following conditions holds :

(a) A is a locally measurableK+-algebra.
(b) K is a field of characteristic zero, with residue fieldκ of characterisiticp > 0, andA

is a small modelK+-algebra.
ThenA fulfills condition(TF/b0) of lemma9.5.2, for everyb0 ∈ mK .

Proof. Suppose first that (a) holds. For givenb0 ∈ mK , let x be amK-torsion element of
A′ := A/b0A, and setM := A′x. We wish to show thatM = 0. To this aim, it suffices to show
thatMm = 0 for every maximal idealm ⊂ A. Thus, we may replaceA by Am, and assume
thatA is local and locally measurable. In this case,M is a finitely presentedA-module (remark
8.7.4(iv)), and therefore it admits a minimalK+-flattening sequence(c0, . . . , cn) (proposition
8.7.11). Suppose now thatM 6= 0; thenn > 1, and clearly everyb in mK that dividesb0 breaks
M (see definition 8.7.6(ii)); takingγ := log |b| < log |c1| in lemma 8.7.8(ii), we then get a
contradiction.
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Next, notice that every finitely generated flatK+-algebra fulfills condition (a), since such
aK+-algebra is finitely presented (proposition 5.7.1). On the other hand, ifA fulfills condi-
tion (b), we may writeA as the increasing union of a system of finitely generated subalgebras
(An | n ∈ N) as in remark 9.3.15(ii). More precisely, eachAn is a direct summand of the
K+-moduleA, henceAn/b0An is a direct summand ofA/b0A, for everyn ∈ N andb0 ∈ K+.
It follows easily that the claim holds as well in case (b). �

Remark 9.5.5. (i) Suppose thatK andA fulfill condition (b) of lemma 9.5.4, and define the
system(An | n ∈ N) as in the proof of lemma 9.5.4, so that eachAn satisfies condition (TF/b0)
for every b0 ∈ mK . Fix any prime idealp ⊂ A with mK ⊂ p, and letpn := p ∩ An, for
everyn ∈ N. Then the henselizationAh of Ap is the colimit of the system of henselizations
(Ah

n | n ∈ N) of the localizationsAn,pn. However, a simple inspection of the definition shows
that the transition mapsAn → An+1 are pure for everyn ∈ N, and induce radicial maps
An⊗K+ κ→ An+1⊗K+ κ, henceAh

n+1 = Ah
n⊗AnAn+1, and we deduce that the transition maps

Ah
n → Ah

n+1 are pure as well. From remark 9.5.3(iii), we conclude thatAh fulfills condition
(TF/b0) for everyb0 ∈ mK .

(ii) Likewise, if K andA are as in (i), then for every geometric pointξ of SpecA⊗K+ κ, the
strict henselization ofA at ξ fulfills condition (TF/b0) for everyb0 ∈ mK : the details shall be
left to the reader.

Lemma 9.5.6. Let A be aK+-algebra whose Jacobson radical containsmKA, and suppose
that either one of the following conditions holds :

(a) There existsb ∈ mK such thatA is a flatK+/bK+-algebra.
(b) A is locally measurable andA/mKA is noetherian.

Then there existsb0 ∈ mK such thatSupp b0A = SpecA.

Proof. In case (a) holds, we claim that the lemma holds for anyb0 such that|b0| > |b|. Indeed,
notice that, for suchb0, the natural maps

b0A←
b0K

+

bK+
⊗K+ A→ B :=

K+

b−1
0 bK+

⊗K+ A

are all isomorphisms ofA-modules. Moreover, the closed immersionSpecK+/b−1
0 bK+ →

SpecK+/bK+ is radicial, so the natural morphismSpecB → SpecA is a homeomorphism
([31, Ch.IV, Prop.2.4.5(i)]). The assertion follows straightforwardly.

Next, under assumption (b), proposition 8.7.14(i) and theorem 8.7.17(i) imply thatA admits
a minimalK+-flattening sequence(c0, . . . , cn). Now, if A = 0, there is nothing to prove. If
A 6= 0, we haven > 1 and we shall show that the lemma holds with anyb0 ∈ mK such that
|b0| > |c1|. To this aim, notice that

SpecA = (SpecA/c1A) ∪ (Supp c1A) and Supp b0A = (Supp b0A/c1A) ∪ (Supp c1A)

for every suchb0; hence we are reduced to showing thatSuppb0A/c1A = SpecA/c1A. We
may thus replaceA byA/c1A, and assume from start thatA is a flatK+/c1K

+-algebra, which
is the case already covered. �

9.5.7. We consider the siteS := (K+a-Alg)ofpqc whose objects are all theK+a-algebrasA
such thatA∗ isU-small (whereU is a fixed universe). This site is not aU-site, hence we choose
a second universeU′ such thatU ∈ U′, and we letT := S ∼

U′ (notation of definition 2.1.15(ii)),
which is therefore aU′-topos. Denote also byO∗ the presheaf onS given by the rule :

SpecA 7→ A∗ for everyK+a-algebraA.

Lemma 9.5.8.O∗ is aT -ring.
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Proof. LetSpecA be any object ofS , and denote byJ(A) the set of covering sieves ofSpecA,
partially ordered by inclusion. ThenJ(A) admits a cofinal subset, consisting of all the sieves
Jf generated by a single morphismf o : SpecB → SpecA, corresponding to a faithfully flat
morphism ofK+a-algebrasf : A → B. Since the functorB 7→ B∗ onK+a-algebras is left
exact, we easily deduce thatO∗ is a separated presheaf. By claim 2.1.24(iii), it then suffices to
check that the natural morphismO∗ → O+

∗ is an isomorphism of presheaves. The latter comes
down to the following assertion. Letf : A → B be any faithfully flat morphism; then the
natural map

A∗ → Equal(B∗ //
// (B ⊗A B)∗)

is an isomorphism. SinceB∗ is left exact, we are then reduced to showing that the natural
morphism

A→ Equal(B //
// B ⊗A B)

is an isomorphism, which is clear. �

Remark 9.5.9. (i) Let X be anS-scheme; following [36,§5.7], we attach toX its almost
schemeXa, which is a sheaf (and indeed, aU-sheaf) on the siteS . Recall the explicit de-
scription ofXa from loc.cit. One picks any Zariski hypercoveringZ• → X where eachZi is a
disjoint union of affine open subsets ofX; thenX is the colimit of the systemZ•, and therefore
we have an induced isomorphism inT :

Xa ∼→ colim
∆o

Za
• .

(ii) In the situation of (i), notice that the natural map

OX(X)→ Equal(OZ0(Z0) //
// OZ1(Z1))

is an isomorphism. Arguing as in the proof of lemma 9.5.8, we deduce that the induced map
OX(X)a∗ → O∗(X

a) is an isomorphism.
(iii) Let (Ui | i ∈ I) be any covering ofX consisting of affine open subsets. We deduce

easily from (i) that the family(Ua
i | i ∈ I) generates a covering sieve ofXa (for the canonical

topology ofT : details left to the reader).
(iv) Recall thatXa is connected and non-empty if and only if the ring ofXa-sections

Γ(Xa,ZT ) of the constant sheafZT has no idempotent elements other than0 and1 (see ex-
ample 2.2.7). On the other hand, it is easily seen that the natural mapZT → O∗ induces a
bijection on the rings of idempotents

Γ(Xa,ZT )
ι ∼→ Γ(Xa,O∗)

ι.

In view of (i), we conclude that the almost schemeXa is connected and non-empty if and only
if (OX(X)a∗)

ι = {0, 1}.
Lemma 9.5.10.LetX be anS-scheme, and(Ui | i ∈ I) a covering ofX consisting of affine
open subsets, and suppose that, for everyi ∈ I there existsbi ∈ mK such that :

(a) TheK+-algebraOX(Ui) satisfies(TF/bi).
(b) Supp biOX(Ui) = Ui.

Then we have :

(i) The natural mapOX(X)ι → O∗(X
a)ι is bijective.

(ii) Especially,X is connected if and only if the same holds forXa.

Proof. To begin with, notice that the rule :U 7→ OX(U)ι (resp.U 7→ O∗(U
a)ι) defines a sheaf

of rings on the Zariski site ofX which we denoteO ι
X (resp. O ι

∗ : details left to the reader).
Moreover, there is a natural morphism of sheaves of rings

(9.5.11) O ι
X → O ι

∗
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and (i) just states that this map induces an isomorphism on global sections. To show the latter
assertion, let us first remark :

Claim9.5.12. Let (Ui | i ∈ I) be an affine open covering of theS-schemeX, and suppose that,
for everyi ∈ I there existsbi ∈ mK such that (b) holds. Then (9.5.11) is a monomorphism.

Proof of the claim.Denote byI the kernel of (9.5.11), and letU ⊂ X be any open subset;
it suffices to show thatI (U ∩ Ui) = 0 for everyi ∈ I, hence we may replaceX by Ui, and
assume thatX is affine, sayX = SpecA, and there existsb ∈ mK such that

(9.5.13) Supp bA = X.

For anya ∈ A, setUa := SpecAa; it suffices to show thatI (Ua) = 0 for everya ∈ A.
However, lete ∈ I (Ua); this means thate is an idempotent ofAa, andmK annihilatese. Write
e = a−mf for somef ∈ A andm ∈ N; we may then find an integern ∈ N such thatbanf = 0
in A. On the other hand, (9.5.13) implies thatAnnA(b) is included in the nilradical ofA, soanf
is nilpotent inA, hencee is nilpotent inAa, and finallye = 0, sincee is an idempotent. ♦

Now, lemma 9.5.2(ii) says that the mapO ι
X(Ui)→ O ι

∗(Ui) deduced from (9.5.11) is bijective
for everyi ∈ I. Taking into account claim 9.5.12, assertion (i) follows easily (details left to the
reader). Assertion (ii) is an immediate consequence of (i) and remark 9.5.9(iv). �

Definition 9.5.14. LetX be anS-scheme. We call

Cov(Xa) := (Oa
X-Étfr)

o

the category of́etale coveringsof Xa.

Lemma 9.5.15.LetX be any quasi-compactS-scheme. We have :

(i) Cov(Xa) is equivalent to the category of locally constant bounded objects ofT/Xa.
(ii) If Xa is connected and non-empty,Cov(Xa) is a pregalois category ([36, Def.8.2.14

and (8.2.20)]).

Proof. (i): Denote byXa
Zar the subsite ofS whose objects are the almost schemes of the form

Ua, whereU ⊂ X is any (Zariski) affine open subset. For every quasi-coherent Oa
X-algebraA ,

we have a well defined sheaf ofK+-algebras onXa
Zar given by the rule :Ua 7→ A (U)∗, that we

denote byA∗. Moreover, the inclusion functorXa
Zar → S induces a morphism of ringed topoi

h : (T/Xa,O∗)→ ((Xa
Zar)

∼,Oa
X∗)

hence for every objectA of Cov(Xa) we obtain anO∗-algebrah∗A∗ onT/Xa. Now, consider
the presheaf onT/Xa

SpecA : Y 7→ HomO∗|Y -Alg(h
∗A∗|Y ,O∗|Y ) for everyY ∈ Ob(T/Xa).

It follows easily from [36, Prop.8.2.23] that, for every affine open subsetU ⊂ X, the restriction
of SpecA to T/Ua, is a locally constant bounded object of the latter topos. SinceX is quasi-
compact, remark 9.5.9(iii) then implies thatSpecA is itself locally constant and bounded, so
the ruleA 7→ SpecA yields a functor fromCov(Xa) to the category of locally constant
bounded objects ofT/Xa. We need to show that this functor is an equivalence. The latter
assertion can be checked locally onX; so we may assume thatX is affine, in which case one
concludes by invoking again [36, Prop.8.2.23].

(ii) follows from (i) and [36, 8.2.21]. �



FOUNDATIONS OFp-ADIC HODGE THEORY 759

9.5.16. LetX be a quasi-compactS-scheme such thatXa is connected and non-empty. It
follows from lemma 9.5.15(ii) and [36, Lemma 8.2.15], that the categoryCov(Xa) admits a
fibre functorξ to the category of finite sets, and it is therefore a Galois category. In this situation,
the general theory of [42, Exp.V] attaches toCov(Xa) a profinite group, which we denote

π1(X
a
ét, ξ)

and we call théetale fundamental group ofXa pointed atξ. ThenCov(Xa) is equivalent to the
category of finite (discrete) sets with a continuous action of π1(Xa

ét, ξ).

Example 9.5.17.(i) Suppose thatK is a henselian valued field, letb ∈ mK be any non-zero
element, and choose any fibre functorξ for the categoryCov(Sa); according to lemma 8.2.39(i)
and [36,§5.1.12], there is a natural equivalenceCov(Sa/b)

∼→ Cov(Sa); composing withξ, we
deduce a fibre functor forCov(Sa/b), which we denote againξ, and then the closed immersion
S/b → S induces an isomorphism of topological groups :

π1(S
a
ét, ξ)

∼→ π1(S
a
/b,ét, ξ).

(ii) On the other hand, suppose thatK is deeply ramified, and fix a fibre functorξ′ for
the category of étale coverings ofSpecK; after composition with the base change functor
Cov(Sa) → Cov(SpecK), we deduce another fibre functor (which we denote againξ′) for
Cov(Sa), and the almost purity theorem implies that the open immersionSpecK → S induces
an isomorphism of topological groups

Gal(Ka/K)
∼→ π1((SpecK)ét, ξ

′)
∼→ π1(S

a
ét, ξ

′).

9.5.18. Suppose now that(K, | · |) is deeply ramified, of characteristic zero, with residue field
κ of characteristicp > 0, and let(B,∆) be a small modelK+-algebra. We setX := SpecB,
and consider :

• a cofiltered systemY := (Yλ → X | λ ∈ Λ) of absolutely flat morphisms ofS-
schemes, with affine transition morphisms
• a filtered system((Ei, | · |i) | i ∈ I) of algebraic valued field extensions ofK

and we denote byY the limit of the cofiltered system

(Yλ,i := Yλ ×S SpecE+
i | (λ, i) ∈ Λ× I).

Proposition 9.5.19.In the situation of(9.5.18), suppose thatYλ is quasi-compact and quasi-
separated, for everyλ ∈ Λ. Then, for anyb ∈ mK we have :

(i) Everyétale almost finitely presentedOY/b-algebra has finite rank.
(ii) The induced functor

2-colim
(λ,i)∈Λ×I

Cov(Y a
λ,i/b)→ Cov(Y a

/b)

is an equivalence.

Proof. To begin with, let us notice :

Claim9.5.20. We may assume thatYλ is affine for everyλ ∈ Λ.

Proof of the claim.Without loss of generality, we may assume that the ordered indexing set
Λ admits a final elementλ0. For every affine open subsetU ⊂ Yλ0 , the induced systemU :=
(Yλ ×Yλ0 U | λ ∈ Λ) consists of affine schemes; setU/b := Y/b ×Yλ0 U . If assertion (i) is known
for the systemU , then every almost finitely presented étaleOa

U/b
-algebra has finite rank; since

U is arbitrary, assertion (i) follows forY .
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Next, for every open subsetU ⊂ Yλ0, and every(λ, i) ∈ Λ × I, setUλ,i/b := Yλ,i/b ×Yλ0 U .
Let C be the category whose objects are all the pairs(U,A ), whereU ⊂ Yλ0 is an open subset,
andA is an object of

CU := 2-colim
(λ,i)∈Λ×I

Cov(Ua
λ,i/b).

Any inclusionU ⊂ U ′ of open subsets ofYλ0 induces a restriction functor

CU ′ → CU : A 7→ A|U

(we leave to the reader the task of spelling out the precise definition). The morphisms(U,A )→
(U ′,A ′) in C are the pairs(j, ϕ), wherej : U → U ′ is an open immersion ofYλ0-schemes,
andϕ : A → A ′

|U is a morphism inCU . There is a natural functorϕ : C → (Yλ0)Zar from
C to the category of all open subsets ofYλ0 , and it is easily seen thatϕ is a fibration. On the
other hand, consider the categoryC ′ whose objects are the pairs(U,A ), whereU ⊂ Yλ0 is an
open subset, andA is an object ofCov(Ua

/b). The morphisms(U,A ) → (U ′,A ′) are defined
as for the foregoing categoryC ; then also the natural functorϕ′ : C ′ → (Yλ0)Zar is a fibration,
and furthermore we have a well defined cartesian functorF : C → C ′ of (Yλ0)Zar-categories,
whose restrictionϕ−1(Yλ0) → ϕ′−1(Yλ0) is the functor considered in (ii) (details left to the
reader). Suppose now thatYλ0 is separated (and quasi-compact), and letS be the sieve of
(Yλ0)Zar generated by the familyF of all the affine open subsets ofYλ0 ; notice thatF is stable
under arbitrary finite intersections. For everyU ∈ F , define the cofiltered systemU as in the
foregoing, and suppose that assertion (ii) holds for the systemU ; it is easily seen thatS is a
sieve of2-descent, for both fibrationsϕ andϕ′, and in light of theorem 1.5.30(i), we deduce
that (ii) holds forY as well.

Lastly, letY be an arbitrary cofiltered system, withYλ0 quasi-separated and quasi-compact;
in this case, we denote byS ′ the sieve of(Yλ0)Zar generated by the familyF ′ all quasi-compact
and separated open subsets ofYλ0 . Again, S ′ is of 2-descent forϕ andϕ′, andF ′ is stable
under finite intersections. Moreover, the foregoing case shows that, if (ii) holds for all cofiltered
systemsU of affine schemes, then it holds as well for all systemsU ′ such thatU ′

λ0
∈ F ′.

Invoking again theorem 1.5.30(i), we conclude the proof of the claim. ♦

Suppose now thatYλ is affine for everyλ ∈ Λ, and for everyi ∈ I denote byY h
λ,i the

henselization ofYλ,i alongYλ,i/b; then the limit of the cofiltered system(Y h
λ,i | λ ∈ Λ, i ∈ I) is

naturally isomorphic to the henselizationY h of Y alongY/b. By lemma 8.2.39(i), the induced
functors

Cov((Y h)a)→ Cov(Y a
/b) Cov((Y h

λ,i)
a)→ Cov(Y a

λ,i/b)

are equivalences, for everyi ∈ I andλ ∈ Λ, and the same holds for the corresponding functors
on almost finitely presented étale algebras ([36, Th.5.5.7(iii)]). In order to prove (ii), it suffices
therefore to show that the functor

2-colim
(λ,i)∈Λ×I

Cov((Y h
λ,i)

a)→ Cov((Y h)a)

is an equivalence. Likewise, (i) holds, provided every étale almost finitely presentedOa
Y h-

algebra has finite rank; the latter assertion is easily established, by remarking thatY h is a flat
S-scheme, and that, obviously, every étale finitely presentedOY h⊗K+K-algebra has finite rank
(details left to the reader). We remark :

Claim 9.5.21. The pair(Y h, Y/b) (resp.(Y h
λ,i, Yλ,i/b), for every(λ, i) ∈ Λ× I) is almost pure.

Proof of the claim.We consider the assertion forYλ,i; the same argument will apply toY as
well. Fix λ ∈ Λ andi ∈ I, and let(ξj | j ∈ J) be a small set of geometric points ofYλ,i/b such
that|Yλ,i/b| =

⋃
j∈J |ξj|. SetY ′ :=

∐
j∈J Yλ,i(ξj), and letf : Y ′ → Y h

λ,i be the natural morphism
of schemes. According to proposition 8.2.34, it suffices to check that the pair(Y ′, f−1Yλ,i/b) is
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almost pure, and that comes down to showing that the pair(Yλ,i(ξj), Yλ,i(ξj)×S SpecK+/bK+)
is almost pure, for everyj ∈ J . However, setBi := B⊗K+E+

i ; notice thatE+
i is a deeply ram-

ified valuation ring, and(Bi,∆) is a modelE+
i -algebra. Furthermore, the induced morphism

Yλ,i → SpecBi is absolutely flat, so the assertion follows from the almost purity theorem
9.4.38. ♦

SetU := Y h \ Y/b, andUλ,i := Y h
λ,i \ Yλ,i/b for every(λ, i) ∈ Λ× I. In view of claim 9.5.21,

we are reduced to checking that the induced functor

2-colim
(λ,i)∈Λ×I

Cov(Uλ,i)→ Cov(U)

is an equivalence. The latter assertion is just a special case of lemma 7.1.6. �

Corollary 9.5.22. In the situation of proposition9.5.19, if the almost schemeY a
λ,i/b is connected

for every(λ, i) ∈ Λ× I, then the same holds for the almost schemeY a
/b .

Proof. From proposition 9.5.19(ii) and lemma 9.5.15(i), we deducethat the natural map

colim
(λ,i)∈Λ×I

Γ(Y a
λ,i/b,Z/2ZT )→ Γ(Y a

/b ,Z/2ZT )

is a bijection. Then the assertion follows from the criterion of example 2.2.7(ii). �

9.5.23. Let(K, | · |) be a henselian valued field fulfilling the conditions of (9.5.18), and fix
an algebraic closureKa of K; then the valuation| · | admits a unique extension| · |a to Ka,
and as usual, we denote byKa+ the corresponding valuation ring. Let alsob ∈ K+ be a given
element; for everyS-schemeX we set :

Xκ := X ×S Spec κ XKa+ := X ×S SpecKa+.

We consider a quasi-compact and quasi-separatedS-schemeX such that the following holds.
There exists a covering(Ui | i ∈ I) of X consisting of affine open subsets, and for everyi ∈ I :

• an absolutely flat morphism ofS-schemesVi → SpecBi, where(Bi,∆i) is a model
K+-algebra
• an elementbi ∈ mK and an isomorphismUi

∼→ Vi ×S S/bi of S-schemes.

Lemma 9.5.24.In the situation of(9.5.23), the schemeXκ is geometrically connected if and
only if the almost schemeXa

Ka+ is connected.

Proof. Let κa be the residue field ofKa+; the natural morphismXκ ×S Spec κa → XKa+

is a homeomorphism ([31, Ch.IV, Prop.2.4.5(i)]), so we are reduced to showing thatXa
Ka+ is

connected if and only if the same holds forXKa+ . To this aim, it suffices to show that the affine
open subsetUi fulfills conditions (a) and (b) of lemma 9.5.10, for everyi ∈ I. However, since
Vi is a flatS-scheme,Ui is a flatS/bi-scheme, so condition (b) forUi follows from lemma 9.5.6.
Lastly, in view of remark 9.5.3(ii) it suffices to check that the strict henselizationOX,ξ fulfills
condition (TF/b) for everyb ∈ mK , and every geometric pointξ of X. The latter assertion
follows immediately from remarks 9.5.5(ii), 9.5.3(i) and [33, Ch.IV, Prop.18.8.10]. �

9.5.25. Keep the situation of (9.5.23), and suppose moreover that (K, | · |) is deeply rami-
fied (and still henselian), andXa

Ka+ is connected and non-empty. Pick a fibre functorFKa for
the categoryCov(Xa

Ka+) (see (9.5.16)). The natural morphismsXa
Ka+ → Xa → Sa induce

functorsCov(Sa) → Cov(Xa) → Cov(Xa
Ka+), and composing withFKa we deduce fibre

functors
FS : Cov(Sa)→ Set F : Cov(Xa)→ Set.

We may then state :
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Proposition 9.5.26.In the situation of(9.5.25), the induced sequence of topological groups :

1→ π1(X
a
Ka+ , FKa)→ π1(X

a, F )→ Gal(Ka/K)→ 1

is exact.

Proof. The Galois groupGal(Ka/K) is naturally identified withπ1(Sa, FS), as in example
9.5.17(ii). Then, according to [42, Exp.V, Prop.6.9], the surjectivity of the second map amounts
to the following :

Claim9.5.27. For every connected étale coveringS ′ → Sa, the almost schemeY a := Xa×SaS ′

is connected.

Proof of the claim.Indeed,S ′ is isomorphic to(SpecE+)a for some finite extensionE of K,
and thereforeY a is isomorphic to the almost scheme attached to theS-schemeY := X ×S
SpecE+. Notice thatY fulfills as well the conditions of (9.5.23), and sinceXκ is geometrically
connected,Yκ is connected. ThereforeY a

Ka+ is connected (lemma 9.5.24), so the same holds for
Y a. ♦

Next, letE denote the filtered category of all finite extensions ofK contained inKa (with
morphisms given by the inclusion maps); pick a cleavage for the fibrations : Morph(Sa-Sch)→
Sa-Sch (notation of (1.1.17)), and for everyE ∈ E , setXE := X ×S SpecE+. In light of
lemma 9.5.15, the ruleE 7→ Cov(Xa

E) extends to a pseudo-functor

Cov(Xa
• ) : E → Galois

which depends on the chosen cleavage (see definition 1.6.6(i)). Next, letE ∈ E be any element,
and recall that by definition,F is isomorphic to the functor given by the rule :

(f : Y → Xa) 7→ FKa(f ×Xa Xa
Ka+) for every étale coveringf.

Denote
∆E : Xa

Ka+ → Xa
E ×Xa Xa

Ka+

the morphism induced by the projectionXa
Ka+ → Xa

E and the identity ofXa
Ka+, and letξE ∈

F (Xa
E) = FKa(Xa

E ×Xa Xa
Ka+) be the unique element that lies in the image of the induced map

FKa(∆E) of finite sets. Notice that, for every inclusionE ⊂ E ′ of elements ofE , the image of
ξE′ under the induced mapF (Xa

E′)→ F (Xa
E) agrees withξE. Furthermore, denote by

FE : Cov(Xa
E)

∼→ Cov(Xa)/Xa
E → Set

the subfunctor ofF|Xa
E

selected byξE (see (1.6.19)). The discussion of (1.6.21) shows that the
ruleE 7→ (Cov(Xa

E), FE) extends to a pseudo-functor

(Cov(Xa
• ), F•) : E → fibre.Fun

(see definition 1.6.6(iii)). From proposition 9.5.19(ii) we then deduce an equivalence :

2-colim
E

(Cov(Xa
• ), F•)

∼→ (Cov(Xa
Ka+), FKa)

(notation of (1.6)). For everyE ∈ E , let HE ⊂ π1(X
a, F ) be the stabilizer ofξE under the

π1(X
a, F )-action onF (Xa

E). In view of corollary 1.6.25, the proposition is now reducedto the
following

Claim 9.5.28.
⋂
E∈E HE = Ker(π1(X

a, F )→ π1(S
a, FS)).

Proof of the claim. Let E ′ ⊂ E be the subset of all finite Galois extension ofK (contained
in Ka). For everyE ∈ E ′, the action ofπ1(Xa, F ) onF (Xa

E) = FS(SpecE
+) is obtained by

restriction along the mappE : π1(X
a, F ) → π1(S

a, FS) → Gal(E/K); it is then clear that
HE = Ker pE. SinceE ′ is cofinal inE , the claim follows. �
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Lemma 9.5.29.Suppose thatK is algebraically closed, let(B,∆) be a small modelK+-
algebra,b ∈ mK any non-zero element, and setY := SpecB. Then we have :

(i) The underlying topological space|Y/b| of Y/b is noetherian.
(ii) Each irreducible component ofY/b has dimensiondimQ ∆gp ⊗Z Q.

(iii) Y/b is a Cohen-Macaulay scheme. Especially,AssOY/b is the set of maximal points of
Y/b.

Proof. Define∆n andBn as in remark 9.3.15(ii), and setYn := SpecBn for everyn ∈ N;
clearlyY/b is the colimit of the resulting system(Yn/b | n ∈ N) of S/b-schemes, and it is eas-
ily seen that the transition morphismsgn : Yn/b → Y0/b are surjective and radicial for every
n ∈ N. It follows that the natural morphismg : Y/b → Y0/b is a homeomorphism on the un-
derlying topological spaces; especially, (i) holds, and toprove (ii) it suffices to show that every
irreducible component ofY0/b has dimensiondimQ ∆gp ⊗Z Q = rkZ∆

gp
0 .

Now, pick a decomposition(B,∆) = (B′,∆′) ⊗ (B′′,∆′′) as in remark 9.3.15(i), setY ′ :=
SpecB′, and letf : Y/b → Y ′

/b be the induced morphism of schemes. Thenf is étale and
surjective (remark 9.3.15(iii)), henceY/b is Cohen-Macaulay if and only if the same holds for
Y ′
/b (lemma 5.6.36(iii)). It then suffices to prove (ii) and (iii)for the model algebra(B′,∆′);

hence we may assume from start that∆gp is a torsion-free abelian group. Since the continuous
map|g| is a homeomorphism, we have

δ(y,OY/b) = δ(g(y), g∗OY/b) ≥ min
n∈N

δ(g(y), gn∗OYn/b) for everyy ∈ Y

(lemma 5.4.4(ii.b)). However, it has already been remarkedthat the structure morphismYn → S
is Cohen-Macaulay at every point of the closed subsetYn/b (see the proof of lemma 9.3.42(ii)),
therefore the schemeYn/b is Cohen-Macaulay (lemma 5.6.36(iv)) for everyn ∈ N, whence (iii).

Lastly, (ii) follows easily from corollary 6.5.8(ii) and lemma 5.8.8(iv,v). �

9.5.30. Suppose now that(K, | · |) is deeply ramified, fix a non-zero elementb ∈ mK , and
let (B,∆) be a small modelK+-algebra. Set(Y,M ) := S(B,∆) (notation of (9.3.8)) and
X := Y (x), with x a given geometric point ofY/b; denote byx the closed point ofX. As in
(9.3.9), there exists a natural morphism of log schemesf : (Y,M )→ S(K+), and we denote by
f(x) : (X,M (x))→ S(K+) its composition with the natural morphism(X,M (x))→ (Y,M ).
Denote byr : |X| → N ∪ {∞} the rank function ofCoker(log f(x)) (see (6.2.20); in fact, it
shall be seen thatr(y) ∈ N for everyy ∈ X). We may now state :

Theorem 9.5.31.In the situation of(9.5.30), suppose thatdimX/b ≥ 3. Then we have :

(i) If eitherr−1r(x) ∩X/b 6= {x}, or r−1r(x) = {x}, the pair(X/b, {x}) is almost pure.
(ii) In case the two conditions of(i) fail, the following holds :

(a) There exists a unique pointx+ ∈ X \X/b such thatr−1r(x) = {x, x+}.
(b) Let x+ be any geometric point ofX localized atx+, andU+ := X(x+) \ {x+}.

Then(X/b, {x}) is an almost pure pair if and only ifU+
ét is simply connected.

Proof. Set as usualU := X\{x}, and notice thatδ(x,OX/b) ≥ 3, by virtue of lemma 9.5.29(iii)
and corollary 5.4.35. Taking into account corollary 5.4.22, we deduce thatU/b is connected.

Claim9.5.32. We may assume that(K, | · |) is a strictly henselian (deeply ramified) valued field.

Proof of the claim.Indeed, lets denote the image ofx in S, denoteKsh+ the strict henselization
of K+ at the geometric points, and set(Y †,M †) := S(B ⊗K+ Ksh+,∆). Let x† be the image
of x in Y †; clearly the natural morphism

g : (X,M (x))→ (Y †(x†),M †(x†))

is an isomorphism. Moreover, letf † : (Y †(x†)M †(x†)) → S(Ksh+) be the morphism defined
as in (9.3.9), andr† the rank function ofCoker(log f †); the discussion of (9.3.8), combined
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with lemma 6.1.24, implies thatr = r† ◦ g. Hence, we may replace throughoutK+ byKsh+,
whence the claim. ♦

Claim 9.5.33. We may assume thatK is algebraically closed.

Proof of the claim.By claim 9.5.32, we may already assume that(K, | · |) is strictly henselian.
We proceed next as in the proof of claim 9.5.32 : letKa be an algebraic closure ofK, and set
(Y †,M †) := S(B ⊗K+ Ka+,∆). Under the current assumptions, the residue fieldκ of K+ is
separably closed, andKa+ is an integralK+-algebra; hence the induced mapY †

/b → Y/b is a

homeomorphism,x lifts uniquely to a geometric pointx† of Y †, and the projection

g : Y †(x†)→ X

induces an isomorphismY †(x†)
∼→ XKa+. Moreover, letf † : (Y †(x†),M †(x†)) → S(Ka+)

be the morphism defined as in (9.3.9), andr† the rank function ofCoker(log f †); arguing as
in the proof of claim 9.5.32, we see thatr† = r ◦ g. Sinceg is surjective andg ×S S/b is a
homeomorphism, it follows easily that the conditions stated in (i) and (ii) hold for the functionr,
whenever the corresponding conditions hold forr†. Furthermore, say thatr†−1r(x) = {x†, x†+}
for a pointx†+ ∈ X† \X†

/b, letx†+ be a geometric point ofX† localized atx†+ and liftingx+; and

setU †+ := X†(x†+) \ {x†+}; then it is easily seen that the induced morphismU †+ → U+ is an
isomorphism.

On the other hand, pick any geometric pointξ of (U/b)Ka+ (notation of (9.5.23)). The geo-
metric pointξ induces geometric points ofU/b andX/b, that we denote againξ. We have
to show that the induced mapπ1(U/b, ξ) → π1(X/b, ξ) is an isomorphism. However, un-
der the current assumptions,Uκ is geometrically connected (notation of (9.5.23)): in light of
lemma 9.5.24 and proposition 9.5.26, it then suffices to check that the corresponding map
π1((U/b)Ka+ , ξ) → π1((X/b)Ka+ , ξ) is an isomorphism. Summing up, this shows that we may
replaceK byKa, whence the claim. ♦

Henceforth we assume thatK is algebraically closed, and in view of remark 9.3.15(i,iii), we
may assume as well that∆gp is a torsion-free abelian group (see the proof of theorem 9.4.38).
In this case, the discussion of (9.3.19) and remark 9.3.24(iv) yield a decomposition

(9.5.34) (B,∆) = (B′,∆′)⊗ (B′′,∆′′)

such that∆′ is an abelian group,B′ = K+[∆′], andB′′ = P ⊗P0 K
+ for a∆′′-graded sharp

monoidP with an injective local mapP0 → K+. We may then endowY (resp. S) with the
log structureM deduced from the natural mapβ : P → B (resp. P0 → K+). Moreover,
setY ′′ := SpecB′′, denote byx′′ the image ofx in Y ′′, andx′′ the support ofx′′; by remark
9.3.24(v), we may assume – after replacingB by a suitable localization – that the resulting map
P → OY ′′,x′′ is local as well; especially :

(9.5.35) κ(x′′) = κ and M ♯
x = P.

Furthermore, remark 9.3.24(iii) implies that the resulting commutative diagram

(Y,M ) //

f
��

(Y,M)

f†

��
S(K+) // (S,N)

is cartesian. Hence, letr† denote the rank function ofCoker(log f †), andg : X → Y the
natural morphism; from lemma 6.1.24, we deduce thatr = r† ◦ g, which allows to reinterpret
as follows the conditions forr stated in (i) and (ii). First, due to (9.3.26), we see thatr(x) =
dimQ∆′′gp ⊗Z Q. By the same token, it is clear that, for every geometric point y of Y , the
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stalkCoker(log f †
y) shall be in any case a quotient of∆′′, hencer†(y) ≤ r(x), if y denotes the

support ofy. Lastly, letβy : P → OY,y be the map induced byβ; then we have

r†(y) = r(x) if and only if P+ := P \ P0 ⊂ β−1
y (my).

Thus, let us set
Z ′′

+ := SpecB′′/P+B
′′ Z+ := Z ′′

+ ×Y ′′ X.

Summing up, we have

Claim9.5.36. (i) Z+ = {z ∈ X | r(z) = r(x)}.
(ii) r−1r(x)∩X/b = {x} if and only if the image ofx in SpecK+[∆′] is the maximal point

of Specκ[∆′].
(iii) r−1r(x) \X/b 6= ∅ if and only if∆′′ is sharp.
(iv) Assertion (ii.a) of the theorem holds forr.

Proof of the claim.Assertion (i) is an immediate consequence of the foregoing discussion :
details left to the reader. Next, notice thatC := B′′/P+B

′′ is in any case a quotient ofK+. If
∆′′ is sharp, thenP+B

′′ is the direct sum of the graded termsB′′
δ with δ 6= 0, soC = K+. If

∆′′ is not sharp, then say thatδ ∈ (∆′′)× \ {0}, and pick arbitrary non-zero elementsa ∈ B′′
δ

and a′ ∈ B′′
−δ; then a · a′ ∈ P+B

′′ ∩ B′′
0 , soC is a quotient ofK+/aa′K+. This easily

implies (iii). By the same token, we see thatZ+/b is isomorphic to the strict henselization of
Specκ[∆′] at the image ofx in Specκ[∆′], whence (ii). Lastly, if both (ii) and (iii) hold, we see
thatZ ′′

+ = SpecK+, and [36, Ex.6.1.4(iv) and Prop.6.6.6] tell us thatZ+ is isomorphic to the
spectrum of a deeply ramified strictly henselian valuation ring of rank one, whence (iv). ♦

We shall now continue as in the proof of theorem 9.4.34. Indeed, letA be any étale almost
finitely presentedOa

U/b
-algebra, and define the(Bsh)a-moduleCA as in (9.4.24).

Claim9.5.37. λ(CA ) = 0.

Proof of the claim.From lemma 9.4.25, we know already thatCA has almost finite length. Now,
leta ∈ mK , such that|ap| ≥ max(|b|, |p|); sinceA is a flatOU/b-algebra, we have isomorphisms
of OU/b-modules :

Im(a · 1A )
∼→ A /ba−1A and Ker(a · 1A ) = ba−1A

∼→ A /aA .

On the other hand, sincedimX/b ≥ 3, lemma 9.4.21(ii) says thatH1(U/b,A /cA ) for every
c ∈ mK ; we deduce a natural isomorphism

H0(U/b,A )⊗K+ K+/aK+ ∼→ H0(U/b,A /aA ).

The same can be repeated withA replaced byA ⊗O/U/b
A , and it follows that

CA /aA = CA /aCA .

By the same token, we haveCA /apA = CA /a
pCA . On the other hand, sinceΦ is an isomor-

phism, lemma 8.5.5 yields an isomorphism of(Bsh)a-modules

Φ∗CA /aA
∼→ CA /apA .

Arguing as in the proof of corollary 9.4.19, we deduce thatλ(CA /aCA ) = λ(CA /aA ) = 0.
Then, the claim follows by an easy induction. ♦

From claim 9.5.37 and proposition 9.4.27 we deduce that there exists an integerm > 0 such
that (p,m) = 1 andj/b∗A(m) is an étale and almost finitely presentedDa

(m)/b-algebra, and we
need to descend this algebra to an étale almost finitely presentedOa

X/b
-algebra. Notice first that

the isomorphisms (9.5.34) induce a corresponding decomposition

(D(m),∆(m)) = (K+[∆′
(m)],∆

′
(m))⊗ (D′′

(m),∆
′′
(m))
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whereD′′
(m) := A∆′′

(m)
(notation of (9.3.5)), whence an isomorphism ofB-algebras :

Dsh
(m) := D(m) ⊗B Bsh = D′′

(m) ⊗B′′ (Bsh ⊗K+[∆′] K
+[∆′

(m)])

and since(p,m) = 1, theB-algebraBsh ⊗K+[∆′] K
+[∆′

(m)] is a finite direct product of copies
of Bsh. Hence, letD/b be the quasi-coherentOX-algebra determined by the finiteBsh-algebra
D′′

(m) ⊗B′′ Bsh/bBsh, and set
E := j/b∗(A ⊗OU j

∗
/bD/b).

It follows that D(m)/b is a finite direct sum of copies ofD/b, andj/b∗A(m) = E ⊗D/b D(m)/b.
Especially, since the natural mapD/b → D(m)/b admits a left inverse, it is easily seen thatE is
an étale and almost finitely presentedDa

/b-algebra, and we are thus reduced to showing thatE
descends to an étale and almost finitely presentedOa

X/b
-algebra.

To ease notation, setΓ := ∆′⊕∆′′
(m) andD := K+[∆′]⊗K+D′′

(m). LetG be the automorphism
group of theB-algebraD; there is a natural isomorphism

ρ : G
∼→ HomZ(∆

′′gp,µm) = (∆′′)gp∨ ⊗Z µm

and we have both(D/bD)G = B/bB andE G
|U/b

= A . SetE := Γ(X/b, E ); then corollary
8.6.28(ii) reduces to showing that the inducedG-action onE is horizontal. Thus, pick any
σ ∈ G, and letIσ ⊂ D be the ideal generated by the elements of the forma − σ(a), for a
ranging over all the elements ofD; we have to check thatσ acts trivially onEσ := E/IσE.
However, set

Xσ := SpecD/IσD ⊗B Bsh/bBsh Uσ := X ′ ×X U Zσ := Xσ\Uσ

and denote byE σ the quasi-coherentOa
Xσ-algebra determined byEσ. By construction,σ acts

trivially on E σ
|Uσ , therefore

s− σ(s) ∈ ΓZσE
σ
! for everys ∈ Eσ

! .

However,E σ
! is a flatOXσ -module, andZσ is closed and constructible inXσ; taking into account

theorem 5.4.20(ii) and lemma 5.4.19(iii), we conclude thatσ acts trivially onEσ, provided

Zσ ∩AssOXσ = ∅.

By inspecting the proof of claim 9.4.36, we see thatIaσ = AaJσ (notation of (9.3.41)), where
Jσ ⊂ Γ is the ideal generated by

Fσ := {δ ∈ ∆′′
(m) | ρσ(mδ) 6= 1}.

Claim 9.5.38. Jσ is a radical ideal ofΓ.

Proof of the claim. Indeed, say thatδn ∈ Jσ for some integern > 0; we may assume that
n = pk for some integerk > 0, and thereforeδp

k
= δ1 · δ2, for someδ1 ∈ Γ, andδ2 ∈ Fσ.

SinceΓ is uniquelyp-divisible, we may writeδ = δp
−k

1 · δp−k2 ; but clearlyδp
−k

2 ∈ Fσ, whence
the claim. ♦

DenoteMin(Γ/Jσ) the set of prime ideals ofΓ that are minimal among those that containJσ
(these are in natural bijection with the minimal prime ideals of the pointed monoidΓ/Jσ). Set

Ip := Ap and Xp := SpecD/Ip ⊗B Bsh/bBsh for everyp ∈ Spec Γ

(notation of (9.3.41)); from claim 9.5.38 and lemma 3.1.15 we get an injective map :

(9.5.39) D/Iσ →
∏

p∈Min(Γ/Jσ)

D/Ip

and a simple inspection shows that the induced map (9.5.39)⊗B Bsh/bBsh is still injective.
Notice thatD/Ip ≃ DΓ\p is a smallK+-algebra for everyp ∈ Spec Γ (remark 9.3.15(iv));
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on the one hand, lemma 9.5.29(iii) and proposition 5.5.4(vi) imply thatAssOXp
is the set of

maximal points ofXp. On the other hand, from (9.5.39) we get a finite and surjective morphism
⋃

p∈Min(Γ/Jσ)

Xp → Xσ.

Notice as well thatXp ×Xσ Xq = Xp∪q, for everyp, q ∈ Spec Γ. Especially, ifp 6= q, then
lemma 9.5.29(ii) implies that the intersection of the closed subsetsXp andXq is nowhere dense
in both of them. Taking into account proposition 5.5.4(ii,iv), we deduce thatAssOXσ is the set
of maximal points ofXσ.

Claim9.5.40. Let σ ∈ G be an element such thatZσ ∩ AssOXσ 6= ∅. Then we have :
(i) ∆′′ is a sharp monoid.
(ii) The image ofx in SpecK+[∆′] is the maximal point ofSpec κ[∆′].

(iii) Jσ = mΓ.

Proof of the claim.Suppose thatz ∈ Zσ ∩ AssOXσ , let d be the dimension of the topological
closure of{z} in Zσ, say thatz ∈ Xp for somep ∈ Min(Γ/Jσ), and setYp := SpecD/Ip. By
the foregoing,z is a maximal point ofXp, hence the image ofz in Yp is a maximal point ofYp/b,
sod = dimYp/b. Since∆′ is a group, we have∆′ ⊂ Γ× ⊂ Γ\p, therefored ≥ dimΓ× ⊗Z Q ≥
r := dimQ ∆′gp ⊗Z Q, by lemma 9.5.29(ii). On the other hand,Zσ is a closed subset of

Spec κ(x′′)×Y ′′ Xσ
/b ⊂ Spec (K+[∆′]⊗K+ D′′

(m) ⊗B′′ κ(x′′))×Y X/b.
Since the mapD′′

(m) is a filtered union of finiteB′′-algebras, (9.5.35) implies thatd ≤ r. We
conclude thatd = r = dimΓ× ⊗Z Q. This means that (i) holds, and that the image ofz in
SpecK+[∆′] is the maximal point of the closed subsetSpecκ[∆′], so (ii) follows as well. We
also deduce thatp = mΓ must be the maximal ideal ofΓ, which implies (iii). ♦

Assertions (i) and (ii.a) of the theorem already follow fromclaims 9.5.40 and 9.5.36. Suppose
now thatZσ ∩AssOXσ 6= ∅ for someσ ∈ G; the foregoing shows that, in this case, there exists
a unique pointx+ of X \ X/b, such that|Z+| = {x, x+}. Let s := dim∆′′ and denote by
(Spec∆′′)s−1 the set of all prime ideals of∆′′ of heights− 1; with this notation, we have :

Claim 9.5.41. Let U+ andx+ be as in (ii.b), and fix a geometric pointξ of U+. Then there
exists a natural group isomorphism :

π1(U
+
ét , ξ)

∼→ (∆′′)gp∨∑
q∈(Spec∆′′)s−1

(∆′′
q)
♯gp∨
⊗Z Ẑ(1) with Ẑ(1) := lim

n∈N
µn(K

+)

where(∆′′)gp∨ := HomZ[1/p]((∆
′′)gp,Z[1/p]) and likewise for the sugroups(∆′′

q)
♯gp∨.

Proof of the claim. Let y be the image ofx+ in Y , andK ′ the algebraic closure inκ(x+)
of OZ+,x+. Set Y+ := SpecK ′ ×S Y ′′, and pick any liftingy+ of y to Y+. On the one
hand, the induced morphismY+(y+) → Y (y) is an isomorphism; on the other hand, recall
that SpecK ×S Y ′′ = SpecK[∆′′] (remark 9.3.15(v));. Thus, we may replaceK by K ′, ∆
by ∆′′, and reach the following situation :∆ is sharp,U+ is of the formY+(y+) \ {y+},
whereY+ is the scheme underlying(Y+,M+) := Spec (K,∆), andy+ is the unique geomet-
ric point (up to isomorphism) such that the chart∆ → M+,y+ is local. Now, let us write
∆ = ∆0[1/p] for some fine and saturated submonoid∆0, and define∆n ⊂ ∆ as in (9.3.19), for
everyn ∈ N. Set(Yn,K,Mn) := Spec(K,∆n), let yn be the image ofy+ in Yn,K, and define
U+
n := Yn,K(yn) \ {yn} for everyn ∈ N. Denote also byξn the image ofξ under the induced

morphismU+ → U+
n , for everyn ∈ N. In view of lemma 7.1.6 and proposition 1.6.14, the

natural map

(9.5.42) π1(U
+
ét , ξ)→ lim

n∈N
π1(U

+
n,ét, ξn)
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is an isomorphism. By construction, the charts∆n →Mn,yn are local, for everyn ∈ N. Notice
also that thep-Frobenius endomorphism of∆n induces an isomorphism∆n

∼→ ∆n−1, and
moreoverdim∆n = s for everyn ∈ N. Thus, set

G :=
∆∨

0∑
q∈(Spec∆0)s−1

∆∨
0,q

⊗Z Ẑ(1)

(where(−)∨ denotes the usual dualHomMnd(−,N)). Taking into account (7.3.30) and theorem
7.3.55, we obtain a natural isomorphism betweenπ1(U

+
ét , ξ) and the limit of the system of finite

abelian groups(Gn | n ∈ N), such thatGn := G, and the transition mapGn+1 → Gn is induced
by thep-Frobenius endomorphism of∆0, for everyn ∈ N. In other words, these transition
maps are thep-Frobenius endomorphism ofG, so the limit is isomorphic toG⊗Z Z[1/p]. The
claim follows easily. ♦

Next, letτ ∈ G be any element, and suppose thatJτ is strictly contained inmΓ; then claim
9.5.40(iii). shows thatτ acts trivially onEτ , anda fortiori, also onEσ, again due to claim
9.5.40(iii). Now, letp ⊂ Γ be any prime ideal different frommΓ; sop = ∆′ ⊕ p′′ for a prime
idealp′′ ⊂ ∆′′

(m) different from the maximal ideal. Suppose that, for someτ ∈ G we have

(9.5.43) Fτ ⊂ p′′

Then clearlyJτ ⊂ p, and thereforeτ acts trivially on ourEσ. However, (9.5.43) means that
ρτ (mγ) = 1 for everyγ ∈ ∆′′

(m) \ p′′. Setq := p′′ ∩∆′′; the latter condition is equivalent to

ρτ (γ) = 1 for everyγ ∈ ∆′′ \ q
i.e. ρτ lies in the subgroup

Gq := (∆′′
q)
♯gp∨ ⊗Z µm ⊂ (∆′′)gp∨ ⊗Z µm.

Finally, suppose that the groupπ1(U
+
ét , ξ) vanishes; by claim 9.5.41, this means thatG =∑

q∈(Spec∆′′)s−1
Gq; we conclude that the whole ofG acts trivially onEσ, so E descends to

an étale almost finitely presentedOa
X-algebra, which shows that the pair(X, {x}) is indeed

almost pure, as stated.
Lastly, suppose thatr−1r(x) = {x, x+} andπ1(U

+
ét , ξ) does not vanish; we have to show that

in this case the pair(X/b, {x}) is not almost pure, and arguing as in the proof of claim 9.5.33, we
may assume again thatK is algebraically closed. Now, notice first that the mapπ1(U

+
ét , ξ)→ G

deduced from (9.5.42) is injective, and its image is the direct summandG[1/p] of G (notation
of the proof of claim 9.5.41); this allows to construct a universal (étale) coveringV → U+, as
follows. LetN be the order ofG[1/p]; the quotient mapG → G[1/p] corresponds to an étale
coveringV0 → U+

0 such thatV = U+ ×U+
0
V0, and the discussion of (7.3.39) shows that, in

turn,V0 is the fibre product in a cartesian diagram

V0 //

��

SpecK ′[Q0]

��

U+
0

// SpecK ′[∆′′
0]

whereK ′ is as in the proof of claim 9.5.41, andQ0 is a fine and saturated monoid with

∆′′
0 ⊂ Q0 ⊂

1

N
∆′′

0 and such that Qgp
0 /∆

′′gp
0 = G[1/p]∨.

Then the right vertical arrow is induced by the inclusion map∆′′
0 → Q0, and the bottom arrow

is induced by the chart∆′′
0 → OU+

0 ,ξ0
ofMn|U+

0
. Next, we wish to extendV to a tamely ramified

covering of the whole ofY . Namely, set

Q := (∆′′gp +Qgp
0 ) ∩∆′′

Q and YQ := SpecA∆′⊕Q
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where(A,∆Q) is the auxiliary model algebra constructed in (9.3.35), such thatB = A∆. It is
easily seen thatQgp/∆′′gp = G[1/p]∨. More precisely, the natural map

∆′′ ⊗∆0 Q0 → Q

is an isomorphism of monoids (details left to the reader), whence a cartesian diagram of schemes

V //

��

YQ

��
U+ // Y.

SinceV is connected, it follows that the same holds forXQ := X×Y YQ; hence,x lifts uniquely
to a geometric pointxQ of YQ, and the natural morphismYQ(xQ)→ XQ is an isomorphism. By
the same token, sinceV = U+ ×X XQ, we see thatx+ lifts uniquely to a geometric pointxQ+

of XQ \XQ/b, and the induced morphismXQ(xQ+) \ {xQ+} → V is an isomorphism. LetxQ
be the closed point ofXQ; sinceVét is simply connected (proposition 1.6.20(ii)), so assertion
(ii) of theorem applies toXQ, and shows that the pair(XQ/b, {xQ}) is almost pure.

Claim 9.5.36(i) also shows thatZQ+ := {xQ, |xQ+|} is a closed subset ofXQ; setUQ :=
XQ \ {xQ}, W := X \Z+ andWQ := XQ \ZQ, and consider the essentially commutative
diagram

Cov(Xa
Q/b)

��

Cov(Xa
Q)oo //

��

Cov(XQ,K)

��
Cov(Ua

Q/b) Cov(W a
Q)

α1oo α2 // Cov(WQ,K)

(where, as usual,XQ,K := XQ\XQ/b, and likewise forWQ,K andWK ; notice thatWQ/b = UQ/b).
The two top horizontal arrows are both equivalences, by lemma 8.2.39(i) and by the almost
purity theorem 9.4.38. We have also just remarked that the left vertical arrow is an equivalence.
SinceVét is simply connected, the right vertical arrow is an equivalence as well, by virtue of
lemma 7.1.7(ii.b). Lastly,α2 is an equivalence, again by theorem 9.4.38 and corollary 8.2.31.
Finally, we deduce thatα1 is an equivalence. Letg : XQ → X be the natural morphism, and
setB := g∗OXQ.

Claim9.5.44. The restrictionWQ,K →WK of g is a finite étale covering.

Proof of the claim.To ease notation, setM := ∆′′ andN := Q0; by inspecting the construc-
tions, we see that

M ⊂ N ⊂ N ′ := (
∑

q∈(SpecM)s−1
M∨

q )
∨ ⊂MQ.

Moreover, consider the morphism of objects ofK (see (6.6.2) and example 6.6.5(i,ii)) :

Spec(K,N)♯
Spec(K,j)

//

ψN
��

Spec(K,M)♯

ψM
��

(SpecN)♯
(Spec j)♯

// (SpecM)♯

induced by the inclusion mapj :M → N , and set

UM := SpecM \{mM} and UN := SpecN \{mN}.
We easily reduce to showing that the restrictionψ−1UN → ψ−1UM of SpecK[j] is an étale
morphism of schemes. However, we know already thatSpec(K, j) is an étale morphism of
log schemes (proposition 6.3.34), hence it suffices to checkthat the restrictionUN → UM
of (Spec j)♯ is a strict morphism of fans (corollary 6.3.27(i)). This, inturn, comes down to
checking thatj♯p : M

♯
p → N ♯

p is an isomorphism, for every prime idealp ⊂ M of heights− 1.
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To this aim, it suffices to show that the corresponding mapM ♯
p → N ′♯

p is an isomorphism for
every suchp, or equivalently, that the same holds for the dual map(N ′

p)
∨ → (Mp)

∨ (proposition
3.4.12(iv)). However, notice that, quite generally(Tt)∨ = {τ ∈ T∨ | τ(T \ t) = 0} for every
monoidT and every prime idealt ⊂ T . Therefore :

(N ′
p)

∨ = {τ ∈ (
∑

q∈(SpecM)s−1
M∨

q )
∨∨ | τ(M \p) = 0}

= {τ ∈∑q∈(SpecM)s−1
M∨

q | τ(M \p) = 0}
=
∑

q∈(SpecM)s−1
M∨

q∩p =M∨
p

as contended. ♦

From claim 9.5.44 and proposition 8.2.30, we deduce thatBa
|W is an étaleOa

W -algebra of fi-

nite rank, and notice that the categoryBa-Étfr is equivalent to the categoryOa
WQ

-Étfr (notation
of definition 8.2.25). Hence, consider the essentially commutative diagram

Oa
W -Étfr

��

// Oa
U/b

-Étfr

��

Desc(Oa-Étfr, {WQ →W}) // Desc(Oa-Étfr, {UQ/b → U/b})

(notation of (8.5.4) and (1.5.27)). Sinceα1 is an equivalence, it is easily seen that the same holds
for the bottom horizontal arrow. Also, the two vertical arrows are equivalences, by faithfully
flat descent. We conclude that the top horizontal arrow is also an equivalence. We reach then
the essentially commutative diagram

Cov(Xa
/b)

��

Cov(Xa)oo //

��

Cov(XK)

��
Cov(Ua

/b) Cov(W a)oo // Cov(WK)

and summing up the foregoing, we see that all the horizontal arrows in this last diagram are
equivalences. However, the restrictionXQ,K → XK of g is not étale, so the right vertical arrow
is not an equivalence, and therefore neither is the left vertical one, as claimed. �

9.6. Almost purity : the log regular case. In this section, we prove an almost purity theorem
for certain towers of regular log schemes.

9.6.1. LetM 0 be a log structure on the Zariski site of a local schemeX0, such that(X0,M 0)
is a regular log scheme, and say thatX0 = SpecB0 for a local ringB0 which is necessarily
noetherian, normal and Cohen-Macaulay (corollary 6.5.29). Let x0 ∈ X0 be the closed point,
andβ0 : P → B0 a chart forM0 which is sharp atx0. Especially,P is a fine and saturated
monoid, andA := B0/mPB0 is a regular local ring; we denote bymA (resp.mB0) the maximal
ideal ofA (resp. ofB0). We assume furthermore that :

(a) The characteristicp of the residue fieldκ(x0) of A is positive.
(b) The Frobenius endomorphismΦB0 of B0/pB0 is a finite ring homomorphism.

Notice that (b) implies thatB0/pB0 is excellent (theorem 4.8.42(i)) and also thatΩ1
A/Z⊗Aκ(x0)

is a finite dimensionalκ(x0)-vector space. Set

P (n) := {γ ∈ PQ | γp
n ∈ P} for everyn ∈ N.

Thepn-Frobenius map ofP (n) identifiesP (n) with its submonoidP ; in other words, the inclu-
sion mapP → P (n) is naturally identified with thepn-Frobenius endomorphism ofP . Fix a
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sequence(f1, . . . , fr) of elements ofB0 whose image inA is maximalin the sense of remark
4.7.28(iii). Notice thatdimκ(x0)mA/m

2
A = dimA, sinceA is regular; it follows that

r = dimA+ dimκ(x0)Ω
1
κ(x0)/Z

by virtue of the short exact sequence (4.7.2), ifp ∈ m2
A, and otherwise, by virtue of proposition

4.7.14. Denote also byf i ∈ A the image offi, for everyi = 1, . . . , r. According to corollary
4.7.27, the ring

An := A[T1, . . . , Tr]/(T
pn

1 − f 1, . . . , T
pn

r − f r)
is regular. For everyn ∈ N, we set :

B′
n := P (n)⊗P B0 B′′

n := B0[T1, . . . , Tr]/(T
pn

1 − f1, . . . , T p
n

r − fr) Bn := B′
n⊗B0 B

′′
n.

Lemma 9.6.2.The induced maps

Bn → Bn+1 and Bn/pBn → Bn+1/pBn+1

are injective, for everyn ∈ N.

Proof. The natural mapBn → Bn+1 factors as the composition

B′
n ⊗B0 B

′′
n → B′

n+1 ⊗B0 B
′′
n → B′

n+1 ⊗B0 B
′′
n+1 for everyn ∈ N.

Notice thatB0 = B′′
0 , andB′′

n+1 is a freeB′′
n-module (of rankpr) for everyn ∈ N; we are then

reduced to checking that the mapsB′
n → B′

n+1 andB′
n/pB

′
n → B′

n+1/pB
′
n+1 are injective for

everyn ∈ N. However, setG := P (n+1)/P (n), and notice thatP (n+1) is aG-graded monoid,
with P (n+1)

0 = P (n), henceB′
n+1 is aG-gradedB′

n-algebra with(B′
n+1)0 = B′

n for everyn ∈ N.
The assertion follows. �

9.6.3. In view of lemma 9.6.2, we may set

B′′ :=
⋃

n∈N

B′′
n B :=

⋃

n∈N

Bn P (∞) :=
⋃

n∈N

P (n)

and clearly
B = P (∞) ⊗P B′′ for everyn ∈ N

from which we see thatB is naturally aP (∞)/P (n)-gradedBn-algebra, for everyn ∈ N.
Also, the induced morphismSpecBn+1/pBn+1 → SpecBn/pBn is radicial and surjective,
soSpecBn/pBn is a local scheme for everyn ∈ N; on the other hand, the mapB0 → Bn is
finite, so every point ofSpecBn specializes to a point ofSpecBn/pBn. We conclude thatBn

is a local ring, and we denote bymBn its maximal ideal, for everyn ∈ N. LetMn be the log
structure on the Zariski site ofXn := SpecBn deduced from the natural mapβn : P (n) → Bn;
notice thatBn/mP (n)Bn = An is a regular local ring of dimension equal todimA. Since we
have as welldimP (n) = dimP , it follows that(Xn,Mn) is regular at the closed pointxn ∈ Xn.
Then theorem 6.5.46 shows that(Xn,Mn) is a regular log scheme. Thus, we have obtained a
tower of finite morphisms of regular log schemes

(9.6.4) · · · → (Xn+1,Mn+1)→ (Xn,Mn)→ · · · → (X0,M0)

which we call themaximal towerassociated to the chartβ0 : P → B0 and the maximal sequence
(f1, . . . , fr). The limit of the tower (9.6.4) is a log scheme(X,M) whose log structure admits
a chartP (∞) → B which is sharp at the closed point.

Remark 9.6.5. Keep the notation of (9.6.3), and lets ∈ N be any integer; from remark
4.7.28(iii) it is easily seen that the sequence((Xn+s,Mn+s) | n ∈ N), obtained by removing
from (9.6.4) the firsts terms, is the maximal tower associated to the chartβn and the maximal
sequence(f 1/ps

1 , . . . , f
1/ps

r ).
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9.6.6. Let nowy ∈ (X0,M0)tr be any point, andn ∈ N any integer. The chartβ0 extends
uniquely to a morphism of monoidsβgp

0 : P gp → B0,y := OX0,y, and we have a natural isomor-
phism

Bn ⊗B0 B0,y
∼→ P (n)gp ⊗P gp B0,y ⊗B0 B

′′
n.

Especially,Bn ⊗B0 B0,y is a freeB0,y-module of rankpnd, where

d := dimP + r = dimP + dimA+ dimκ(x0) Ω
1
κ(x0)/Z.

However, since(X0,M0) is regular, we havedimA + dimP = dimB0. Summing up, we find

d = dimB0 + dimκ(x0) Ω
1
κ(x0)/Z.

Next, letz ∈ SpecB0/pB0 ⊂ X0 be any point, andpz ⊂ B0 the corresponding prime ideal; as
in the foregoing, the chartβ0 extends uniquely to a morphismβp : Pp → B0,z := OX0,z, where
p := β−1

0 pz. As already remarked, the pointz lifts uniquely to a pointzn ∈ Xn, and on the
other hand, there exists a unique prime idealp(n) ⊂ P (n) containingp, and the inclusion map
jp : Pp → P

(n)

p(n)
is naturally identified with thepn-Frobenius endomorphism ofPp. By lemma

3.2.10, there exists an isomorphism of monoidsPp
∼→ G × Q, with G := P×

p andQ := P ♯
p ;

we may then find a corresponding decompositionP
(n)

p(n)
= G(n) × Q(n) that identifiesjp with

the product of maps of monoidsG → G(n) andQ → Q(n). Summing up, there follows an
isomorphism ofB0-algebras

OXn,zn
∼→ P

(n)

p(n)
⊗Pp

B0,z ⊗B0 B
′′
n

∼→ (Q(n) ⊗Q B0,z)⊗B0,z (G
(n) ⊗G B0,z)⊗B0 B

′′
n.

Fix a basisg1, . . . , gs of the freeZ-moduleG, and setfr+i := βp(gi) for i = 1, · · · , s; clearly

(G(n) ⊗G B0,z)⊗B0 B
′′
n = B0,z[T1, . . . , Tr+s]/(T

pn

1 − f1, . . . , T p
n

r+s − fr+s).
On the other hand, setAz := B0,z/mQB0,z; we have

dimP = dimQ + s (corollary 3.4.10(i))

dimB0,z = dimQ + dimAz (since(X0,M 0) is regular)

dimB0,z = d− dimκ(z)Ω
1
κ(z)/Z (proposition 4.8.36).

Thereforer+ s = dimAz +dimκ(z)Ω
1
κ(z)/Z. However,Azn := OXn,zn/mQ(n)OXn,zn is a regular

local ring, since(Xn,Mn) is regular, and by inspecting the construction we see that

Azn = Az[T1, . . . , Tr+s]/(T
pn

1 − f1, . . . , T p
n

r+s − fr+s)
hence the image of the system(f1, . . . , fr+s) yields a basis of eitherΩ1

Az/Z
⊗Az κ(z) or ΩAz ,

depending on whether or notp ∈ m2
Az (corollary 4.7.27). In conclusion, we see that the induced

sequence of morphisms of log schemes

· · · → (Xn+1(zn),Mn+1(zn))→ (Xn(zn),Mn(zn))→ · · · → (X0(z),M 0(z))

(notation of (6.7.11)) is the maximal tower associated to the induced chartQ → OX0,z and the
maximal sequence(f1, . . . , fr+s).

9.6.7. LetΦBn : Bn/pBn → Bn/pBn be the Frobenius endomorphism ofBn/pBn; taking
into account lemma 9.6.2, we see thatΦBn+1 factors through a unique ring homomorphism

ΦBn+1 : Bn+1/pBn+1 → Bn/pBn for everyn ∈ N.

Lemma 9.6.8.The mapΦBn+1 is surjective for everyn ∈ N.

Proof. Let us start out with the following general :
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Claim 9.6.9. Let ϕ : R→ S be an injective, finite and radicial ring homomorphism. Thenϕ is
an isomorphism if and only ifΩ1

S/R = 0.

Proof of the claim.We may assume thatΩ1
S/R = 0, and we show thatϕ is an isomorphism. To

this aim, it suffices to show that

ϕ⊗R R/m : R′ := R/m→ S ′ := S/mS

is an isomorphism for every maximal idealm ⊂ R. However,Ω1
S′/R′ = Ω1

S/R⊗RR′ = 0, so we
may replaceR by R′ andS by S ′, and assume from start thatR is a field. In this case,S is a
local unramifiedR-algebra, soS must be a finite separable field extension ofR, by [33, Ch.IV,
Cor.17.4.2]. ButS is also a radicial extension ofR, soS = R. ♦

Claim 9.6.10. Let p > 0 be a prime integer,R a localFp-algebra whose Frobenius endomor-
phismΦR is a finite map,kR the residue field ofR, andI ⊂ R an ideal. SetR0 := R/I,
and let(g1, . . . , gn) be a finite sequence of elements ofR such thatdg1, . . . , dgn is a system of
generators for thekR-vector spaceΩ1

R0/Z
⊗R kR. ThenR = Rp[I, g1, . . . , gn].

Proof of the claim.SetS := Rp[I, g1, . . . , gn]. The inclusion mapS → R is clearly radicial,
and it is finite, sinceΦR is finite; hence claim 9.6.9 reduces to checking thatΩ1

R/S vanishes.
By Nakayama’s lemma, it then suffices to show thatΩ1

R/S ⊗R kR = 0. However, letM (resp.
N) be theR-submodule ofΩ := Ω1

R/Z generated by{da | a ∈ I} (resp. by{dg1, . . . , dgn});
thenΩ1

R/S = Ω/(M + N) ([30, Ch.0, Th.20.5.7(i)]) and on the other hand, the induced map
(Ω/M)⊗RR0 → Ω1

R0/Z
is an isomorphism ([30, Ch.0, Th.20.5.12(i)]). We deduce a right exact

sequence ofR-modules

N
j−→ Ω1

R0/Z ⊗R kR → Ω1
R/S ⊗R kR → 0.

But our choice of the sequence(g1, . . . , gn) implies thatj is surjective, whence the contention.
♦

Finally, notice that the image ofΦBn+1 is the subring(Bn/pBn)
p[βn(P

(n)), f
1/pn

1 , . . . , f
1/pn

r ].
For everyn > 0, consider the exact sequence

Ω1
A/Z ⊗A κ(xn)

j−→ Ω1
An/Z ⊗An κ(xn)→ Ω1

An/A ⊗An κ(xn)→ 0

([30, Ch.0, Th.20.5.7(i)]); the image ofj is generated by the image of the generating system
df• := (df1, . . . , dfr) of the κ(x0)-vector spaceΩ1

A/Z ⊗A κ(x0). However, sincefi admits
a p-th root inAn for every i = 1, . . . , r, it is easily seen that the image ofdf• vanishes in
Ω1
An/Z

. HenceΩ1
An/Z

⊗An κ(xn) = Ω1
An/A

⊗An κ(xn) is generated by the image of the system

(df
1/pn

1 , . . . , df
1/pn

r ). Therefore, to prove the lemma, it suffices to apply claim 9.6.10 toR :=

Bn/pBn, I := βn(mP (n))R and the sequence(f 1/pn

1 , . . . , f
1/pn

r ). �

Theorem 9.6.11.With the notation of(9.6.3), we have :

(i) If B0 is anFp-algebra,ΦB1 is an isomorphism.
(ii) If B0 is not anFp-algebra, then there existsπ ∈ B1 andu ∈ B×

1 such thatπp = pu,
andKerΦB1 = πB1/pB1.

Proof. (i) is immediate from lemma 9.6.8, since in that caseΦB1 is the Frobenius endomorphism
of B1, so it is injective, since the latter is a domain.

(ii): Suppose we have foundπ as sought, and letx ∈ B1 whose image inB1/pB1 lies in
KerΦB1 ; this means thatxp = py holds inB1 for somey ∈ B1; hence(x/π)p ∈ B1, and since
B1 is a normal ring (corollary 6.5.29), we deduce thatx/π ∈ B1, i.e. x ∈ πB1, which shows
the second assertion of (ii). It thus remains only to exhibitπ with the required properties.
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Assume first thatp ∈ m2
A. Then we may write

p =

t∑

i=1

bib
′
i +

s∑

j=1

b′′j · β0(xj)

for certainb1, b′1, . . . , bt, b
′
t ∈ mB0 , b

′′
1, . . . , b

′′
s ∈ B0, andx1, . . . , xs ∈ mP . In light of lemma

9.6.8, we may then write

bi = cpi + pdi b′i = c′pi + pd′i whereci, c
′
i, di, d

′
i ∈ mB1 for everyi = 1, . . . , t

and likewise,b′′j = c′′pj + pd′′j wherec′′j ∈ B1 for j = 1, . . . , s. Moreover, by construction,β0
extends to a morphism of monoidsβ1 : P (1) → B1, and we may writexj = ypj with yj ∈ mP (1)

for j = 1, . . . , s. A simple computation then yields

(9.6.12) p · (1 + e) =

t∑

i=1

cpi c
′p
i +

s∑

j=1

c′′pj · β1(yj)p for somee ∈ mB1 .

However, the right-hand side of (9.6.12) can be written in the formgp+ph for someg, h ∈ mB1

(details left to the reader); clearly1 + e− h ∈ B×
1 , whence the contention, in this case.

Next, suppose thatp /∈ m2
A. In this case, recall that

dimκ(x0)1/p ΩA = 1 + dimκ(x0)Ω
1
A/Z ⊗A κ(x0).

Therefore, after reordering the sequence(f1, . . . , fr), we may assume thatdf1, . . . , dfr−1 is a
basis of theκ(x0)-vector spaceΩ1

A/Z ⊗A κ(x0). Set

B′ := (P (1) ⊗P B0)[T1, . . . , Tr−1]/(T
p
1 − f1, . . . , T pr−1 − fr−1).

ClearlyB1 is a faithfully flatB′-algebra, henceB′/pB′ is aB0/pB0-subalgebra ofB1/pB1,
so the natural mapB0/pB0 → B′/pB′ is injective (lemma 9.6.2), and just as in (9.6.3), we
deduce that the Frobenius endomorphism ofB′/pB′ factors through a ring homomorphism
ΦB′ : B′/pB′ → B0/pB0, and arguing as in the foregoing, we also see thatB′ is a local
ring. Moreover, by applying claim 9.6.8 withR := B′/pB′, I := β0(mP )R and the sequence
(f1, . . . , fr−1) we conclude – as in the proof of lemma 9.6.8 – thatΦB′ is surjective. Hence,
denote bymB′ the maximal ideal ofB′; it follows that there existsg ∈ mB′ andh ∈ B′ such
thatfr = gp + ph in B′. Set

A′ := B′/mP (1)B′ = A[T1, . . . , Tr−1]/(T
p
1 − f1, . . . , T pr−1 − fr−1).

ThenA′ is a regular local ring, by corollary 4.7.27, applied to the sequence(f1, . . . , f r−1)
consisting of the images of the elementsfi in A. By the same criterion – applied to the similar
sequence(f 1, . . . , f r) – we see thatA′[T ]/(T p− fr) is regular as well. So once again the same
corollary – applied to the elementf r ofA′ – says that the elementd(fr) of ΩA′ does not vanish.
However

d(fr) = d(g
p) + d(ph) = pgp−1d(g) + hd(p) + pd(h) = hd(p) in ΩA′

(see (4.7.13)). We conclude thath ∈ B′×. Lastly, notice thatfr admits ap-th rootf 1/p
r in B1,

henceph = fr − gp = (f
1/p
r − g)p + pe in B1 for somee ∈ mB1 (details left to the reader).

Sinceh− e ∈ B×
1 , we are done. �

Remark 9.6.13. SupposeB0 is not anFp-algebra. Then we may construct inductively a se-
quence of elements(πn | n ∈ N) such that :

(a) πn ∈ Bn for everyn ∈ N.
(b) π0 = p, andπpn+1/πn ∈ B×

n+1 for everyn ∈ N.
(c) πnBn/pBn = Ker(Φn ◦ · · · ◦ Φ1) for everyn > 0.
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Indeed, theorem 9.6.11(ii) providesπ1 as required. Suppose thatπn has already been exhibited
for somen ≥ 1; by lemma 9.6.8, we may then findπn+1, b ∈ Bn+1 such thatπpn+1 = πn + pb.
Hence,πpn+1 = πnun, whereun := 1 + π−1

n pb ∈ B×
n+1. Condition (c) then follows, as in the

proof of theorem 9.6.11 : details left to the reader.

9.6.14. Henceforth we shall restrict to the case whereB0 is not anFp-algebra, soB0 is a local
integral domain whose field of fractions has characteristiczero, and whose residue field has
characteristicp. For everyn ∈ N, set

(Xn)/p := SpecBn/pBn Vn := Xn \ (Xn)/p Un := (Xn,M)tr ∩ Vn.
We consider now a finite morphismϕ0 : Y0 → X0 with Y0 a normal scheme, such thatϕ0 maps
each connected component ofY0 ontoX0, and such that the restrictionϕ−1

0 U0 → U0 is a finite
étale covering. For everyn ∈ N, we letYn be the normalization ofXn in ϕ−1U0 ×X0 Xn, and
denote byϕn : Yn → Xn the resulting finite morphism ([61, Lemma 1, p.262]), byϕ : Y → X
the limit of the system(ϕn | n ∈ N), and byWn ⊂ Xn the étale locus ofϕn, i.e. the largest
open subset such that the restrictionϕ−1

n Wn →Wn of ϕn is an étale covering (lemma 7.1.7(ii.b)
and claim 7.1.8). Let also(Xn,p | p ∈ SpecP (n)) be the logarithmic stratification of(Xn,Mn)
(see (6.5.49)) and setVn,p := Xn,p ∩ Vn for everyn ∈ N and everyp ∈ SpecP (n). We call
(Vn,p | p ∈ SpecP (n)) the logarithmic stratificationof Vn.

Lemma 9.6.15.With the notation of(9.6.14), the following holds :

(i) Vn \Wn is a union of strata of the logarithmic stratification ofVn, for everyn ∈ N.
(ii) Xn+1 ×Xn Wn = Wn+1 for every sufficiently largen ∈ N.

Proof. (i): Since everyXn,p is irreducible (corollary 6.5.51(iii)), the same holds foreachVn,p.
Hence, suppose thatVn\Wn contains a pointz of Vn,p, for somep ∈ SpecP (n); we have to show
that in this caseVn,p ∩Wn = ∅, and sinceWn is an open subset ofXn, it suffices to check that
the generic pointη of Vn,p does not lie inWn. However, letη be any geometric point localized
atη; thenη lies inWn if and only if the induced morphismϕn×Xn Xn(η) is étale (claim 7.1.9).
Let alsoz be a geometric point localized atz, and denote byMn,z (resp. Mn,η) the stalk at
z (resp. η) of the logarithmic structure of(Xn(z),Mn(z)) (resp. of(Xn(η),Mn(η))). Any
choice of a strict specialization morphisms : Xn(η) → Xn(z) induces a strict specialization
mapσ : Mn,z → Mn,η (see (2.4.22)) that extends the specialization mapσ : Mn,z → Mn,η.
Since the natural mapsM ♯

n,z → M ♯
n,z andM ♯

n,η → M ♯
n,η are isomorphisms (see (6.1.8)), and

σ♯gp is an isomorphism (sincez andη lie in the same stratum), the same holds forσ♯gp, and
therefore the induced mapM gp∨

n,η → M gp∨
n,z is bijective. Pick any geometric pointξ of Xn(z)

localized at the maximal point, and liftξ to a geometric pointξη of Xn(η); in light of (7.3.52),
we conclude thats induces an isomorphism

π1((Xn(η),Mn(η))ét, ξη)
∼→ π1((Xn(z),Mn(z))ét, ξ).

Therefore,ϕn ×Xn Xn(η) is étale if and only if it is a trival covering, if and only if the same
holds forϕn ×Xn Xn(z), if and only if z ∈ Wn, whence the assertion.

(ii): For everyn ∈ N, set

(9.6.16) Zn := {p ∈ SpecP (n) | Vn,p 6= ∅ and Vn,p ∩Wn = ∅}.
The continuous mapωn : SpecP (n+1) → SpecP (n) induced by the inclusionP (n) → P (n+1)

sendsZn+1 into Zn, for everyn ∈ N. On the other hand,ωn is also a bijection of finite sets
(lemmata 3.1.20(iii) and 3.4.41(i)); we conclude thatωn restricts to a bijectionZn+1

∼→ Zn for
every sufficiently large integern ∈ N. For everyn ∈ N, let gn : Xn+1 → Xn be the transition
morphism in the maximal tower (9.6.4), in light of (i), it follows that

g−1
n (Vn ∩Wn) = Vn+1 ∩Wn+1 for every sufficiently largen ∈ N.



776 OFER GABBER AND LORENZO RAMERO

On the other hand, the restriction(Xn+1)/p → (Xn)/p of gn is radicial and surjective for every
n ∈ N, so the underlying continuous map is a homeomorphism; sincethe underlying topological
spaces are noetherian, we see as well that

g−1
n ((Xn)/p ∩Wn) = (Xn+1)/p ∩Wn+1 for every sufficiently largen ∈ N.

Summing up, the assertion follows. �

9.6.17. Letβ : P (∞) → B be the chart of the log structureM onX from (9.6.3), and notice
that the inclusion mapP (n) → P (∞) induces bijectionsSpecP (∞) ∼→ SpecP (n) for every
n ∈ N (lemma 3.4.41(i)); especially,SpecP (∞) is a finite set. LetI ⊂ B be any ideal; we say
thatI is abranch ideal, if there exist radical idealsJ ⊂ B andr ⊂ P (∞) such that

(9.6.18) p ∈ J and I = J ∩ rB.

Remark 9.6.19. (i) Let I ⊂ B be a branch ideal, and pick radical idealsJ ⊂ B andr ⊂ P (∞)

such that (9.6.18) holds. Setr(n) := r ∩ P (n) for everyn ∈ N; from corollary 6.5.36(ii) we
know thatr(n)Bn is a radical ideal ofBn, hencerB is a radical ideal ofB, and then the same
holds forI.

(ii) In the situation of (i), letZ ⊂ SpecP (∞) be a subset such thatr =
⋂

p∈Z p (lemma 3.1.15),
and setp(n) := p ∩ Bn for everyp ∈ Z and everyn ∈ N, sor(n) =

⋂
p∈Z p

(n) for everyn ∈ N.
In view of proposition 6.5.32 and lemmata 6.5.17 and 3.1.37,we see thatr(n)B =

⋂
p∈Z p

(n)Bn,
and therefore

(9.6.20) rB =
⋂

p∈Z

pB.

Suppose moreover, thatp ∈ pB for somep ∈ Z; then we may replaceJ by J ∩ pB andZ by
Z\p, after whichJ is still a radical ideal, and (9.6.18) still holds. SinceZ is a finite set, we may
– after repeating this procedure finitely many times – assumethat

(9.6.21) p /∈ pB for everyp ∈ Z.

(iii) Furthermore, any branch idealI ⊂ B is the radical ofI0B, for some idealI0 ⊂ B0.
Indeed, pickJ and r such that (9.6.18) holds; since the projectionSpecB/pB → (X0)/p is
radicial and surjective, it is clear thatJ is the radical ofJ0B for some idealJ0 ⊂ B0, and on
the other hand,rB is the radical ofr(0)B.

(iv) In the situation of (9.6.14), letW ⊂ X be the limit of the system(Wn | n ∈ N); thenW is
an open subset ofX, and we may consider the largest idealI ⊂ B such thatSpecB/I = X\W .
From lemma 9.6.15 and (9.6.20), it is easily seen thatI is a branch ideal ofB.

Proposition 9.6.22.Let I ⊂ B be any branch ideal, andJ, r radical ideals such that(9.6.18)
holds. ThenI2 = I = r · J , andI fulfills condition(B) of [36, §2.1.6].

Proof. PickZ such that (9.6.21) holds andr =
⋂

p∈Z p, and for everyn ∈ N let Zn ⊂ SpecP (n)

be the image ofZ; set

Jn := J ∩Bn In := I ∩ Bn Qn :=
⋂

p∈Zn

pBn.

Claim 9.6.23. (rB)2 = rB andJ2 = J , and the idealsrB andJ fulfill condition (B).

Proof of the claim.Since thep-Frobenius endomorphism ofP (∞) is an automorphism, the first
stated identity is clear. Next, setJ := J/pB. By lemma 9.6.8, the Frobenius endomorphism of
B/pB is surjective; sinceJ is a radical ideal, we deduce thatJ2 = J . On the other hand, from
remark 9.6.13 we see thatp ∈ J2, from which also the second identity follows easily.

Next, it is clear thatrB fulfills condition (B), and forJ we apply [36, Claim 2.1.9] which
reduces checking thatJ/pJ is generated by thep-th powers of its elements. However, the
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foregoing already shows thatJ/pB is generated by thep-th powers of its elements; combining
with theorem 9.6.11(ii), the contention follows easily. ♦

In light of claim 9.6.23, it suffices to show thatJ ∩ rB = r · J , or equivalently, that :

colim
n∈N

(Jn ∩Qn)/(Jn ·Qn) = 0.

Choose a sequence(πn | n ∈ N) as in remark 9.6.13, setBn := Bn/πnBn, let Jn ⊂ Bn denote
the image ofJn, and likewise defineQn for everyn ∈ N; a standard computation yields a
natural isomorphism

TorBn1 (Bn/Qn, Bn/Jn)
∼→ (Jn ∩Qn)/(Jn ·Qn)

and we remark :

Claim 9.6.24. The natural mapTorBn1 (Bn/Qn, Bn/Jn) → TorBn1 (Bn/Qn, Bn/Jn) is an iso-
morphism.

Proof of the claim.Taking into account the spectral sequence

E2
ij := TorBni (TorBnj (Bn/Qn, Bn), Bn/Jn)⇒ TorBni+j(Bn/Qn, Bn/Jn)

we reduce to checking thatTorBn1 (Bn/Qn, Bn) = 0. To this aim, consider the short exact
sequence

Σ : 0→ πnBn → Bn → Bn → 0.

From (9.6.21) we see thatπn /∈ pBn, for everyp ∈ Zn, andQn is a radical ideal (corollary
6.5.36(i)) soπn is a regular element ofBn/Qn, and then the sought vanishing follows, by

inspecting the distinguished triangleΣ
L

⊗Bn Bn/Qn. ♦

According to remark 9.6.13 and lemma 9.6.8, the Frobenius map Φn+1 : Bn+1 → Bn+1

factors as a composition

Bn+1
ϕn+1−−−−→ Bn

jn−−→ Bn+1

whereϕn+1 is an isomorphism, andjn is induced by the inclusion mapBn → Bn+1, for every
n ∈ N. We deduce, for everyn, k ∈ N, a commutative diagram

Bn+k

Φkn+k //

ϕn,k

��

Bn+k

ϕn,k

�� OOOOOOOOOOOOO

OOOOOOOOOOOOO

Bn

Φkn // Bn

in,k // Bn+k

wherein,k is an isomorphism and

in,k ◦ Φkn = jn,k := jn+k−1 ◦ · · · ◦ jn ϕn,k := ϕn+1 ◦ · · · ◦ ϕn+k for everyn, k ∈ N.

Claim9.6.25. in,kJn = Jn+k andin,kQn = Qn+k for everyn, k ∈ N.

Proof of the claim.The first stated identity holds if and only ifJn = ϕn,kJn+k, or equivalently
ϕ−1
n,kJn = Jn+k, for everyn, k ∈ N. However, we have

Jn+1 = Φ
−1

n+1Jn+1 = ϕ−1
n+1(j

−1
n Jn+1) = ϕ−1

n+1Jn

whence the contention. For the second identity, it suffices to remark that, by construction, we
haveϕn,kQn+k = Qn, for everyn, k ∈ N. ♦

Claim 9.6.25 implies thatin,k induces isomorphisms

(9.6.26) Bn/Jn
∼→ Bn+k/Jn+k Bn/Qn

∼→ Bn+k/Qn+k for everyn, k ∈ N.
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There follows a commutative diagram

TorBn1 (Bn/Jn, Bn/Qn)
αn,k //

βn,k ++XXXXXXXXXXXXXXXXXXXXXX
TorBn1 (Bn/Jn, Bn/Qn)

γn,k
��

Tor
Bn+k
1 (Bn+k/Jn+k, Bn+k/Qn+k)

where

• βn,k is induced byjn,k and the mapsBn/Jn → Bn+k/Jn+k, Bn/Qn → Bn+k/Qn+k

deduced fromjn,k
• γn,k is the isomorphism induced byin,k and (9.6.26)
• αn,k is induced byΦkn and the Frobenius maps ofBn/Jn andBn/Qn.

Now, in view of claim 9.6.24, it suffices to show that, for every n ∈ N there existsk ∈ N
such thatβn,k = 0, or equivalently, such thatαn,k = 0. However, notice that the Frobenius
map ofBn/Jn factors uniquely through a mapBn/Jn → Bn/J

p
n and the natural projection

Bn/J
p
n → Bn/Jn; it follows thatαn,k factors through the map

TorBn1 (Bn/J
q
n, Bn/Qn)→ TorBn1 (Bn/Jn, Bn/Qn)

which is induced by the identity maps ofBn andBn/Qn, and the natural projectionBn/J
q
n →

Bn/Jn, with q := pk. Then the sought vanishing follows from corollary 4.4.39(i). �

9.6.27. LetI ⊂ B be a fixed branch ideal, and consider a pair(X,Z) such thatZ ⊂ SpecB/I
andZ is constructible inX. Clearly such a pair is normal (see definition 8.2.25(ii)), and we
aim to show that(X,Z) is almost pure for the almost structure given by the basic setup (B, I)
supplied by proposition 9.6.22. This will be achieved in several steps.
• To begin with, setW := X \ Z, and letA be any étale almost finitely presentedOa

W -
algebra. Set alsoWI := X\SpecB/I; thenA|WI is a finite étaleOWI -algebra,WI = X×X0WI,0

for some open subsetWI,0 ⊂ X0 (remark 9.6.19(iii)), and a simple inspection shows that

(X,M)tr \ (X0)/p ⊂ WI,0.

Let ψ : WI → WI,0 be the natural projection; by [33, Ch.IV, Prop.17.7.8(ii)]and [32, Ch.IV,
Th.8.8.2(ii)], and by virtue of remark 9.6.5, we may assume –after replacing(X0,M) by
(Xn,Mn) for some sufficiently largen ∈ N – that there exists a coherent étaleOWI,0-algebra
A0 and an isomorphismψ∗A0

∼→ A|WI
of OWI

-algebras. Denote byY0 the normalization ofX0

in SpecA0(WI,0); the resulting morphismϕ0 : Y0 → X0 is finite (lemma 4.8.4(i)) and induces
an isomorphism(ϕ0∗OY0)|WI,0

∼→ A0. Especially,ϕ0 is a morphism of the type contemplated in
(9.6.14), and the resulting morphismϕ : Y → X induces an isomorphism(ϕ∗OY )|WI

∼→ A|WI .
However, we have as wellA = (A|WI )

ν , and sinceY is normal, there follows an isomorphism
of Oa

W -algebras(ϕ∗Oa
Y )|W

∼→ A . Then proposition 8.2.30 and [36, Lemma 8.2.28] reduce to
checking that the resultingOa

X-algebraϕ∗Oa
Y is weakly unramified, for every suchϕ0.

• Next, in the situation of (9.6.14), suppose additionally thatB0 is strictly henselian; this
assumption serves only to ensure that theN-torsion subgroupµN of B×

0 has cardinality equal
toN , for everyN > 0 such that(N, p) = 1. Let k > 0 be any integer and writek = ps · q, with
s, q ∈ N and(q, p) = 1; setQ := P , let ν : P → Q be thek-Frobenius map, define

C ′
0 := Q⊗P B0 C0 := C ′

0 ⊗B0 B
′′
s

and endowX ′
0 := SpecC0 with the log structureM ′

0 deduced from the natural mapQ →
C0. Notice that the Frobenius endomorphism ofC0/pC0 is still a finite map (claim 4.8.37(i));
also, since the induced mapA → C ′

0/mQC
′
0 is an isomorphism, the image of the sequence

(f1, . . . , fr) in C0 is still maximal, in the sense of (9.6.1), and thereforeC0/mQC0 is still a



FOUNDATIONS OFp-ADIC HODGE THEORY 779

regular local ring, by corollary 4.7.27. Arguing as in (9.6.3), we deduce that(X ′
0,M

′
0) is a

regular log scheme, and we may consider the maximal tower((X ′
n,M

′
n) | n ∈ N) associated

to the chartQ → C0 and the maximal sequence(f 1/ps

1 , . . . , f
1/ps

r ) (see remark 4.7.28(iii)). So,
X ′
n = SpecCn for a finiteC0-algebraCn, andM ′

n is given by a chartQ(n) → Cn, whereQ(n) is
a submonoid ofQQ containingQ, for everyn ∈ N. For everyn ∈ N, we setU ′

n := U0×X0 X
′
n,

we letY ′
n be the normalization ofX ′

n in Y ×X0 U
′
n, we denote by

ϕ′
n : Y ′

n → X ′
n and hn : (X ′

n,M
′
n)→ (Xn,Mn)

the resulting finite morphisms, and byϕ′ : Y ′ → X ′ (resp.h : X ′ → X) the limit of the system
of morphisms(ϕ′

n | n ∈ N) (resp. the limit of the system(hn | n ∈ N)). Recall also that the
induced morphismU ′

0 → U0 is a torsor for the finite abelian group

G := HomZ(Q
gp, µk)

(see (7.3.31)). Set

C :=
⋃

n∈N

Cn Q(∞) :=
⋃

n∈N

Q(n).

With this notation, we have

Q(∞) = Q⊗P P (∞) and C = Q(∞) ⊗P B′′.

Let also writeY = SpecD (resp.Y ′ = SpecD′) for aB-algebraD (resp. for aC-algebraD′).

Lemma 9.6.28.With the notation of(9.6.27), setW ′ := X ′ \ h−1Z. We have :

(i) The essentially commutative diagram

Oa
X -Étfr

ρ //

��

Oa
W -Étfr

��

Oa
X′-Étfr

ρ′ // Oa
W ′-Étfr

is 2-cartesian (notation of definition8.2.26).
(ii) Especially, if the pair(X ′, h−1Z) is almost pure, the same holds holds for the pair

(X,Z).

Proof. Obviously, (ii) is an immediate consequence of (i).
(i): A simple inspection shows thath0 factors through a morphism(X ′

0,M
′
0) → (Xs,M s),

and indeed we have natural isomorphisms of(X ′,M ′)-schemes

(X ′
n,M

′
n)

∼→ (X ′
0,M

′
0)×(Xs ,Ms) (Xn+s,Mn+s) for everyn ∈ N

that identify the transition morphisms(X ′
n+1,M

′
n+1)→ (X ′

n,M
′
n) with the base change of the

corresponding morphisms for the tower((Xn+s,Mn+s) | n ∈ N). In view of remark 9.6.5, we
may then replace(X0,M0) by (Xs,M s), andP by P (s), and assume that(k, p) = 1, so also
(o(G), p) = 1.

Suppose now that(ϕ′
∗O

a
Y ′)|W ′ is in the essential image of the restriction functorρ′; by propo-

sition 8.2.30, this means thatD′a is an étale almost finitely presented(C, IC)a-algebra. Then,
taking into account the discussion of (9.6.27), and recalling thatρ and ρ′ are fully faithful
(lemma 8.2.29(ii)), we are reduced to checking thatDa is an étale almost finitely presented
(B, I)a-algebra.

However, the action ofG onU ′
0 is inherited byC andD′, and clearlyCG = B andD′G = D;

by corollary 8.6.28(ii), it suffices therefore to show that the action ofG onD′a is horizontal.
Denote

G→ Aut(C) : χ 7→ ρχ
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the action ofG, let χ ∈ G be any element, andJχ ⊂ C the ideal generated by all elements of
the formρχ(c)− c, for c ranging over all elements ofC. By the discussion in (7.3.31) we get

ρχ((q ⊗ y)⊗ b) = χ(q) · (q ⊗ y)⊗ b for everyq ∈ Q, y ∈ P (∞) andb ∈ B′′.

Hence,Jχ is the ideal generated by all elements of the form(1 − χ(q)) · q ⊗ y ⊗ 1, for all
q ⊗ y ∈ Q(∞). However, sinceχ(q) ∈ µk and(k, p) = 1, it is easily seen that1 − χ(q) either
vanishes, or else it is invertible inB0. Thus, denote byqχ ⊂ Q(∞) the ideal generated by all
elements of the formq ⊗ y, with χ(q) 6= 1; it follows that

Jχ = qχ · C.

Claim 9.6.29. qχ is a radical ideal.

Proof of the claim.Indeed, say that(q ⊗ y)n ∈ qχ, so there exist elementsq1 ⊗ y1 andx1 of
Q(∞) such that(q ⊗ y)n = (q1 ⊗ y1) · x1 andχ(q1) 6= 1. We may assume thatn = pt for some
integert ∈ N, and sinceQ(∞) is uniquelyp-divisible, we may writeq1 ⊗ y1 = (q2 ⊗ y2)n and
x1 = xn2 for some elementsq2 ⊗ y2 andx2 of Q(∞), and thenq ⊗ y = (q2 ⊗ y2) · x2; however,
clearlyχ(q2) 6= 1, whence the claim. ♦

In view of claim 9.6.29, we may writeqχ = q1 ∩ · · · ∩ qs, for certainq1, . . . , qs ∈ SpecQ(∞)

(lemma 3.1.15). SetQ := {q1, . . . , qs}; we also know that(q ∩ Q(n)) · Cn is a prime ideal of
Cn, for everyq ∈ Q and everyn ∈ N (corollary 6.5.36(i)), thereforeqC is a prime ideal ofC,
for everyq ∈ Q. Especially, the induced map

(9.6.30) C/Jχ →
∏

q∈Q

C/qC

is injective. Since, by assumption,D′a is a flatCa-algebra, it follows that the map of almost
modulesD′a ⊗C (9.6.30) is a monomorphism. Summing up, we are reduced to checking thatχ
acts trivially on(D′/qD′)a, for everyq ∈ Q. However, set

X ′
q := SpecC/qC and W ′

q := X ′
q ×X WI for everyq ∈ Q.

Suppose first thatW ′
q = ∅; in that case, setp := q∩P (∞), and notice thatq is the radical of the

idealp·Q(∞), soqC is the radical ofpC, and thereforeSpec (C/pC)×XWI = ∅. However, the
induced morphismSpecC/pC → SpecB/pB is surjective, soSpec (B/pB) ∩WI = ∅; since
pB is a prime ideal ofB, the latter means thatI ⊂ pB, whence(B/pB)a = 0, so(D′/qD′)a

vanishes as well, and the assertion is trivial. IfW ′
q 6= ∅, setY ′

q := Y ′×X′ X ′
q, letϕ′

q : Y
′
q → X ′

q

be the induced morphism, and define

D := ϕ∗OY D ′ := ϕ′
∗OY ′ D ′

q := ϕ′
q∗OY ′

q
.

On the one hand, by assumptionD ′a
q is a flatOa

X′
q
-algebra; on the other hand,X ′

q is reduced and
irreducible, hence the restriction mapΓ(X ′

q,OX′
q
) → Γ(W ′

q,OX′
q
) is injective. Consequently,

the restriction map

(D′/qD′)a = Γ(X ′
q,D

′a
q )→ Γ(W ′

q,D
′a
q )

is a monomorphism; so, we are reduced to checking thatχ acts trivially onΓ(W ′
q,D

′a
q ). To

this aim, we remark that the open subsetW ′
I := X ′ ×X WI is stable under the action ofG,

and the restrictionD ′
|W ′
I

of D ′ to the open subsetW ′
I is isomorphic to(h∗D)|W ′

I
([33, Ch.IV,

Prop.17.5.8(iii)]), so the action ofG onD ′
|W ′
I

is horizontal, and the assertion follows easily.�
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9.6.31. Keep the notation of (9.6.27), and defineZn as in (9.6.16), for everyn ∈ N. As already
remarked, in view of lemma 9.6.15(i,ii) we may assume that the mapSpecP (n+1) → SpecP (n)

sendsZn+1 bijectively ontoZn, for everyn ∈ N. SetV ′
0 := V0 ×X0 X

′
0, and let(V ′

0,p | p ∈
SpecQ) and(V0,p | p ∈ SpecP ) be the logarithmic stratifications ofV ′

0 and respectivelyV0,
defined as in (9.6.14); notice that the mapν∗ : SpecQ → SpecP induced byν is bijective
(lemma 3.4.41(i)), and clearly

V ′
0,p = h−1

0 V0,ν∗(p) for everyp ∈ SpecQ.

Let Z′
0 := ν∗−1Z0, and for everyp ∈ Z′

0, let η′p (resp. ηp) denote the generic point ofV ′
0,p

(resp. ofV0,ν∗(p)), pick geometric pointsη′p andξ′p localized respectively atη′p and at a point of
U ′
0(η

′
p) := U ′

0 ×X′
0
X ′

0(η
′
p). Denote byηp the image ofη′p in V0,ν∗(p), and byξp the image ofξ′p

in U0(ηp) := U0 ×X0 X0(ηp). According to (7.3.30) there follows, for every integerN > 0, a
commutative diagram of groups

π1(U
′
0(η

′
p)ét, ξ

′
p) //

��

π1(U0(ηp)ét, ξp)

��
M ′gp∨

0,η′p
⊗Z µN // M gp∨

0,ηp ⊗Z µN

(whereµN is theN-torsion subgroup ofκ(ξp)×) whose top arrow is induced by the natural
morphismU ′

0(η
′
p) → U0(ηp), and whose bottom arrow is induced byνgp∨ : Qgp∨ → P gp∨, i.e.

by thek-Frobenius map ofP gp∨, for everyp ∈ Z′
0. Now, the restriction

ϕp : Y0(ηp) := Y0 ×X0 X0(ηp)→ X0(ηp)

of ϕ is a tamely ramified covering, hence the action ofπ1(U0(ηp)ét, ξp) onFp := ϕ−1
p (ξp) factors

through a group homomorphism

ρp :M
gp∨
0,ηp ⊗Z µN → Aut(Fp)

for some sufficiently largeN ∈ N (theorem 7.3.44). We may then findk ∈ N such that the
image ofk · P gp∨ in M gp∨

0,ηp lies in the kernel ofρp, for everyp ∈ Z′
0. Especially, for this choice

of k, the image ofM ′gp∨
0,η′p
⊗ZµN acts trivially onAut(Fp) via ρp, for every suchp. Consequently,

π1(U
′
0(η

′
p)ét, ξ

′
p) acts trivially on the fibresϕ′−1

0 (ξ′p) (by virtue of (1.6.22)); after applying lemma
9.6.15(i) to the morphismϕ′

0, we conclude that the étale locus ofϕ′
0 contains the whole ofV ′

0 .

Proposition 9.6.32.In the situation of(9.6.27), suppose additionally thatdimB0 ≤ 2. Then
the pair(X,Z) is almost pure.

Proof. We consider a finite morphismϕ0 : Y0 → X0 as in (9.6.14), and by the discussion of
(9.6.27), it suffices to show thatϕ∗Oa

Y is an étaleOa
X-algebra. Moreover, setV := SpecB[1/p];

in view of (9.6.31) and lemma 9.6.28(ii), we may assume thatV0 ⊂W0, and therefore(ϕ∗OY )|V
is a finite étaleOX-algebra. In this situation, letI ′ ⊂ B be the radical of the idealI + pB, and
setZ ′ := Z \V ; clearly,I ′ is a branch ideal : indeed, if (9.6.18) and (9.6.21) hold forI, then
I ′ = J . It then suffices to show thatϕ∗Oa

Y is an étaleOa
X-algebra, for the almost structure given

by the new setup(B, I ′), so we may replaceI by I ′ andZ byZ ′, and assume thatp ∈ I.
The casedimB0 = 0 does not occur, and ifdimB0 = 1, thenB is a valuation ring of

rank one, such that the Frobenius endomorphism ofB/pB is surjective (lemma 9.6.8), soB
is deeply ramified ([36, Prop.6.6.6]); also, clearlyI contains the maximal idealmB of B. If
I = B, thenZ = ∅, so the morphismϕ is étale, and ifI = mB, the proposition follows from
[36, Prop.6.6.2] and proposition 8.2.30.

Thus, we may assume thatdimB0 = 2, and we remark :

Claim9.6.33. We may assume thatP is a free monoid.
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Proof of the claim.Clearly dimP ≤ 2; if dimP = 0, thenP = {1}, and if dimP = 1,
thenP = N (theorem 3.4.16(ii)). IfdimP = 2, we may find an integerk > 0 such that the
k-Frobenius ofP factors through injective mapsi : P → N⊕2 andj : N⊕2 → P (example
3.4.17(i)). Writek = ps · q with s, t ∈ N and(q, p) = 1, setQ := P let ν : P → Q be the
k-Frobenius map, and define the maximal tower((X ′

n,M
′
n) | n ∈ N) and the morphismshn as

in (9.6.27), for everyn ∈ N, as well as their limith : X ′ → X. Furthermore, setR := N⊕2; the
mapi induces a morphismSpec (Z, R)→ Spec (Z, P ) of log schemes, and the fibre product

(X ′′
0 ,M

′′
0) := Spec (Z, R)×Spec (Z,P ) (X0,M 0)

is a regular log scheme (claim 7.3.36). Notice thatX ′′
0 = SpecBR, with BR := R ⊗P B0,

and the induced mapA → AR := BR/mRBR is an isomorphism, so the image of the se-
quence(f1, . . . , fr) in AR is again maximal. Therefore, we may form the maximal tower
((X ′′

n ,M
′′
n) | n ∈ N) associated to the chartR → BR and the maximal sequence(f1, . . . , fr),

and a simple inspection shows thathn factors as a composition

(X ′
n,M

′
n)

h′n−−→ (X ′′
n,M

′′
n)

h′′n−−→ (Xn,Mn) for everyn ∈ N

whereh′n is induced by the mapsjn : R(n) → Q(n) extendingj, andh′′n is likewise induced
by the corresponding mapsin : P (n) → R(n). Let h′ : X ′ → X ′′ (resp. h′′ : X ′′ → X) be
the limit of the system of morphisms(h′n | n ∈ N) (resp. (h′′n | n ∈ N)), setW ′′ := h′′−1W ,
W ′ := h−1W , and denote byg′′ : W ′′ → W (resp.g : W ′ → W ) the restriction ofh′′ (resp.
of h). Suppose that the pair(X ′′, h′′−1Z) is almost pure (for the almost structure of the basic
setup(B, I)). Let A be a given étaleOa

W -algebra of finite rank; by assumption,g′′∗A extends
to an étaleOa

X′′-algebra of finite rankB, and thenh′∗B is an étaleOa
X′-algebra of finite rank

whose restriction toW ′ is isomorphic tog∗A . By lemma 9.6.28(i), it follows thatA extends to
an étaleOa

X-algebra of finite rank, and by virtue of proposition 8.2.30,this shows that(X,Z) is
almost pure. Lastly, say thatX ′′ = SpecB′′, denote byI ′′ ⊂ B′′ the radical ofIB′′, and notice
that I ′′ is a branch ideal ofB′′; clearly if the pair(X ′′, h′′−1Z) is almost pure for the almost
structure given by the setup(B′′, I ′′), then the same pair shall be almost pure also relative to the
basic setup(B, I). The claim follows. ♦

In view of claim 9.6.33 and corollary 6.5.35, we may assume thatBn is a regular local ring
of dimension2, for everyn ∈ N. On the other hand, sinceYn is normal, we have

depthOYn,y ≥ min(2, dimOYn,y) for everyy ∈ Yn
from which it follows thatOYn,y is a flatOXn,ϕn(y)-module, for everyy ∈ N ([75, Th.4.4.15]),
and consequentlyD := ϕ∗OY is a flatOX-algebra. Letx ∈ X be the closed point, and denote

jn : Xn\{xn} → Xn for everyn ∈ N, and j : X\{x} → X

the open immersions. Notice thatdepthBn = 2, hencejn∗j∗nOXn = OXn for everyn ∈ N,
so thatj∗j∗OX = OX (proposition 5.1.15(ii)). Thereforej∗j∗D = D (claim 8.2.12), and then
lemma 8.2.11 reduces to checking thatj∗Da is an étale almost finitely presentedj∗Oa

X -algebra
(for the almost structure given by the basic setup(B, I)). To this aim, it suffices to prove that
the pair(X\{x}, Z\{x}) is almost pure; by corollary 8.2.31, we are further reduced to showing
that the pair(X(x′), Z(x′)) is almost pure for everyx′ ∈ X \{x}. However, sincep ∈ I, the
assertion is obvious for everyx′ ∈ SpecB[1/p]; if x′ ∈ SpecB/pB, let x′n ∈ Xn be the image
of x′, for everyn ∈ N. ThenX(x′) is the limit of the system of schemes(Xn(x

′
n) | n ∈ N),

and the discussion of 9.6.6 says that the corresponding tower (Xn(x
′
n),Mn(x

′
n) | n ∈ N) is still

maximal; notice moreover, thatIx′ := I · OX,x′ is a branch ideal ofOX,x′, so we can replace
the basic setup(B, I) by the basic setup(OX,x′, Ix′). After these preparations, the assertion for
(X,Z) is reduced to the same assertion for(X(x′), Z(x′)), and notice thatdimX(x′) < 2. If
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dimX(x′) = 0, the pointx′ is the generic point ofX, and the assertion is obvious. Lastly, the
case wheredimX(x′) = 1 is already known, by the foregoing. �

The next step consists in introducing suitable normalized lengths forB-modules, and the
classes of presentable and almost presentable modules.

Theorem 9.6.34.In the situation of(9.6.3), the ringB is ind-measurable.

Proof. (See remark 8.3.56(i) for the definition of ind-measurable ring.) One argues as in the
proof of theorem 9.3.48, with some simplifications. We have to exhibit a sequence(dn | n ∈
N) of normalizing factors fulfilling conditions (a) and (b) of definition 8.3.51, where theλn
occurring inloc.cit. is meant to be the usual length function for finitely generated λn-modules
supported at the closed pointxn of Xn. Now, fix n ∈ N, set

Tn := P gp
R /P (n)gp

and endowTn with its invariant measuredµn of total volume equal to1. For everyγ ∈ P gp
R , let

[γ] ∈ Tn be the equivalence class ofγ; notice that theP (n)-module

(9.6.35) S[γ] := γP (n)gp ∩ PQ

is finitely generated (proposition 3.3.22(ii)) and dependsonly on the class[γ], and for any given
finitely generatedBn-moduleM supported atxn, consider the function

lM : Tn → N [γ] 7→ λn(S[γ] ⊗P (n) M).

Let e1, . . . , er be a basis of the freeZ-moduleP gp, and defineΩn ⊂ P gp
R as in the proof of

theorem 9.3.48, so thatΩn is a fundamental domain for the latticeP (n)gp, and0 lies in the
interior ofΩn. Denote also byΣ ⊂ Tn the image ofPR ∩ Ωn.

Claim 9.6.36. There is a partition ofTn into finitely many measurable subsetsΘ1, . . . ,Θt, in-
dependent ofM , such that :

(i) lM restricts to a constant function on eachΘi.
(ii) Let Θ ∈ {Θ1, . . . ,Θt} be the subset containing[0] ∈ Tn; thenΘ∩Σ has measure> 0.

Proof of the claim.According to proposition 3.3.35(i,iii), the setS := {γ−1S[γ] | γ ∈ Ωn} is
finite, and for every non-emptyS ∈ S , the set{γ ∈ Ωn | γ−1S[γ] = S} is the intersection ofΩn
with aQ-linearly constructible subset. It follows that the same must hold also in caseS = ∅.
The image inTn of any suchQ-linearly constructible subset is obviously measurable, whence
(i). Moreover, in view of our choice ofΩ, assertion (ii) follows easily from claim 3.3.40. ♦

Letm ≥ n be any integer; sinceB′′
m is a freeB′′

n-module of rankpr(m−n) (notation of (9.6.1)),
we may compute :

λm(Bm ⊗Bn M) =
pr(m−n)

[κ(xm) : κ(xn)]
·

∑

[γ]∈P (m)gp/P (n)gp

lM([γ]).

However, lemma 9.6.8 easily implies thatκ(xn+1)
p = κ(xn) for everyn ∈ N, whence

[κ(xn+1) : κ(xn)] = pen whereen := Ω1
κ(xn)/Z

by virtue of [30, Ch.IV, Th.21.4.5]. But by the same token, the fieldκ(xm) is isomorphic to
κ(xn) for everym ≥ n, soen is actually independent ofn, and we get

[κ(xm) : κ(xn)] = pe0(m−n) for everym ≥ n.

Therefore, set
dn := pn·dimB0 for everyn ∈ N.
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We claim that(dn | n ∈ N) is a suitable sequence of normalizing factors forB. Indeed, claim
9.6.36(i) says thatlM is a measurable function onTn, and the foregoing, together with the
discussion of (9.6.6) implies that :

λ(B ⊗Bn M) := lim
m→+∞

λm(Bm ⊗Bn M) = d−1
n

∫

Tn

lMdµn

(recall thatdimP = rkZP
gp, by corollary 3.4.10(i)), so condition (a) holds for this choice of

factors. Next, fixε > 0, letN → N ′ be a surjection of finitely generatedBn-modules supported
at xn, and suppose thatd−1

n (λn(N) − λn(N
′)) ≥ ε. Sinceλn(N) = lN (0) (and likewise for

N ′), we deduce that

λ(B ⊗Bn N)− λ(B ⊗Bn N ′) ≥ ε ·
∫

Θ

dµn

whereΘ ∈ {Θ1, . . . ,Θt} is the unique subset ofTn such that[0] ∈ Θ, so the volume ofΘ is
> 0, by claim 9.6.36(ii). This shows that condition (b) holds aswell, and concludes the proof
of the theorem. �

Proposition 9.6.37.Let I ⊂ B be any branch ideal,M anyB-module supported at the closed
pointx ∈ X, and such thatMa = 0, for the almost structure given by(B, I). Thenλ(M) = 0.

Proof. By theorem 8.3.62(i) (and remark 8.3.56(i)), we may assume thatM is finitely generated.
Then, by an easy induction, we further reduce to the case whereM = Bt for somet ∈M , and
the annihilator oft containsq := mk

B0
, for somek ∈ N. By theorem 8.3.62(ii), we may then

further assume thatM = B/(qB+I). PickJ ⊂ B andZ ⊂ SpecP (∞) such that (9.6.18) holds
with r =

⋂
p∈Z p, and set

Jn := Bn ∩ J Bn := Bn/qBn Jn := JnBn for everyn ∈ N

as well asp(n) := P (n) ∩ p for everyn ∈ N andp ∈ Z. There followBn-linear maps

M (n) := Bn/
∏

p∈Z

p(n) · Jn →M

such thatM is the increasing union of the images of these maps, and by lemma 8.3.57(i), it
suffices to check that

lim
n→∞

d−1
n · λn(M (n)) = 0.

We remark :

Claim 9.6.38. There exists an integerN ∈ N such thatJn andp(n) admit systems of generators
of cardinality≤ N , for everyn ∈ N, and everyp ∈ Z.

Proof of the claim.Recall that thep-Frobenius ofP (n+1) induces an isomorphismP (n+1) ∼→
P (n), and clearly the latter restricts to an isomorphismp(n+1) ∼→ p(n) of P (n+1)-modules, for
everyn ∈ N and everyp ∈ Z. SinceZ is a finite set, the sought bound on the number of
generators for allp(n) is an immediate consequence. Next, let(πn | n ∈ N) be a system of
elements ofB as in remark 9.6.13; especiallyπn ∈ Jn for everyn ∈ N, and the Frobenius
endomorphism ofBn+1 induces an isomorphismϕn : Bn+1/πn+1Bn+1

∼→ Bn/πnBn. Since
Jn+1 is the radical ofJnBn+1 for everyn ∈ N, it follows easily thatϕn mapsJn+1/πn+1Bn+1

isomorphically ontoJn/πnBn. The sought bound on the number of generators forJn is an
immediate consequence. ♦

Now, say thatZ = {p1, . . . pk}, and set

M
(n)
i :=

i−1∏

j=1

p
(n)
i · Jn for i = 1, . . . , k, and everyn ∈ N.
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If N is as in claim 9.6.38, then it is easily seen that theBn-moduleM (n)
i /M

(n)
i+1 admits a system

of generators of cardinality≤ N i, for everyi = 1, . . . , k and everyn ∈ N, and therefore

λn(M
(n)) ≤ λn(Bn/Jn) +

k∑

i=1

N i · λn(Bn/p
(n)
i Bn) for everyn ∈ N.

We may thus consider separately the cases whereM = B/(J + qB) andM = B/(pB + qB),
for anyp ∈ Z.
• Suppose first, thatM = B/(pB + qB). SetQ(n) := P (n)/p(n], and let

C0 := B0/p
(0)B0 C ′

n := Q(n) ⊗Q(0) C0 Cn := C ′
n ⊗B0 B

′′
n for everyn ∈ N

whereB′′
n is defined as in (9.6.1), so thatCn is both a cyclicBn-module, and a freeC ′

n-module
of rankprn, for everyn ∈ N, and it is easily seen that the natural map

⋃
n∈NCn → M is an

isomorphism ofB-modules. Setd′n := pn·dimP · [κ(xn) : κ(x0)]−1 for everyn ∈ N. With this
notation, and taking into account lemma 8.3.57(i), it then suffices to show :

Claim9.6.39. limn→∞ d′−1
n · λn(C ′

n) = 0.

Proof of the claim.Denote byFp ⊂ PR the unique face such thatp = P (∞) \ Fp (proposition
3.4.7(ii)), letT ′ := F gp

R /(P gp∩F gp
R ), and for every[γ] ∈ T ′ setS ′

[γ] := γP gp∩Fp. We consider
the function

l′ : T ′ → R [γ] 7→ λ0(S
′
γ ⊗B0 C

′
n) for every[γ] ∈ T ′

whereλ0 is the standard length function forB0-modules. Arguing as in the proof of theorem
9.6.34, we see thatl′ is measurable, for the invariant measuredµ′ of T ′ of total volume equal to
1, and indeed ∫

T ′

l′dµ′ = lim
n→∞

d′′−1
n · λn(C ′

n)

whered′′n := pn·dimFp · [κ(xn) : κ(x0)]−1 for everyn ∈ N. SincedimFp < dimP , the claim
follows. ♦

• Next, suppose thatM = B/(J + qB). In this case, setCn := Bn/πnBn for everyn ∈ N
andq := qC0, where(πn | n ∈ N) is the system of elements supplied by remark 9.6.13; as
already observed, the Frobenius endomorphism ofCn+1 factors through an isomorphism

(9.6.40) Cn+1
∼→ Cn for everyn ∈ N.

Then, under the identificationCn
∼→ C0 induced by the isomorphisms (9.6.40), theCn-module

Cn/qCn is identified withC0/Φ
n
C0
(q)C0, and lemma 8.3.57(i) reduces to showing that

Claim9.6.41. limn→∞ d−1
n · λ0(C0/Φ

n
C0
(q)C0) = 0.

Proof of the claim. Say thatq is generated byN elements; thenqNp
n ⊂ ΦnC0

(q)C0 for every
n ∈ N. On the other hand, by dimension theory (see [61, Th.13.4]),the functionk 7→ λ0(C0/q

k)
is a polynomial of degreee := dimC0, hence we may find a constantC > 0 such that

λ0(C0/Φ
n
C0
(q)C0) < C · ke for every sufficiently largek ∈ N.

Sincee = dimB0 − 1, the claim follows. �
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9.6.42. LetM andN be any twoB-modules supported at the closed pointx ∈ X, and
such thatMa andNa are isomorphic (for the almost structure given by some branch ideal
I); as already for the case of measurableK+-algebras, proposition 9.6.37 easily implies that
λ(M) = λ(N) (cp. proposition 8.3.66), and, as in (8.3.66), we let(B, I)a-Mod{s} be the full
subcategory of(B, I)a-Mod whose objects are theBa-modules such thatM! is supported atx,
and we set

λ(M) := λ(M!) for everyM ∈ Ob((B, I)a-Mod{s}).

And again, with this definition, it is clear that theorem 8.3.62(i,ii) extendsmutatis mutandisto
almost modules.

9.6.43. Now, by construction,Bm is a finitely presentedBn-module for everyn,m ∈ N with
m ≥ n; hence in the situation of (9.4.1), we may takeR• := (Bn | n ∈ N). Fix n ∈ N,
setΓ := P (∞)/P (n), and recall thatB is aΓ-gradedBn-algebra, (see (9.6.3)). We letCn be
the smallest full subcategory of the category of finitely generatedBn-modules such that the
following holds :

• Bm ∈ Ob(Cn) for everym ≥ n
• For every finitely presentedBn-modulesM andN , the direct sumM ⊕N is an object

of Cn if and only if bothM andN are objects ofCn.

Following definition 9.4.6, we thus obtain a well defined class of presentableB-modules; like-
wise, for any branch idealI ⊂ B we also get well defined classes of presentable and almost
presentable(B, I)a-modules.

Proposition 9.6.44.LetM be an almost presentableBa-module,N ⊂ M a submodule sup-
ported at the closed pointx ∈ X, and suppose thatλ(N) = 0. ThenN = 0.

Proof. Arguing as in the proof of proposition 9.4.10, we reduce easily to the case whereM =
(TB)a for some sequence of functors(Tn | n ∈ N) as in definition 9.4.6, andN = (Bτ)a for
someτ ∈ TnBn, with λ(Bτ) = 0. The latter identity, together with lemma 8.3.57(i) and remark
8.3.56(i), implies that

lim
k→∞

d−1
n+k · λn+k(Bn+kτ) = 0

where(dn | n ∈ N) is the sequence of normalizing factors found in the proof of theorem 9.6.34.
Let Ωn be a fundamental domain of the latticeP (n)gp in P gp

R as in the proof of theorem 9.6.34;
also, for each[γ] ∈ Tn := P gp

R /P (n)gp, defineS[γ] as in (9.6.35), and let{Θ1, . . .Θt} be the
partition ofTn provided by claim 9.6.36, so that, for anyγ, λ ∈ Ωn, the classes[γ], [λ] ∈ Tn
lie in the sameΘi if and only if γ−1S[γ] = λ−1S[λ]. Let Θ := Θi be the unique subset in the
partition, such that[0] ∈ Θ, andΣ ⊂ Tn the image ofPR ∩ Ωn, so thatΘ ∩ Σ has measure
> 0, relative to the invariant measuredµn onTn, of total volume equal to1. Now, letB[γ],m :=
S[γ] ⊗P B′′

m for every[γ] ∈ Γ and every integerm ≥ n, whereS[γ] is defined as in (9.6.35), and
B′′
m is as in (9.6.1); say thatγ ∈ Θ ∩ P (m) for somem ≥ n, and denote

B[0],m
µγ−−→ B[γ],m

jγ−−→ Bm

respectively the scalar multiplication, given by the rule :b 7→ γ · b for everyb ∈ B[0],m, and the
inclusion map. Sinceγ lies inΘ, the mapµγ is an isomorphism, and we have a commutative
diagram

B[0],m ⊗Bn TnBn
µγ⊗TnBn //

ψB[0],m

��

B[γ],m ⊗Bn TnBn
jγ⊗TnBn //

ψB[γ],m

��

Bm ⊗Bn TnBn

ψBm
��

TnB[0],m
Tnµγ // TnB[γ],m

Tnjγ // TnBm.



FOUNDATIONS OFp-ADIC HODGE THEORY 787

From this and from (9.4.5), a simple inspection shows thatTnµγ restricts to an isomorphism

B[0],mτ
∼→ B[γ],mτ for everyγ ∈ Θ ∩ P (m)

whence a lower bound :

(9.6.45) d−1
n+k · λn+k(Bn+kτ) ≥ d−1

n · p−(r+dimP )k · cn+k · λn(B[0],n+kτ) for everyk ∈ N

wherecn+k is the cardinality ofΘ ∩ P (n+k). However, notice thatB[0],n+k = Bn ⊗B′′
n
B′′
n+k is

a freeBn-module of rankprk, and pick a basis(ei | i = 1, . . . , pkr) of thisBn-module. Thus,
theBn-linear mapµi : Bn → Bnei is an isomorphism for everyi ≤ pkr, so we may argue
as in the foregoing, to deduce thatTnµi restricts to an isomorphismBnτ

∼→ Bneiτ , for every
i = 1, . . . , pkr. Combining with (9.6.45), we obtain the lower bound

lim
k→∞

d−1
n+k · λn+k(Bn+kτ) ≥ lim

k→∞
d−1
n · p−k·dimP · cn+k · λn(Bnτ) = d−1

n · λn(Bnτ) ·
∫

Θ∩Σ

dµn

whenceλn(Bnτ) = 0, and finallyτ = 0, as stated. �

9.6.46. Let(B, I) be as in (9.6.27), and pick radical idealsJ ⊂ B andr ⊂ P (∞) such that
(9.6.18) holds. For the next step, we construct idealsJA, IA ⊂ A(B)+, as follows. Define
uB : E(B)+ → B/pB as in (4.6.25), and set

JE := u−1
B (J/pB) ⊂ E(B)+.

SinceJ is a radical ideal,J/pB is a radical ideal ofB/pB, and thereforeJE is a radical ideal
of E(B)+; especially

(9.6.47) ΦE(B)+ (JE) = JE

(notation of (4.6.25)). We letJA ⊂ A(B)+ be the ideal generated by(τB(x) | x ∈ JE) (notation
of (4.6.29)). Since the Teichmüller mapping is multiplicative, (9.6.47) implies that

(9.6.48) J2
A = JA.

Denote byβ : P (∞) → B/pB the composition of the chartβ (notation of (9.6.17)) and the
projectionB → B/pB. It is easily seen that the mapping

βE : P (∞) → E(B)+ γ 7→ (β(γ1/p
n

) | n ∈ N)

is a morphism of monoids (for the multiplication law ofE(B)+). Since the Teichmüller map-
ping is multiplicative, we deduce a morphism of monoids

βA := τB ◦ βE : P (∞) → A(B)+

and taking into account (4.6.32), we see that the resulting diagram

P (∞)
β //

βA
��

B

��
A(B)+

uB // B∧

commutes (whereB∧ is the p-adic completion ofB, the right vertical arrow is the natural
completion map, anduB : A(B)+ → B∧ as in (4.6.29)). We define

IA := βA(r) · JA.
Lemma 9.6.49.With the notation of(9.6.46), we have :

(i) uB(JA) = JB∧ anduB(IA) = IB∧.
(ii) I2A = IA andIA satisfies condition(B) of [36, §2.1.6].
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Proof. (i): To begin with, let(πn | n ∈ N) be a sequence of elements ofB, as in remark 9.6.13;
henceπ0 = p and

πpn+1 = (1 + xn) · πn with xn ∈ πp−1
1 B for everyn ∈ N.

The sequence(πn | n ∈ N) consisting of the images of theπn in B/pB, defines an element
π ∈ E(B)+ such thatuB(π) = 0, soπ ∈ JE. According to (4.6.32), we may compute

π̂ := uB ◦ τB(π) = lim
n→∞

πp
n

n = p ·
∞∏

n=0

(1 + xn)
pn

where the convergence is relative to thep-adic topology; sôπB∧ = pB∧, and thereforepB∧ ⊂
uB(JA). The assertion forJA is then reduced to the identityuB(JE) = J/pB, which is clear,
sinceuB is surjective. Next, it is clear thatuB(βA(r) · A(B)+) = rB∧; on the other hand,
proposition 9.6.23 implies thatIB∧ = r · JB∧, so the assertion forIA follows as well.

(ii): SinceP (∞) is p-divisible, we haveβA(r)2 ·A(B)+ = βA(r) ·A(B)+; combining with
(9.6.48), we deduce thatIA = I2A. Likewise, it is clear thatβA(r) · A(B)+ fulfills condition
(B), so it suffices to check that the same holds forJA; in view of [36, Claim 2.1.9], the latter
follows from (9.6.47). �
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