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Preface

The homology of manifolds enjoys a remarkable symmetry: Poincaré duality. If the
manifold is triangulated, then this duality can be established by associating to a sim-
plex its dual block in the barycentric subdivision. In a manifold, the dual block is
a cell, so the chain complex based on the dual blocks computes the homology of
the manifold. Poincaré duality then serves as a cornerstone of manifold classification
theory. One reason is that it enables the definition of a fundamental bordism invari-
ant, the signature. Classifying manifolds via the surgery program relies on modifying
a manifold by executing geometric surgeries. The trace of the surgery is a bordism
between the original manifold and the result of surgery. Since the signature is a bor-
dism invariant, it does not change under surgery and is thus a basic obstruction to
performing surgery. Inspired by Hirzebruch’s signature theorem, a method of Thom
constructs characteristic homology classes using the bordism invariance of the sig-
nature. These classes are not in general homotopy invariants and consequently are
fine enough to distinguish manifolds within the same homotopy type.

Singular spaces do not enjoy Poincaré duality in ordinary homology. After all,
the dual blocks are not cells anymore, but cones on spaces that may not be spheres.
This book discusses when, and how, the invariants for manifolds described above can
be established for singular spaces. By singular space we mean here a space which has
points whose neighborhoods are not Euclidean, but which can still be decomposed
into subsets, each of which is a manifold. Such a decomposition is called a stratifica-
tion, provided certain conditions are satisfied where the subsets (the “strata”) meet.
Thus we will not be concerned with spaces that possess an intricate local structure,
such as fractals. Spaces that can be stratified include all triangulated spaces, as well as
algebraic varieties. Once these invariants have been constructed, we will furthermore
describe tools for their computation. For instance, we will see how the invariants be-
have under maps.

The germ for this book was a topology seminar on sheaf theory and intersec-
tion homology which I gave in the spring of 2000 at the University of Wisconsin,
Madison, and my spring 2001 special topics course on characteristic classes of strat-
ified spaces and maps, held at the same institution, whose syllabus included Witt
space bordism, the Goresky–MacPherson L-class, Verdier self-dual complexes of
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sheaves, perverse sheaves and t-structures, algebraic bordism of self-dual sheaves
and the Cappell–Shaneson L-class formulae for stratified maps. I would like to take
this opportunity to thank the Mathematics Department of the University of Wiscon-
sin, Madison, for giving me the chance to teach these courses. The original lecture
notes were subsequently expanded and, to some extent, enriched with detail.

The text has then been used as the basis for a seminar on stratified spaces and
intersection homology which I taught in the winter quarter 2004 at the University
of Cincinnati, as well as for the Oberseminar Topologie at the University of Heidel-
berg, which in the fall of 2004 was devoted to intersection homology and topological
invariants of singular spaces. My colleagues’ and students’ feedback during these
seminars led to several improvements of the text.

I have made an effort to make the book accessible to a second year graduate stu-
dent in topology. The prerequisites are thus modest: (Co)homology theory, simplicial
complexes, basic differential topology such as regular values and transversality, the
language of categories and functors. As far as intersection homology theory is con-
cerned, I start ab initio—no prior knowledge of sheaf theory, triangulated categories,
derived categories or Verdier duality is required. In addition, I hope that the book
may be useful for the research mathematician who wishes to learn about intersection
homology and the invariants of singular spaces it effectuates. The pace of the book
is intentionally not uniform: I change gears by omitting some details precisely when
there is a danger that a flood of technicalities may prevent the reader from seeing the
forest for the trees.

Chapter 1 introduces sheaves, cohomology with coefficients in a sheaf (via injec-
tive resolutions and via the Čech resolution), complexes of sheaves (i.e. differential
graded sheaves) and cohomology with coefficients in a complex of sheaves (the so-
called hypercohomology). One way to construct the intersection homology groups
is as the hypercohomology groups of a certain complex of sheaves, the Deligne–
Goresky–MacPherson intersection chain complex. This chapter also contains the de-
finition of truncation functors that are so important in the definition of the intersection
chain complex.

Chapter 2 discusses concepts that are applicable to any abelian category, hence
it does not depend on the previous chapter. We give a self-contained treatment of
triangulated categories and localization of categories. In particular, localization with
respect to quasi-isomorphisms of complexes will give rise to derived categories. De-
rived functors are constructed pragmatically.

Chapter 3 on Verdier duality introduces the functors f!, f ! operating on sheaf
complexes, where f is a continuous map. The latter functor is well-defined only
on the derived category, so that this chapter depends on Chap. 2. We then use f ! to
construct the Verdier dualizing complex of a space and the Verdier duality functor D.
Verdier self-dual sheaves, i.e. sheaves that are isomorphic to their own dual, play a
central role in this book, since all invariants to be discussed are induced by self-
duality isomorphisms.

Chapter 4 defines stratified pseudomanifolds and intersection homology on strat-
ified pseudomanifolds. This is done in two different ways: In Sect. 4.1, intersec-
tion chains are defined for a piecewise linear pseudomanifold as a subcomplex of
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the complex of all piecewise linear chains, by placing certain conditions on how a
chain is supposed to meet strata. This is the approach that was taken by Goresky and
MacPherson in their first paper [GM80]. Readers who wish to get a geometrically in-
tuitive first introduction to intersection homology without having to absorb all of the
material from Chaps. 1 through 3 may wish to peruse Sect. 4.1, except Subsect. 4.1.4,
before reading the rest of the book. In Sect. 4.2, all of Chaps. 1 through 3 are applied
in constructing intersection homology sheaf-theoretically. This is the approach that
was taken by Goresky and MacPherson in their second paper [GM83].

Chapter 5 reviews manifold theory. Apart from setting the stage for subsequent
chapters, this is done in order to place the signature and L-classes into a larger con-
text so that from this elevated vantage point, the less advanced reader may get a
better impression of their importance and applications. We compute smooth oriented
bordism groups rationally and give a rudimentary introduction to surgery theory. In
order to understand the construction of L-classes for singular spaces, it is helpful to
be familiar with Sect. 5.7, where Thom’s method for obtaining L-classes from the
signatures of submanifolds is explained.

The remaining chapters deal with the signature and L-class of singular spaces
and are structured in a progression from more restricted stratifications towards less
restricted ones.

Chapter 6 works on spaces that have restrictions along the strata of odd codi-
mension. Section 6.1, for example, defines the signature, and Sect. 6.3 the L-class,
of spaces that have no strata of odd codimension. This class of spaces includes all
complex algebraic varieties.

The derived categories constructed in Chap. 2 are generally not abelian, but have
the structure of a triangulated category. The distinguished triangles substitute for
the exact sequences. Chapter 7 explains how one can obtain abelian subcategories
of triangulated categories by endowing them with certain truncation-structures, or
t-structures. Section 7.1 is purely algebraic and requires only Chap. 2 as prerequi-
site. The derived category of complexes of sheaves can be endowed with a particu-
larly important t-structure, the perverse t-structure, which is discussed in Sects. 7.2
and 7.3.

Chapter 8 provides tools for the computation of the characteristic classes aris-
ing from self-dual sheaves. We are mainly interested in the behavior of these classes
under stratified maps. We define when two self-dual complexes of sheaves on the
same space are algebraically bordant. (This is not to be confused with geometric
bordism of spaces covered with self-dual sheaves.) This chapter has two highlights:
In Sect. 8.1, we give a fully detailed proof of the Cappell–Shaneson decomposi-
tion theorem for self-dual sheaves on a space with only even-codimensional strata.
The theorem states that every self-dual sheaf is bordant to an orthogonal sum of
intersection chain sheaves. All signature- and L-class-formulae are then implied by
this. These formulae, however, contain twisted signatures and twisted L-classes. Sec-
tion 8.3 shows how to calculate those when the underlying space is a Witt space.

All invariants previously constructed require the singular space to satisfy the
Witt-condition. Generalized Poincaré–Verdier self-duality on singular spaces that do
not necessarily satisfy the Witt condition (“non-Witt spaces”) is discussed in Chap. 9.
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We will see that self-duality on such completely general stratified spaces hinges on
the existence of Lagrangian structures. If a space possesses no Lagrangian structures,
then it possesses no self-dual homology groups compatible with intersection homol-
ogy. The L-class of non-Witt spaces is constructed in Sect. 9.2. The behavior of these
classes under stratified maps is investigated in Sect. 9.3, while Sect. 9.4 once more
takes up twisted characteristic classes, this time on non-Witt spaces.

Chapter 10 gives a brief introduction to Cheeger’s method of recovering Poincaré
duality for singular Riemannian spaces using L2 differential forms on the top stra-
tum. The relation to the intersection homology of Goresky and MacPherson is dis-
cussed.

First and foremost, I would like to thank Peter Orlik. It was he who suggested in
the spring of 2000 that I write up my seminar notes—this book is the result. Special
thanks are due to Greg Friedman, whose careful reading of early drafts of the manu-
script led to many improvements and elimination of errors. I would like to extend my
gratitude to Aron Fischer, Filipp Levikov, Falk Loewner, Laurentiu George Maxim,
Augusto Minatta and Jonathan Pakianathan for corrections and valuable suggestions.
Thanks also to Carl McTague, who produced the images of the algebraic curves in
Figs. 2–4 of Sect. 6.2. I am grateful to Sylvain Cappell for introducing me to strati-
fied spaces and to the National Science Foundation for supporting the work on this
book.

Markus Banagl
Universität Heidelberg
January 2006
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1

Elementary Sheaf Theory

1.1 Sheaves

Very loosely speaking, a sheaf is a structure over a space which has horizontal topo-
logical structure and vertical algebraic structure. The horizontal topological structure
mimics locally the topology of the space. Additional references on sheaf theory in-
clude [Bre97], [God58], [Ive86] as well as [KS90].

Definition 1.1.1 Let X be a topological space. A presheaf A (of abelian groups) on
X is an assignment U �→ A(U) of an abelian group A(U) to every open subset
U ⊂ X, together with restriction homomorphisms rU,V : A(V ) → A(U) for every
pair U ⊂ V of open sets in X, satisfying

1. A(∅) = 0, the trivial group,
2. rU,U = 1 (identity map),
3. rU,V ◦ rV,W = rU,W for open U ⊂ V ⊂ W.

The group A(U) is referred to as the “group of sections of A over U” (although at
this stage they are not sections of anything). It is convenient to write s|U = rU,V (s)

for the image of a section s under restriction. Using the language of categories, a
presheaf is thus a contravariant functor from the category of open subsets of X and
inclusions to the category of abelian groups and homomorphisms. Mutatis mutandis
one defines presheaves of rings, modules, groupoids, etc.

Examples 1.1.2 Letting A(U) = G, (U �= ∅), with G a fixed group (and taking the
restrictions to be the identity) one obtains the constant presheaf. Interesting examples
arise from assigning to an open set the group of continuous real-valued functions
defined on that set, the group of singular p-cochains of the set, on a differentiable
manifold the group of differentiable functions or differentiable p-forms or vector
fields over that set.

Fix a point x ∈ X. Let U and V be open neighborhoods of x. Call two sections
s ∈ A(U) and t ∈ A(V ) equivalent if there exists an open neighborhood W ⊂ U ∩V
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of x such that s|W = t |W . We denote the set of equivalence classes by Ax, it is called
the set of germs of sections at x. We write sx for the equivalence class of the section
s in Ax; sx is the germ of s at x. In other words, Ax is the direct limit

Ax = lim−→A(U)

over the directed set of open neighborhoods of x. In particular, Ax inherits a group
structure.

For x varying, we wish to collect the various Ax into a space. Form the disjoint
union A = ∐

Ax and make it into a topological space by declaring the collection of
sets of the form {sx ∈ Ax |x ∈ U}, for U ⊂ X open, s ∈ A(U), to be a basis for
its topology. The natural map π : A → X, sending Ax → {x}, is continuous and a
local homeomorphism. Moreover, the group operations in the Ax are continuous for
x varying. This means precisely that the map {(a, b) ∈ A × A|π(a) = π(b)} → A,

(a, b) �→ a − b, is continuous. The pair (A, π) is called the sheaf generated by the
presheaf A. The fibers Ax of π are the stalk of A at x. The process described above
is referred to as “sheafification” of a presheaf, and we will also write

A = Sheaf(A).

Remark 1.1.3 In general, the topology of a sheaf space is non-Hausdorff: Let X =
R and define a presheaf by A(U) = Z/2, if 0 ∈ U, and A(U) = 0 otherwise. The
sheafification of A has stalk Z/2 at 0 and stalk 0 for all x �= 0. As the projection π

to R is a local homeomorphism, the two points over 0 cannot be separated by open
sets.

Abstracting the above properties of a sheaf space, we define:

Definition 1.1.4 A sheaf (of abelian groups) on X is a pair (A, π) with

1. A a topological space,
2. π : A → X a local homeomorphism,
3. each Ax := π−1(x), x ∈ X, an abelian group, the “stalk,”
4. group operations continuous.

Definition 1.1.5 A homomorphism of sheaves f : A → B is a continuous map
preserving stalks, f (Ax) ⊂ Bx, all x, such that all restrictions fx : Ax → Bx are
homomorphisms.

Thus sheaves on a space X form a category, Sh(X). A homomorphism of
sheaves f is a monomorphism (epimorphism, isomorphism), if all restrictions fx

are monomorphisms (epimorphisms, isomorphisms). The sheafification of the con-
stant presheaf A(U) = G, G a fixed abelian group, is called the constant sheaf with
stalk G. Its sheaf space is X × G, where G has the discrete topology. Given a sheaf
(A, π) and a subspace Y ⊂ X, π−1(Y ) is a sheaf A|Y , the restriction of A to Y . A
sheaf A on X is locally constant, if every point x ∈ X has an open neighborhood U

such that A|U is isomorphic to a constant sheaf.
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Examples 1.1.6

• For an n-dimensional manifold M, we define its orientation sheaf by

OM = Sheaf(U �→ H
sing
n (M,M − U ; Z)),

where H
sing∗ denotes singular homology. If ∂M = ∅, then OM is locally

constant with stalks Z. It is constant if M is orientable. If ∂M �= ∅, then
OM |∂M = 0.

• Let X be a path connected space with fundamental group G = π1(X). Every
G-module V determines a locally constant sheaf A by the diagonal action:

A = X̃ ×G V dis,

where X̃ is the universal cover of X with G acting as deck-transformations and
V dis specifies the discrete topology to be used on V. The sheaf A has stalk V

over each point. Conversely, every locally constant sheaf A on X is given (up
to isomorphism) by this construction; the representation of G on the stalk of A
over the base point is given by the “monodromy” (the linear operators arising
from going around loops). Indeed one can show that this sets up an equivalence
of categories between the category of locally constant sheaves on X and the
category of G-modules. (For more information on this, see also Sect. 8.2.4.)

The group of sections over Y ⊂ X is Γ (Y ; A) = {s : Y → A continuous|πs =
1}. The assignment U �→ Γ (U ; A) defines a presheaf (using the obvious restric-
tions), called the presheaf of sections of A. Given a ∈ A, choose a local section s

with s(π(a)) = a, and consider sπ(a), the germ of s at π(a), an element of the stalk
at π(a) of the sheafification of the presheaf of sections of A. Then a �→ sπ(a) is a
well-defined natural continuous map

A
∼=−→ Sheaf(U �→ Γ (U ; A))

which is an isomorphism, because it is bijective on each stalk.
Conversely, one asks whether, starting with a presheaf A, one can canonically

identify Γ (U ; Sheaf(A)) ∼= A(U). The answer, in general, is no.

Example 1.1.7 To U ⊂ R open, assign the space L1(U, dx) of Lebesgue-integrable
functions on U. Cover R with bounded open intervals Uα. Then the restriction
of the constant function 1|Uα is an element in L1(Uα, dx). It defines sections in
Γ (Uα; Sheaf(L1)) for each α. On overlaps Uα ∩ Uβ, these sections agree, and so
give rise to a global section 1 ∈ Γ (R; Sheaf(L1)), but 1 /∈ L1(R, dx).

What fails here is that for an arbitrary presheaf one may not be able to “glue”
sections. This leads us to formulate the following unique gluing condition for a
presheaf A:

(G) Given an open U ⊂ X, an open cover {Uα} of U, sections sα ∈ A(Uα) such that
sα|Uα∩Uβ = sβ |Uα∩Uβ , all α, β, there exists a unique s ∈ A(U) with s|Uα = sα,

all α.
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Note that we have a canonical map φ : A(U) → Γ (U ; Sheaf(A)) defined by
sending s ∈ A(U) to (x �→ sx)x∈U , i.e. the section of Sheaf(A) over U whose value
at x is the germ of s at x.

Proposition 1.1.8 For presheaves A that satisfy unique gluing (G), the canonical
map

φ : A(U)
∼=−→ Γ (U ; Sheaf(A))

is an isomorphism.

Proof. Put A = Sheaf(A). Let s, t ∈ A(U) such that sx = tx ∈ Ax, all x ∈ U.

Equality of the germs means that each x has an open neighborhood Vx with s|Vx =
t |Vx . So s and t have the same restriction to each set in the cover {Vx}x∈U of U and
s = t by the uniqueness part of (G).

Given s ∈ Γ (U ; A) (s(x) will denote the value of s at x ∈ U ) there exist,
for each x, a neighborhood Vx and an element tx ∈ A(Vx) whose germ at every
point x′ of Vx is the value of s at x′: (tx)x′ = s(x′) in Ax′ for all x′ ∈ Vx. The
existence of such Vx and tx uses that π : A → X is a local homeomorphism. If
x, y ∈ U, then tx |Vx∩Vy = ty |Vx∩Vy , by the above uniqueness argument. Hence
(G) ensures the existence of t ∈ A(U) such that t |Vx = tx for all x ∈ U, and
tx = (t |Vx )x = (tx)x = s(x) means φ(t) = s. �

Corollary 1.1.9 Sheafification of a presheaf and taking the presheaf of sections of a
sheaf set up a one-to-one correspondence between sheaves and presheaves satisfy-
ing (G).

For this reason, it is customary not to distinguish between presheaves with unique
gluing of sections (G) and sheaves.

A subsheaf (A, πA) of sheaf (B, πB) is an open subspace A ⊂ B such that
πA is the restriction of πB to A and π−1

B (x) ∩ A is a subgroup of Bx for all x ∈
X. Given a homomorphism f : A → B, we define the kernel of f as ker(f ) =
{a ∈ A|f (a) = 0}, it is a subsheaf of A. im(f ) is the subsheaf of B whose sheaf
space is the subset Im(f ). The homomorphism f induces a map on sections fU :
Γ (U ; A) → Γ (U ; B). Note that the presheaf

U �→ ker(fU )

satisfies condition (G) and so is a sheaf. In particular, we have the formula

Γ (U ; ker(f )) = ker(fU ).

Such a formula however does not hold for im(f ), but we have the description

im(f ) = Sheaf(U �→ im(fU )).

With a notion of kernel and image sheaf in hand, we are now able to define a sequence
of sheaf homomorphisms

A
f−→ B

g−→ C
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to be exact if ker(g) = im(f ). By definition, this is the case if and only if

Ax
fx−→ Bx

gx−→ Cx

is exact for each x ∈ X. Thus exactness of a sequence of sheaf maps may be checked
on stalks, which is a useful criterion in practice.

Example 1.1.10 Let M be a smooth manifold and CM be the sheaf of germs of
smooth complex valued functions on M, i.e. the sheafification of the presheaf that
assigns to an open set the additive group of smooth C-valued functions on the open
set. Denote by C∗

M the multiplicative sheaf of germs of smooth functions with values
in the multiplicative group C

∗. The exponential map exp : C → C
∗ induces a map

of presheaves and, consequently, a map of sheaves

exp : CM −→ C∗
M.

The kernel of exp : C → C
∗ is 2π

√−1Z, and we consider the exponential sequence

0 −→ 2π
√−1ZM −→ CM

exp−→ C∗
M −→ 0,

where ZM denotes the constant sheaf with stalk Z on M. To show exactness, it re-
mains to verify that exp is onto. Given x ∈ M and a germ fx ∈ (C∗

M)x, there exists
a contractible neighborhood U of x such that fx is the germ of a smooth function
f : U → C

∗. Now every point z0 ∈ C
∗ has a neighborhood in which a single branch

log z can be chosen. Thus log f : U → C defines a germ in CM mapping to fx.

Let A ⊂ B be a subsheaf of sheaf B. We define the quotient sheaf B/A by

B/A = Sheaf(U �→ Γ (U ; B)/Γ (U ; A)).

The exact sequences 0 → Γ (U ; A) → Γ (U ; B) → Γ (U ; B)/Γ (U ; A) → 0
induce an exact sequence

0 −→ A −→ B −→ B/A −→ 0

because the direct limit functor is exact. This implies, in particular, the identification

(B/A)x ∼= Bx/Ax.

Looking at stalks, it is clear that the functor Γ (Y ; −), with Y ⊂ X, is left exact.
It is however not exact in general: Consider the exponential sequence of Example
1.1.10, say for M = R

2. Let U be an open annulus about the origin of R
2 and

f (x, y) = x+√−1y. Then f defines a section in Γ (U ; C∗
M), but there is no section

g ∈ Γ (U ; CM) such that exp(g) = f. Therefore exp : Γ (U ; CM) → Γ (U ; C∗
M) is

not surjective. It also follows that in general Γ (U ; B/A) �= Γ (U ; B)/Γ (U ; A) for
sheaves A ⊂ B.

Let X and Y be topological spaces, f : X → Y a continuous map.
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• Given A ∈ Sh(X), consider the presheaf U �→ Γ (f −1(U); A) on Y. It satisfies
condition (G) and hence is a sheaf f∗A ∈ Sh(Y ), called the direct image or push-
forward of A. This construction is obviously functorial; f∗ is left exact covariant
(since Γ (U ; −) is left exact).

• Given (B, π) ∈ Sh(Y ), we define the inverse image or pullback of B: Its sheaf
space is given by the usual pullback construction f ∗B = {(x, b) ∈ X×B|f (x) =
π(b)} endowed with the subspace topology. The projection f ∗B → X is
(x, b) �→ x, a local homeomorphism. The group structure on (f ∗B)x is declared

by requiring the canonical bijection Bf (x)

∼=−→ (f ∗B)x, sending b �→ (x, b), to
be an isomorphism of groups. The covariant functor f ∗ is exact as a consequence
of Bf (x)

∼= (f ∗B)x.

The next proposition shows that f ∗ and f∗ are adjoint functors:

Proposition 1.1.11 Let f : X → Y be a continuous map and A ∈ Sh(X), B ∈
Sh(Y ). Then

HomSh(X)(f
∗B, A) ∼= HomSh(Y )(B, f∗A).

Proof. The map of presheaves

Γ (U ; B) → Γ (f −1(U); f ∗B)

s �→ (x �→ (x, s(f (x))))

induces a canonical homomorphism

B −→ f∗f ∗B. (1.1)

Identifying

(f ∗f∗A)x ∼= (f∗A)f (x)
∼= lim

U�f (x)
Γ (U ; f∗A) = lim

U�f (x)
Γ (f −1(U); A)

and using the canonical map between direct limits

lim
U�f (x)

Γ (f −1(U); A) → lim
U�x

Γ (U ; A) ∼= Ax

we obtain a canonical homomorphism

f ∗f∗A −→ A. (1.2)

The morphisms (1.1) and (1.2) are of independent interest and referred to as the
canonical adjunction morphisms. Apply (1.1) in defining the composition

Hom(f ∗B, A) → Hom(f∗f ∗B, f∗A) → Hom(B, f∗A)

and apply (1.2) in defining

Hom(B, f∗A) → Hom(f ∗B, f ∗f∗A) → Hom(f ∗B, A).

These two compositions are inverse to each other. �
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To functors (of several variables) from the category of abelian groups to itself one
can associate corresponding functors on sheaves. We carry this out for the bifunctors
⊕,⊗ and Hom(−,−). Let A, B ∈ Sh(X). The presheaf

U �→ Γ (U ; A) ⊕ Γ (U ; B)

satisfies unique gluing (G), and hence is a sheaf A ⊕ B, the direct sum of A and B.

One may compute sections as

Γ (U ; A ⊕ B) = Γ (U ; A) ⊕ Γ (U ; B),

and since direct sums commute with direct limits we have the identity

(A ⊕ B)x ∼= Ax ⊕ Bx.

Define the tensor product of A and B by

A ⊗ B = Sheaf(U �→ Γ (U ; A) ⊗ Γ (U ; B)).

The following example shows that the defining presheaf does not satisfy (G), so that
sheafification is necessary.

Example 1.1.12 Think of the circle S1 as [0, 1]/(0 ∼ 1). Define an open cover
consisting of two sets U1 = ( 1

10 , 9
10 ) and U2 = ([0, 1

5 )∪( 4
5 , 1])/∼. Let A be the sheaf

[0, 1]×Z/((0, n) ∼ (1,−n)) over S1. For all x ∈ U1, define s1(x) = 1, s′
1(x) = −1.

For x ∈ [0, 1
5 ), let s2(x) = 1 and s′

2(x) = −1, and for x ∈ ( 4
5 , 1], set s2(x) = −1,

s′
2(x) = 1. We have defined sections s1, s

′
1 ∈ Γ (U1; A) and s2, s

′
2 ∈ Γ (U2; A). On

the overlap ( 1
10 , 1

5 ), we have s1 ⊗ s′
1 = 1 ⊗ (−1) = s2 ⊗ s′

2, and on the overlap

( 4
5 , 9

10 ), we have s1 ⊗ s′
1 = 1 ⊗ (−1) = (−1) ⊗ 1 = s2 ⊗ s′

2, so that the sections
s1 ⊗ s′

1 and s2 ⊗ s′
2 agree on overlaps. However there exist no s, s′ ∈ Γ (S1; A) with

(s ⊗ s′)|U1 = s1 ⊗ s′
1, (s ⊗ s′)|U2 = s2 ⊗ s′

2, because A has Γ (S1; A) = 0.

Since tensor products commute with direct limits, stalks can be calculated using

(A ⊗ B)x ∼= Ax ⊗ Bx.

The presheaf
U �→ Hom(A|U , B|U)

satisfies condition (G) and is thus a sheaf Hom(A, B). Its group of sections is

Γ (U ; Hom(A, B)) = Hom(A|U , B|U),

but in general Hom(A, B)x �= Hom(Ax, Bx).

Example 1.1.13 Over [0, 1], let A be the sheaf with stalks A0 = Z, At = 0, for
t > 0. For B, take the constant sheaf with stalks Z on [0, 1]. If U = [0, ε), then
Γ (U ; Hom(A, B)) = Hom(A|U , B|U) = 0, and therefore Hom(A, B)0 = 0, but
A0 = Z = B0 and so Hom(A0, B0) ∼= Z.
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The following theorem shows that the usual methods of homological algebra
apply to the category of sheaves.

Theorem 1.1.14 Sh(X) is an abelian category.

Proof. There exists a zero object 0 ∈ Sh(X) with HomSh(X)(0, 0) = 0, and for any
A, B ∈ Sh(X), HomSh(X)(A, B) has the structure of an abelian group such that the
composition law is bilinear. Direct sums A ⊕ B exist and hence Sh(X) is an additive
category.

For any morphism f : A → B, ker f and coker f = B/imf exist. Let
coim f = A/ ker f. To check that the canonical morphism coim f → imf is an
isomorphism, look at stalks and use (coim f )x = (A/ ker f )x ∼= Ax/(ker f )x. �


1.2 Sheaf Cohomology

We shall discuss sheaf cohomology from two perspectives: The first method will be
to employ injective resolutions. This has the advantage of fitting well into the general
context of derived categories and derived functors to be developed in Sect. 2.4, but
has the disadvantage of being almost useless as a means to carry out calculations
in practice. To provide a geometrically more transparent way to construct cycles in
sheaf cohomology, our second method will be to study the Čech complex.

1.2.1 Injective Resolutions

Definition 1.2.1 A resolution K• of a sheaf A is a collection of sheaves (Ki )i≥0

fitting into an exact sequence 0 → A
d−1→ K0 d0→ K1 d1→ · · · . Given a morphism of

sheaves f : A → B and a resolution L• of B, a morphism of resolutions φ : K• →
L• is a collection (φi)i≥0 of sheaf morphisms φi : Ki → Li such that the diagram

0 A

f

K0

φ0

K1

φ1

· · ·

0 B L0 L1 · · ·
commutes. If φ,ψ : K• → L• are two morphisms of resolutions, then a homotopy
s from φ to ψ is a collection of sheaf maps (si)i≥0, si : Ki → Li−1 such that
di−1
L si + si+1di

K = φi − ψi (with L−1 := B).

Example 1.2.2 Let M be a smooth manifold. To an open set U ⊂ M, associate the
group Ωi(U) of differential i-forms on U. The presheaf U �→ Ωi(U) satisfies unique
gluing of sections (G) and so is a sheaf Ω i on M that satisfies Γ (U ; Ω i ) = Ωi(U).

Exterior derivation gives a map d : Ωi(U) → Ωi+1(U), which induces sheaf maps

d : Ω i → Ω i+1,
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and we can form the de Rham complex

Ω• = Ω0 d−→ Ω1 d−→ Ω2 −→ · · · .

Let RM be the constant sheaf with stalk R on M. Assigning to a real number r ∈
(RM)x the germ of the constant function r in (Ω0)x defines a monomorphism RM ↪→
Ω0. By the Poincaré lemma (“every closed form on Euclidean space is exact”), the
sequence

0 −→ RM −→ Ω0 d−→ Ω1 d−→ Ω2 −→ · · ·
is exact. Thus the de Rham complex Ω• is a resolution of the constant sheaf RM .

Definition 1.2.3 I ∈ Sh(X) is injective if, whenever we are given a monomorphism
A ↪→ B and a sheaf map A → I, there exists an extension B → I:

0 A B

I

In other words: I is injective if and only if Hom(−, I) is exact.

Lemma 1.2.4 Every sheaf A ∈ Sh(X) is a subsheaf of some injective sheaf.

Proof. For each x ∈ X, let Ax ↪→ Ix be the canonical embedding of the stalk of A
into an injective abelian group Ix as described for instance in [God58] (if A were a
sheaf of vector spaces, Ax would already be injective, so we could take Ix = Ax).
Regarding Ix as a sheaf on the one-point space {x}, let I(x) = jx∗Ix, where jx

is the inclusion jx : {x} ↪→ X. If B is any sheaf, then restriction to stalks is an

isomorphism Hom(B, I(x))
∼=→ Hom(Bx, Ix), whence I(x) is an injective sheaf and

we have a canonical morphism A → I(x). Let I = ∏
x∈X I(x). The product of

injective sheaves is injective, so the canonical map A → I is a monomorphism into
an injective sheaf. �


One says that the category of sheaves Sh(X) has “enough injectives.” An injec-
tive resolution I• is a resolution such that each Ii is injective.

Proposition 1.2.5 Every sheaf A ∈ Sh(X) has a canonical injective resolution.

Proof. By induction: Construct I0 and d−1 : A → I0 invoking Lemma 1.2.4. As-
suming Ii has been constructed, embed the cokernel Ii/im(di−1) into an injective
Ii+1 using Lemma 1.2.4, and let di be the composition Ii � Ii/im(di−1) ↪→ Ii+1.�

Proposition 1.2.6 Let f : A → B be a morphism, A → K• a resolution and
B → I• an injective resolution of B. Then there exists a morphism of resolutions
φ : K• → I•.



10 1 Elementary Sheaf Theory

Proof. Use the injective property of I0 to find φ0:

0 A
d−1
A

d−1
I f

K0

φ0

I0

Assume φi has been constructed. Use the injective property of Ii to find φi+1:

0 Ki/im(di−1
K ) = Ki/ ker(di

K)
di
K

di
I φi

Ki+1

φi+1

Ii+1

�


In fact, φ is unique up to homotopy by similar extension arguments.

Definition 1.2.7 Let A be a sheaf of abelian groups on the topological space X. The
i-th sheaf cohomology group of X with coefficients in A is defined to be

Hi(X; A) = HiΓ (X; I•)

where A → I• is the canonical injective resolution of A (note that I• does not contain
A itself), and Γ (X; I•) denotes the complex of global section groups induced by I•.

Since Γ (X; −) is left exact, we have an exact sequence

0 → Γ (X; A) → Γ (X; I0) → Γ (X; I1).

Thus
H 0(X; A) = Γ (X; A).

A morphism f : A → B induces a map on cohomology as follows: Let A → I•
be the canonical injective resolution of A and B → J• be the canonical injective
resolution of B. By Proposition 1.2.6, there exists a morphism of resolutions φ :
I• → J•, which induces maps Γ (X; I•) → Γ (X; J•) on the global section groups
and so homomorphisms

Hi(X; A) → Hi(X; B).

These homomorphisms are well-defined, since φ is unique up to homotopy.
If A is any sheaf, I• its canonical and J• any injective resolution, then the identity

A → A induces a morphism of resolutions φ : I• → J• as well as ψ : J• → I•.
By uniqueness up to homotopy, ψφ is homotopic to the identity on I• and φψ is
homotopic to the identity on J•. Thus φ is a homotopy equivalence and the induced

maps HiΓ (X; I•)
∼=→ HiΓ (X; J•) are isomorphisms. Thus to calculate Hi(X; A),

we are free to choose any injective resolution of A.
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Every short exact sequence of sheaves induces a long exact sequence on sheaf
cohomology. We outline this process: Given the short exact sequence 0 → A →
B → C → 0, choose injective resolutions A → I•, C → K• (for example the
canonical ones). It is not difficult to construct inductively an injective resolution
B → J• (take Ji = Ii ⊕ Ki ; the differential is of course not in general the direct
sum) and morphisms φ : I• → J•, ψ : J• → K• such that

0 A B C 0

0 I• φ
J• ψ

K• 0

commutes and the bottom row is an exact sequence of resolutions, i.e. each 0 →
Ii φi

→ Ji ψi

→ Ki → 0 is short exact. Note that any short exact sequence 0 → I →
X → Y → 0, with I injective, splits. Furthermore, any additive functor between
abelian categories takes split exact sequences to split exact sequences. Now Γ (X; −)

is such an additive functor, hence 0 → Γ (X; Ii ) → Γ (X; Ji ) → Γ (X; Ki ) → 0 is
exact for all i. Then

0 → Γ (X; I•) → Γ (X; J•) → Γ (X; K•) → 0

is a short exact sequence of complexes of abelian groups, and hence there exist con-
necting morphisms δi : HiΓ (X; K•) → Hi+1Γ (X; I•) such that the sequence

· · · → HiΓ (X; I•) → HiΓ (X; J•) → HiΓ (X; K•) δi→ Hi+1Γ (X; I•) → · · ·
is exact. This is the long exact sequence on sheaf cohomology:

· · · → Hi(X; A) → Hi(X; B) → Hi(X; C)
δi→ Hi+1(X; A) → · · · .

Examples 1.2.8 We give some applications of the long exact cohomology sequence
to complex analysis. Let X ⊂ C be an open subset of the complex plane; we have
H 2(X; Z) = 0, as X is a noncompact two-dimensional manifold. Denote by OX the
sheaf of germs of holomorphic functions on X and by O∗

X the multiplicative sheaf
of germs of nowhere vanishing holomorphic functions on X. Let us, for the moment,
accept the fact that Hi(X;OX) = 0 for all i > 0. This fact will be explained in
Example 1.2.15 below. We have a short exact exponential sequence

0 −→ 2π
√−1ZX −→ OX

exp−→ O∗
X −→ 0, (1.3)

analogous to the one discussed earlier in Example 1.1.10. Applying the induced long
exact sequence, we can now prove the following statement: Every zero-free holo-
morphic function on X has a holomorphic logarithm if and only if H 1(X; Z) = 0.

Indeed, (1.3) induces

H 0(X;OX) → H 0(X;O∗
X) → H 1(X; Z) → H 1(X;OX) = 0,

so that H 1(X; Z) = 0 is equivalent to exp : Γ (X;OX) → Γ (X;O∗
X) being onto.
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Now let M∗
X denote the multiplicative sheaf of germs of not identically vanishing

meromorphic functions on X; there is a natural embedding O∗
X ↪→ M∗

X. To an open
subset U ⊂ X, assign the additive group Div(U) of functions ν : U → Z such that
ν(x) �= 0 only on a discrete subset of U. An element ν ∈ Div(U) is called a divisor
on U . The presheaf

U �→ Div(U)

is a sheaf DivX on X, Γ (U ; DivX) = Div(U). If f ∈ Γ (U ;M∗
X) is a meromorphic

function, let νx(f ) be its order at x ∈ U. Then

Γ (U ;M∗
X) → Γ (U ; DivX)

f �→ ν(f )

defines a sheaf morphism
M∗

X −→ DivX,

since νx(fg) = νx(f ) + νx(g) and the order of a meromorphic function is nonzero
only on a discrete set of points. As the divisor ν(f ) of a meromorphic function f

is zero precisely when f is nowhere vanishing holomorphic, we have an exact se-
quence

0 −→ O∗
X −→ M∗

X −→ DivX −→ 0 (1.4)

(observe that locally we can achieve any divisor by writing down a Laurent series
with the prescribed order). Using the exponential sequence (1.3), we get an exact
sequence

H 1(X;OX) −→ H 1(X;O∗
X) −→ H 2(X; Z),

which shows that H 1(X;O∗
X) = 0. The cohomology sequence associated to (1.4)

is
H 0(X;M∗

X) −→ H 0(X; DivX) −→ H 1(X;O∗
X) = 0.

Thus we have proved Weierstrass’ theorem: Given any divisor ν on X, there exists a
meromorphic function on X with divisor ν.

Definition 1.2.9 A sheaf A ∈ Sh(X) is acyclic if Hi(X; A) = 0, all i > 0.

Proposition 1.2.10 Injective sheaves are acyclic.

Proof. If I is an injective sheaf, then

0 → I
1→ I → 0 → · · ·

is an injective resolution, so Hi(X; I) = 0, i > 0. �

Proposition 1.2.11 Let K• be a resolution of a sheaf A by acyclic sheaves. Then
there is a natural isomorphism

HiΓ (X; K•)
∼=−→ Hi(X; A).



1.2 Sheaf Cohomology 13

Proof. Put Zi = ker(Ki → Ki+1). Note that we have Γ (X; Zi ) = ker(Γ (X; Ki )

→ Γ (X; Ki+1)), and im(Γ (X; Ki−1) → Γ (X; Ki )) = im(Γ (X; Ki−1) →
Γ (X; Zi )). Hence

HiΓ (X; K•) = Γ (X; Zi )/ im(Γ (X; Ki−1) → Γ (X; Zi )).

For i > 0, the short exact sequence 0 → Zi−1 → Ki−1 → Zi → 0 induces the
long exact cohomology sequence

0 → Γ (X; Zi−1) → Γ (X; Ki−1) → Γ (X; Zi )
δ→ H 1(X; Zi−1)

→ H 1(X; Ki−1) = 0.

The connecting homomorphism δ induces

Γ (X; Zi )/ im(Γ (X; Ki−1) → Γ (X; Zi ))
∼=−→ H 1(X; Zi−1).

Summarizing, we have constructed an isomorphism

HiΓ (X; K•)
∼=−→ H 1(X; Zi−1).

The short exact sequence 0 → Zi−2 → Ki−2 → Zi−1 → 0 induces a long exact
sequence on cohomology with

δ : H 1(X; Zi−1)
∼=−→ H 2(X; Zi−2)

an isomorphism, since the neighboring terms vanish by acyclicity of K•. Continuing,
we obtain a sequence of isomorphisms

HiΓ (X; K•) ∼= H 1(X; Zi−1) ∼= · · · ∼= Hi(X; Z0),

but Z0 = ker(K0 → K1) = im(A → K0) ∼= A. �

The point of Proposition 1.2.11 is that one can identify several classes of sheaves

such as the so-called fine, soft or flabby sheaves which on the one hand can be proven
to be acyclic (assume X is paracompact), and on the other hand occur more naturally
than injective sheaves. Then the proposition tells us that to compute cohomology, we
may as well use resolutions consisting of sheaves in that class instead of having to
construct injective resolutions.

We shall in particular have occasion to consider the class of soft sheaves, so we
define this concept here:

Definition 1.2.12 Let X be a paracompact space. A sheaf A ∈ Sh(X) is soft, if the
restriction map Γ (X; A) → Γ (K; A) is surjective for all closed subsets K ⊂ X.

The assumption of paracompactness is necessary to obtain the following

Proposition 1.2.13 Soft sheaves are acyclic.
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For a proof consult e.g. [Bre97, Theorem II.9.11], or [Bry93, Theorem 1.4.6].
This result means that in order to calculate sheaf cohomology, we are allowed to
resolve by soft sheaves. Two examples will illustrate this technique:

Example 1.2.14 Let M be a (paracompact) smooth manifold and RM → Ω• the de
Rham resolution introduced in Example 1.2.2. Every Ω i is a soft sheaf.1

Thus to determine Hi(M; RM), the sheaf cohomology of M with coefficients in
the constant sheaf RM, we may use Ω•:

Hi(M; RM) ∼= HiΓ (M; Ω•) = Hi(Ω•(M)) = Hi
DR(M; R),

the de Rham cohomology groups of M.

Example 1.2.15 Let X ⊂ C be a connected open subset of the complex plane. Our
goal is to show Hi(X;OX) = 0 for i > 0, an assertion that we used in Exam-
ple 1.2.8. Consider the linear partial differential operator

∂

∂z̄
= 1

2

(
∂

∂x
+ √−1

∂

∂y

)

.

The map f �→ ∂f/∂z̄ induces a morphism of sheaves ∂̄ : CX → CX (recall CX is
the sheaf of germs of smooth complex valued functions on X). Now f is holomor-
phic if and only if ∂f/∂z̄ = 0 (Cauchy–Riemann equations). Thus we have an exact
sequence

0 −→ OX −→ CX
∂̄−→ CX.

We shall employ the following fact from analytic function theory [Gun66, §3, Theo-
rem 4]:

(∗) Let U be a connected, open subset of the complex plane. Given a smooth function
g : U → C, there exists a smooth f : U → C such that ∂f/∂z̄ = g on U.

Applying (∗) to subsets U ⊂ X, we obtain the short exact sequence

0 −→ OX −→ CX
∂̄−→ CX −→ 0. (1.5)

Applying (∗) to U = X, we see that

∂̄ : Γ (X; CX) −→ Γ (X; CX)

is onto. The sheaf CX is soft, so (1.5) is a soft resolution of OX. We use it to calculate
Hi(X;OX):

H 1(X;OX) = Γ (X; CX)/∂̄Γ (X; CX) = 0,

and trivially Hi(X;OX) = 0, i ≥ 2.

1 One proves first that the sheaf Ω0 of real valued C∞-functions on M is soft. Therefore,
any sheaf of Ω0-modules on M is soft, in particular Ω i .
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1.2.2 Čech Cohomology

To provide an alternative view of sheaf cohomology, we shall define the Čech com-
plex associated to an open cover. The advantage is that many geometric and analytic
objects naturally give rise to a Čech cocycle. Čech cohomology groups of a space
are obtained as the direct limit over all open covers of the groups associated to the
covers. There is a canonical map from Čech cohomology to sheaf cohomology; it is
an isomorphism for paracompact spaces.

Let U = {Ui}i∈I be an open cover of the space X and let A be a presheaf on
X. With Ui0,...,ip = Ui0 ∩ · · · ∩ Uip for i0, . . . , ip ∈ I, define Cp(U; A) to be the
group of all functions s on Ip+1 with values s(i0, . . . , ip) ∈ A(Ui0,...,ip ). We define
a coboundary homomorphism

d : Cp(U; A) → Cp+1(U; A)

by

(ds)(i0, . . . , ip+1) =
p+1∑

j=0

(−1)j s(i0, . . . , ı̂j , . . . , ip+1)|Ui0,...,ip+1
.

In applying d twice, each term appears twice and with opposite sign. Thus d2 = 0.

An element s ∈ Cp(U; A) is called a Čech p-cochain and is a Čech p-cocycle if
d(s) = 0. The complex

· · · d−→ Cp(U; A)
d−→ Cp+1(U; A)

d−→ · · ·
is the Čech complex C•(U; A) of U with coefficients in A.

Definition 1.2.16 The degree p Čech cohomology group of the cover U with coeffi-
cients in the presheaf A is

Ȟ p(U; A) = HpC•(U; A),

the degree p cohomology of the Čech complex of U .

Proposition 1.2.17 If the presheaf A satisfies unique gluing (G), then

Ȟ 0(U; A) = A(X).

Proof. An element s ∈ Ȟ 0(U; A) = ker(d : C0(U; A) → C1(U; A)) is a family of
sections

s(i) ∈ A(Ui), i ∈ I,

such that
(ds)(i0, i1) = s(i1)|Ui0,i1

− s(i0)|Ui0,i1
= 0.

Thus the sections s(i) agree on overlaps and condition (G) ensures the existence of a
unique s̄ ∈ A(X) with s̄|Ui

= s(i). �
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If A ∈ Sh(X) is a sheaf, we use its canonical presheaf to define Čech cohomol-
ogy:

Ȟ p(U; A) = Ȟ p(U; (U �→ Γ (U ; A))).

Example 1.2.18 Let Σ be a Riemann surface and x1, . . . , xn points on Σ together
with given polar parts

pk(z) = a
(k)
−rk

(z − xk)rk
+ · · · + a

(k)
−2

(z − xk)2
+ a

(k)
−1

z − xk

at xk, k = 1, . . . , n, z a local coordinate. Given this data, Cousin’s problem (in
dimension 1) asks: Does there exist a meromorphic function f on Σ having at most
x1, . . . , xn as poles and with the prescribed polar parts pk at xk?

Locally, of course, the problem can be solved: There exists a cover U = {Ui}i∈I

of Σ and meromorphic fi on Ui such that each fi has the required polar parts at
x1, . . . , xn. Then s(i, j) = fi |Ui,j

− fj |Ui,j
is holomorphic on Ui,j , since the polar

parts at all xk cancel. Therefore s is a Čech 1-cochain with coefficients in OΣ, the
sheaf of germs of holomorphic functions on Σ. In fact, s is a cocycle, as

(ds)(i0, i1, i2) = s(i1, i2) − s(i0, i2) + s(i0, i1)

= fi1 − fi2 − (fi0 − fi2) + fi0 − fi1= 0.

We shall show that Cousin’s problem has a solution if and only if the cohomology
class of s is zero in Ȟ 1(U;OΣ). Suppose the class of s is zero. There is a cochain
t ∈ C0(U;OΣ) with dt = s, i.e. we have holomorphic ti : Ui → C such that
ti − tj = s(i, j) = fi − fj , hence {fi − ti}i∈I is a collection of meromorphic
functions with correct polar parts which agree on overlaps and so define a global
meromorphic function having polar part pk at xk, k = 1, . . . , n.

Now assume that f is a solution to Cousin’s problem. Then t ∈ C0(U;OΣ) with
t (i) = fi − f is a Čech 0-cochain such that

(dt)(i, j) = t (j) − t (i) = fj − f − (fi − f ) = s(i, j).

Remark 1.2.19 If Σ is an open Riemann surface, then H 1(Σ;OΣ) = 0.

To define Čech cohomology of the space X, we put an order on the set of open
covers U of X : V = {Vj }j∈J is finer than U = {Ui}i∈I if every Vj is contained in
some Ui, that is, if there exists a function h : J → I with Vj ⊂ Uh(j) for all j ∈ J.

Such a function h induces a morphism of complexes

h∗ : C•(U; A) → C•(V; A)

by setting
(h∗s)(j0, . . . , jp) = s(h(j0), . . . , h(jp))|Vj0,...,jp

.

If h′ : J → I is another function with Vj ⊂ Uh′(j), then h′∗ and h∗ are homotopic
and so the induced map h∗ : Ȟ p(U; A) → Ȟ p(V; A) is independent of h. Thus
{Ȟ p(U; A)}U is a direct system.
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Definition 1.2.20 The Čech cohomology of X with coefficients in a presheaf A is
the direct limit

Ȟ p(X; A) = lim−→ Ȟ p(U; A),

taken over the directed set of open covers U of X.

Again we set Ȟ p(X; A) = Ȟ p(X; (U �→ Γ (U ; A))) for a sheaf A on X.

What is the relation between Čech cohomology Ȟ (X; A) and sheaf cohomology
H(X; A)? We shall first construct a natural map

Ȟ p(X; A) −→ Hp(X; A).

Let U = {Ui}i∈I be an open cover of X, and V ⊂ X be an open set. Then U |V :=
{Ui ∩V }i∈I is an open cover of V and we can consider the group of Čech p-cochains
over V, Cp(U |V ; A). The assignment

V �→ Cp(U |V ; A)

defines a presheaf (with the natural restriction maps), which satisfies condition (G),
and so is a sheaf Cp(U; A). The homomorphisms

Γ (V ; A) → Γ (V ; C0(U; A)) = C0(U |V ; A)

s �→ (i �→ s|Ui∩V )

induce a monomorphism of sheaves A ↪→ C0(U; A). In fact, one can show (see e.g.
[God58, Théorème 5.2.1]) that the sequence

0 → A → C0(U; A)
d→ C1(U; A)

d→ · · ·
is exact. Thus A → C•(U; A) is a resolution of the sheaf A. Let A → I• be the
canonical injective resolution of A. By Proposition 1.2.6, there exists a morphism of
resolutions

φ : C•(U; A) −→ I•.

If V = {Vj }j∈J is finer than U, witnessed by h : J → I, Vj ⊂ Uh(j) all j, then for
each p ≥ 0 there is a morphism of sheaves

h∗ : Cp(U; A) → Cp(V; A),

induced by the maps

h∗ : Cp(U |V ; A) → Cp(V|V ; A),

for all V ⊂ X open. That way we obtain a morphism of resolutions

h∗ : C•(U; A) → C•(V; A).

Using Proposition 1.2.6 once more provides a morphism of resolutions
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ψ : C•(V; A) → I•.

Now both φ and ψh∗ are morphisms of resolutions from C•(U; A) to I•, so they are
homotopic. Thus on cohomology we have a commutative diagram

Ȟ p(U; A) Ȟ p(V; A)

Hp(X; A)

which defines a morphism from the direct system {Ȟ p(U; A)}U to (the constant
direct system) Hp(X; A). This morphism induces a map on the direct limit

Ȟ p(X; A) = lim−→ Ȟ p(U; A) −→ Hp(X; A),

which is the desired canonical map from Čech cohomology to sheaf cohomology.
The main result is the following:

Theorem 1.2.21 If X is paracompact, then the canonical map

Ȟ p(X; A) −→ Hp(X; A)

is an isomorphism.

For a proof, see [God58, Théorème 5.10.1]. Roughly, one shows that if X is
paracompact and A is a presheaf on X such that Sheaf(A) = 0, then Ȟ p(X; A) = 0
for all p ≥ 0. Knowing this, one applies the “Čech cohomology spectral sequence”
whose E2-term is E

p,q

2 = Ȟ p(X; (U �→ Hq(U ; A))) and whose E∞-term is the
associated bigraded group of a suitable filtration of H •(X; A), A ∈ Sh(X).

Example 1.2.22 (Classification of complex line bundles) Let M be a smooth (para-
compact) manifold. First, we describe how to interpret a smooth complex line bundle
ξ over M, with total space E(ξ) and projection π : E(ξ) → M, as a cohomology
class. Given such a bundle ξ, we can choose an open cover U = {Ui}i∈I of M to-

gether with smooth trivializations φi : Ui × C

∼=→ π−1(Ui). Over Ui,j = Ui ∩ Uj ,

φj (x, λ) = φi(x, gij (x)λ), for a unique smooth function gij : Ui,j → C
∗.

Over Ui,j,k, we obtain by uniqueness the relation gik = gij gjk. The collection
g = {gij }i,j∈I is called a system of transition functions for ξ.

Call two systems of transition functions (over the same cover) {gij } and {g′
ij }

equivalent if there exist maps fi : Ui → C
∗, all i ∈ I, satisfying g′

ij (x) = fi(x)−1

gij (x) fj (x). The key fact is: Suppose ξ, ξ ′ are two bundles trivialized over the same
cover with systems of transition functions {gij }, {g′

ij } respectively. Then ξ and ξ ′ are
isomorphic if and only if {gij } and {g′

ij } are equivalent.

We may regard gij as a section gij ∈ Γ (Ui,j ; C∗
M) so that g = {gij } is a Čech

1-cochain g ∈ C1(U; C∗
M). Moreover,
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(dg)ijk = gjkg
−1
ik gij = 1

shows that g is a Čech cocycle and thus defines an element in Ȟ 1(U; C∗
M). We claim

that the class of g in Ȟ 1(M; C∗
M) depends only on the isomorphism class of ξ. To

see this, let ξ ′ be a line bundle isomorphic to ξ, V = {Vj }j∈J an open cover together
with trivializations of ξ ′ whose transition functions are g′ = {g′

ij }i,j∈J . Consider
the common refinement U ∩ V = {Ui ∩ Vj }(i,j)∈I×J with natural refining functions
h : I × J → I, h′ : I × J → J. Then h∗g is a system of transition functions
for ξ over U ∩ V, and h′∗g′ is a system of transition functions for the isomorphic
bundle ξ ′ over U ∩ V . Hence h∗g and h′∗g′ are equivalent and there exist functions
f(i,j) : Ui ∩ Vj → C

∗ with

(h′∗g′)kl = f −1
k (h∗g)klfl,

all k, l ∈ K := I × J. This means that we have a Čech 0-cochain f = {fk}k∈K ∈
C0(U ∩ V; C∗

M) whose coboundary

(df )kl = flf
−1
k = (h′∗g′)kl(h∗g)−1

kl

is the difference between h′∗g′ and h∗g. Thus h′∗g′ and h∗g define the same class in
Ȟ 1(U ∩ V; C∗

M), which proves the claim.
Now let P ic∞(M) be the set of isomorphism classes of smooth complex line

bundles over M. Given ξ ∈ P ic∞(M), write c1(ξ) for the class in Ȟ 1(M; C∗
M) of a

system of transition functions for ξ, it is called the first Chern class of ξ .
Then c1 is a well-defined function

c1 : P ic∞(M) −→ Ȟ 1(M; C∗
M).

P ic∞(M) acquires the structure of an abelian group via the tensor product
ξ ⊗ ξ ′ of two line bundles ξ and ξ ′. P ic∞(M) is the smooth Picard group of M ,
an analogue of the classical Picard group P ic(M) of holomorphic line bundles over
a complex manifold. If {gij }, {g′

ij } are systems of transition functions over some cover
U for ξ, ξ ′ respectively, then {gij g

′
ij } is a system of transition functions for ξ ⊗ ξ ′.

Thus c1 is a group homomorphism. We prove next that c1 is indeed an isomorphism:
Given c1(ξ) = 1 ∈ Ȟ 1(M; C∗

M) and representing c1(ξ) by g = {gij } over
U = {Ui}, there exist fi : Ui → C

∗ such that df = g, i.e. gij = fjf
−1
i . Now the

trivial bundle has transition functions g′
ij = 1 for all i, j. Therefore,

gij = fjg
′
ij f

−1
i

and ξ is isomorphic to the trivial bundle. This proves c1 to be injective.
Given a class g ∈ Ȟ 1(M; C∗

M), we represent it by {gij } over U = {Ui}i∈I and
put

E(ξ) =
(∐

i∈I

Ui × C

)/

∼,
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where ∼ is the equivalence relation defined by (i, x, λ) ∼ (j, y, μ) if x = y and
μ = gijλ. Then E(ξ) is the total space of a line bundle ξ with c1(ξ) = g, verifying
the surjectivity of c1.

Summarizing, the first Chern class is a group isomorphism

c1 : P ic∞(M)
∼=−→ Ȟ 1(M; C∗

M) ∼= H 1(M; C∗
M)

(using that Čech and sheaf cohomology are isomorphic on paracompact spaces, The-
orem 1.2.21). The exponential sequence

0 → 2π
√−1ZM → CM

exp→ C∗
M → 0

induces the exact sequence

H 1(M; CM) → H 1(M; C∗
M) → H 2(M; Z) → H 2(M; CM).

Since CM is soft and soft sheaves are acyclic (Proposition 1.2.13), we have
Hi(M; CM) = 0, i > 0, and thus

H 1(M; C∗
M)

∼=−→ H 2(M; Z).

Under this identification, we may regard the first Chern class as an isomorphism

c1 : P ic∞(M)
∼=−→ H 2(M; Z).

Remark 1.2.23 Analogous classifications exist for line bundles with more structure.
For example, the Picard group P ic(M) of holomorphic line bundles on a complex
manifold can be identified with the sheaf cohomology group H 1(M;O∗

M), and the
group of isomorphism classes of flat line bundles (gij locally constant functions) can
be identified with H 1(M; C

∗
M), with C

∗
M the constant sheaf with stalk C

∗ on M.

1.3 Complexes of Sheaves

Traditionally, complexes of abelian groups have been used in topology to collect al-
gebraically encoded geometric information in various dimensions (“chain complex”)
and relate this information via maps (“boundary maps”). Sheaves on the other hand
provide a systematic way to organize local data on a space into a single object, which
is a particularly attractive theory on singular spaces, where the nonuniformity of the
topology on the space prompts changing local data as well. To take into account co-
efficients that change over the space as well as multi-dimensional phenomena, it is
thus natural to introduce complexes of sheaves.

Definition 1.3.1 A complex of sheaves (or differential graded sheaf) A• on X is
a collection of sheaves Ai , i ∈ Z, and morphisms di : Ai → Ai+1 such that
di+1di = 0. The i-th cohomology sheaf (or derived sheaf) of A• is

Hi (A•) = ker(di)

im(di−1)
= Sheaf(U �→ HiΓ (U ; A•)).
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Note that as restriction to stalks is an exact functor, we have (x ∈ X)

Hi (A•)x ∼= Hi(A•
x).

A morphism of complexes f : A• → B• is a collection of sheaf homomorphisms
f i : Ai → Bi , i ∈ Z, such that each square

Ai+1 f i+1

−−−−→ Bi+1

di
A



⏐
⏐



⏐
⏐di

B

Ai f i

−−−−→ Bi

commutes. A morphism f of complexes induces sheaf maps Hi (f ) : Hi (A•) →
Hi (B•). We call f a quasi-isomorphism if Hi (f ) is an isomorphism for all i.

If A is a sheaf, we may regard it as a complex

· · · → 0 → 0
d−1→ A

d0→ 0 → 0 → · · ·
(put A in degree 0). A resolution A → K• of A may then be viewed as a
quasi-isomorphism of complexes. Thus one generalizes the notion of a resolu-
tion as follows: A resolution of a complex of sheaves A• is a quasi-isomorphism
f : A• → K•. Sheaf complexes with the above notion of morphisms form a cat-
egory C(Sh(X)) (we shall usually briefly write C(X)). With the obvious defini-
tion of kernel- and cokernel-complexes, C(X) is easily seen to be an abelian cate-
gory.

Our next objective will be to associate global cohomology groups to a complex
of sheaves that agree with the sheaf cohomology as defined previously for a sin-
gle sheaf when that sheaf is regarded as a complex concentrated in one dimension.
To accomplish this, we first need a canonical injective resolution for a complex of
sheaves. Such a resolution can be obtained as the simple complex associated to a
suitable double complex, we review the relevant definitions:

Definition 1.3.2 A double complex of sheaves A•• is a collection of sheaves Ap,q,

p, q ∈ Z, together with horizontal differentials d ′ : Ap,q → Ap+1,q and vertical
differentials d ′′ : Ap,q → Ap,q+1 such that d ′2 = 0, d ′′2 = 0 and d ′d ′′ + d ′′d ′ = 0.

The associated simple complex (or total complex) A• is given by

Ai =
⊕

p+q=i

Ap,q

and differential d = d ′ + d ′′.

Let us call a complex A• bounded below, if there is an n such that Ai = 0 for
i < n.
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Proposition 1.3.3 Every bounded below complex A• has a canonical injective res-
olution A• → I•, where I• is the simple complex of a double complex I•• such
that for each q, I•,q is an injective resolution of Aq, d ′′(I•,q−1) is an injective
resolution of dA(Aq−1), ker(d ′′ : I•,q → I•,q+1) is an injective resolution of
ker(dA : Aq → Aq+1) and H•,q

d ′′ (I••) (the vertical cohomology) is an injective
resolution of Hq(A•).

The properties of I•• in the above proposition are carefully chosen so that one
can conveniently use I•• to obtain the so-called “hypercohomology spectral se-
quence,” Proposition 1.3.5. For a proof of Proposition 1.3.3, see e.g. [Bry93, Propo-
sition 1.2.6].

Definition 1.3.4 The hypercohomology groups Hi (X; A•) of a space X with coef-
ficients in a bounded below complex of sheaves A• are

Hi (X; A•) = HiΓ (X; I•),

where A• → I• is the canonical injective resolution of Proposition 1.3.3.

To handle hypercohomology, the following hypercohomology spectral sequence
is frequently helpful:

Proposition 1.3.5 Let A• ∈ C(X) be a bounded below complex of sheaves on X.

There exists a convergent spectral sequence with

E
p,q

2
∼= Hp(X; Hq(A•))

and
E

p,q∞ ∼= GpHp+q(X; A•),
the graded quotients associated to a suitable filtration of the hypercohomology
H(X; A•).

Proof. Let I•• be the injective double complex given by Proposition 1.3.3, whose
simple complex I• is an injective resolution of A•. Denote the horizontal differential
by d ′ : Ip,q → Ip+1,q and the vertical differential by d ′′ : Ip,q → Ip,q+1. Let
I •• = Γ (X; I••) and I • be the simple complex of I ••. By definition, Hp(X; A•) =
Hp(I •). The “first filtration” F on I • is FiI

n = ⊕
p≥i I p,n−p. We consider the

spectral sequence of the filtered complex I • (i.e. the “first spectral sequence” of the
double complex I ••). As I•• satisfies Ip,q = 0 for all p < 0 and there exists an
integer l such that Ip,q = 0 whenever q < l (recall A• is bounded below), this
spectral sequence is convergent (in the strong sense), i.e. for each p, q there exists
an r such that

E
p,q
r

∼= E
p,q

r+1
∼= · · · ∼= E

p,q∞ .

We calculate the E1-term:

E
p,q

1 = Hq(FpI •/Fp+1I
•) = Hq

(⊕

i≥p

I i,•
/ ⊕

i≥p+1

I i,•
)

= H
q

d ′′(Ip,•).
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Let Z•,q = ker(d ′′ : I•,q → I•,q+1), B•,q+1 = I•,q/Z•,q , H•,q = Z•,q/B•,q . By the
properties of I••, Z•,q is an injective resolution of ker(dA : Aq → Aq+1), B•,q is
an injective resolution of im(dA : Aq−1 → Aq), and H•,q is an injective resolution
of Hq(A•).

Now

Γ (X; Hp,q) = Γ (X; Zp,q/Bp,q) = Γ (X; Zp,q)/Γ (X; Bp,q),

since the involved sheaves are injective. As for the sections of the kernel-sheaf,

Γ (X; Zp,q) = ker(d ′′ : Γ (X; Ip,q) → Γ (X; Ip,q+1)) = ker(d ′′ : Ip,q → Ip,q+1).

The sections of the image sheaves are

Γ (X; Bp,q+1) = Γ (X; Ip,q/Zp,q) = Γ (X; Ip,q)/Γ (X; Zp,q)

= Ip,q/ ker(d ′′ : Ip,q → Ip,q+1) = d ′′(Ip,q).

Hence,

E
p,q

1 = H
q

d ′′(Ip,•) = ker(d ′′ : Ip,q → Ip,q+1)/d ′′(Ip,q−1) = Γ (X; Hp,q).

Let us move on to the E2-term. The differential d1 : E
p,q

1 → E
p+1,q

1 is the map
on vertical cohomology induced by the horizontal differential d ′. Under the above
identification, d1 : Γ (X; Hp,q) → Γ (X; Hp+1,q) is thus induced by d ′ : Hp,q →
Hp+1,q . But the complex H•,q is an injective resolution of Hq(A•). Therefore,

E
p,q

2 = Hd1(E
••
1 ) = H

p

d ′Γ (X; H•,q) = Hp(X; Hq(A•)).

As I• is regularly filtered, E
p,q∞ ∼= GpHp+q(I •), the graded module GH(I •)

associated to the filtration FpHn(I •) = im(Hn(FpI •) → Hn(I •)). That is (using
Hn(I •) = Hn(X; A•)),

E
p,q∞ ∼= GpHp+q(X; A•) = FpHp+q(X; A•)

Fp+1Hp+q(X; A•)
. �


As an application of the spectral sequence, it follows that a quasi-isomorphism
f : A• → B• induces isomorphisms Hi (X; A•) ∼= Hi (X; B•) on hypercohomology.

Let us introduce some further operations on complexes. Let n ∈ Z. The shift
functor [n] : C(X) → C(X) assigns to a complex A• ∈ C(X) the complex A•[n]
defined by

(A•[n])i = Ai+n

di
A[n] = (−1)ndi+n

A .

If f : A• → B• is a morphism of complexes, then f [n] : A•[n] → B•[n] is
f [n]i = f n+i . The truncation functors τ≤n, τ≥n : C(X) → C(X) are given by

τ≤nA• = · · · → An−2 → An−1 → ker dn → 0 → 0 → · · ·
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and
τ≥nA• = · · · → 0 → 0 → coker dn−1 → An+1 → An+2 → · · · .

Induced morphisms τ≤nf, τ≥nf are obtained in the obvious way. These trunca-
tions are designed to satisfy

Hi (τ≤nA•) =
{

Hi (A•), for i ≤ n,

0, for i > n

and

Hi (τ≥nA•) =
{

0, for i < n,

Hi (A•), for i ≥ n.

They will play a crucial role in constructing the intersection chain complex, see
Sect. 4.1. Note that

τ≤nτ≤mA• = τ≤min(n,m)A•

and
τ≤n(A•[m]) = (τ≤n+mA•)[m].

Moreover, if f : A• → B• is a morphism of complexes such that Hi (f ) : Hi (A•) →
Hi (B•) is an isomorphism for i ≤ n, then τ≤nf : τ≤nA• → τ≤nB• is a quasi-
isomorphism.

The direct sum A• ⊕B• of complexes A• and B• is defined by taking direct sums
in each degree and taking the differential to be the sum of the differentials in A• and
B•. For A•, B• ∈ C(X), the collection {Ap ⊗ Bq}p,q∈Z becomes a double complex
if we define horizontal differentials

d ′ = dA ⊗ 1 : Ap ⊗ Bq −→ Ap+1 ⊗ Bq

and vertical differentials

d ′′ = (−1)p1 ⊗ dB : Ap ⊗ Bq −→ Ap ⊗ Bq+1.

(The sign in d ′′ guarantees d ′′d ′ + d ′d ′′ = 0.) Then the tensor product A• ⊗
B• ∈ C(X) is by definition the simple complex associated to the double complex
({Ap ⊗ Bq}p,q, d ′, d ′′).

The complex of homomorphisms, Hom•(A•, B•) ∈ C(X), is constructed as fol-
lows: In degree n, take

Homn(A•, B•) =
∏

p∈Z

Hom(Ap, Bp+n).

We shall describe the differentials dn : Homn(A•, B•) → Homn+1(A•, B•) by their
operation on sections

Γ (U ; Homn(A•, B•)) dn−→ Γ (U ; Homn+1(A•, B•))

(U ⊂ X open).
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Note that

Γ (U ; Homn(A•, B•)) = Γ

(

U ;
∏

p

Hom(Ap, Bp+n)

)

∼=
∏

p

Γ (U ; Hom(Ap, Bp+n))

∼=
∏

p

Hom(Ap|U , Bp+n|U),

so we need a map
∏

p

Hom(Ap|U , Bp+n|U)
dn→

∏

p

Hom(Ap|U , Bp+n+1|U).

If {f p}p∈Z ∈ ∏
p Hom(Ap|U , Bp+n|U), let

dn(f p) = d
p+n

B ◦ f p + (−1)n+1f p+1 ◦ d
p

A. (1.6)

Remark 1.3.6 Hom•(A•, B•) can be defined from a double complex Hom•• with
Homp,q = Hom(A−p, Bq) and appropriate differentials, but in taking the simple
complex one must use direct products instead of direct sums (the “second total com-
plex”). It is necessary to use direct products as then the basic adjointness relation

Hom(A• ⊗ B•, C•) ∼= Hom(A•, Hom•(B•, C•))

holds.

Remark 1.3.7 By (1.6), the n-cycles of Γ (X; Hom•(A•, B•)) are in one-to-one cor-
respondence with morphisms of complexes A• → B•[n], and the n-boundaries cor-
respond to morphisms which are homotopic to zero. Thus, HnΓ (X; Hom•(A•, B•))
can be identified with the group of homotopy classes of morphisms from A• to B•[n].

If X and Y are topological spaces, f : X → Y a continuous map and A• ∈ C(X),

B• ∈ C(Y ) are complexes of sheaves, then we define the direct image complex f∗A•
by

(f∗A•)n = f∗(An)

dn
f∗A• = f∗(dn

A•)

and the pullback complex f ∗B• by

(f ∗B•)n = f ∗(Bn)

dn
f ∗B• = f ∗(dn

B•).

As f ∗ is an exact functor, we have

Hn(f ∗B•) ∼= f ∗Hn(B•).

Furthermore, pullback commutes with truncation:

τ≤nf
∗B• ∼= f ∗τ≤nB•.
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Homological Algebra

2.1 The Homotopy Category of Complexes

Frequently, diagrams involving morphisms of complexes commute only up to ho-
motopy. It is then convenient to devise a category in which such diagrams give rise
to commutative diagrams and where homotopy equivalences become isomorphisms.
The construction is applicable to complexes of objects in any abelian category A,

and we will describe it in this generality first. Later on, we will be mostly concerned
with the case A = Sh(X).

Let A be an abelian category and C(A) its category of differential complexes.
Recall the following

Definition 2.1.1 Two morphisms f, g : X• → Y •, X•, Y • ∈ C(A), are homotopic
if there exists a collection {si}i∈Z of maps si : Xi → Y i−1 (a homotopy), such that
di−1
Y si + si+1di

X = f i − gi for all i ∈ Z.

Let us write [f ] for the homotopy class of f.

Definition 2.1.2 The homotopy category of A, K(A), is defined by letting

ObK(A) = ObC(A),

HomK(A)(X
•, Y •) = {[f ] : f ∈ HomC(A)(X

•, Y •)}.
Note that the composition of morphisms [f ] ◦ [g] = [f ◦ g] is well-defined as

compositions of homotopic maps are homotopic. Moreover, the sum [f ] + [g] =
[f + g] of morphisms is well-defined and K(A) is an additive category.

If f is a homotopy equivalence, then [f ] is invertible in K(A), with inverse [g],
where g is a homotopy inverse of f . This advantage comes at a cost: K(A) is not an
abelian category anymore!

Example 2.1.3 Take A to be the category of abelian groups and let F : C(A) −→
K(A), F (X•) = X•, F (f ) = [f ], be the quotient functor. We will show that K(A)

is not an abelian category such that F is an exact functor. Consider the following
complexes:
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X• = · · · → 0 → 0 → Z → 0 → · · ·
Y • = · · · → 0 → Z

1→ Z → 0 → · · ·
Z• = · · · → 0 → Z → 0 → 0 → · · ·

We have a short exact sequence

Now the zero map Y • → 0• from Y • to the zero complex 0• is a homotopy

equivalence since the zero map Y • 0→ Y • is homotopic to the identity:

Y •

1 0

0

1 0

Z
1

1 0
0

Z

1 0
1

0

1 0
0

Y • 0 Z
1

Z 0

is a homotopy. Thus F(Y •) ∼= F(0•) = 0•. If K(A) were abelian and F exact, then
the short exact sequence

0 → F(X•) F (i)−→ F(Y •) F (j)−→ F(Z•) → 0

would imply
F(X•) ∼= im F(i) ∼= ker F(j) ∼= 0•.

However, cohomology is a homotopy invariant and H •(F (X•)) = H •(X•) �= 0, a
contradiction.

Consequently, we have to look for an effective substitute for short exact se-
quences. Such a substitute should still have the property that it induces long exact
sequences on cohomology. The concept of a triangulated category with its “distin-
guished triangles” provides a solution.
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2.2 Triangulated Categories

Let K be an additive category with an automorphism1 T : K → K . A triangle is a
sextuple (X, Y,Z, u, v,w), where X, Y,Z ∈ ObK and u : X → Y , v : Y → Z,
w : Z → T (X) are morphisms. For a triangulated category, one singles out collec-
tions of triangles that satisfy certain axioms. The members of such a collection are then
to be called distinguished triangles. A morphism of triangles (X, Y,Z, u, v,w) →
(X′, Y ′, Z′, u′, v′, w′) is a commutative diagram

X
u−−−−→ Y

v−−−−→ Z
w−−−−→ T (X)

⏐
⏐
�

⏐
⏐
�

⏐
⏐
�

⏐
⏐
�

X′ u′−−−−→ Y ′ v′−−−−→ Z′ w′−−−−→ T (X′)

Definition 2.2.1 A triangulated category is an additive category K , together with

1. an automorphism T : K → K , called the translation functor, and
2. a collection of triangles {(X, Y,Z, u, v,w)}, called the distinguished triangles,

satisfying the following axioms:
(TR0): Any triangle (X, Y,Z, u, v,w) isomorphic to a distinguished triangle is

distinguished.
(TR1): The triangle (X,X, 0, 1X, 0, 0) is distinguished for all X ∈ ObK .
(TR2): Every morphism u : X → Y can be embedded in a distinguished trian-

gle (X, Y,Z, u, v,w).
(TR3): Turning Triangles: (X, Y,Z, u, v,w) is distinguished if and only if

(Y, Z, T (X), v,w,−T (u)) is distinguished.
(TR4): Given two distinguished triangles (X, Y,Z, u, v,w) and (X′, Y ′, Z′,

u′, v′, w′), a commutative square

X
u−−−−→ Y

⏐
⏐
�

⏐
⏐
�

X′ u′−−−−→ Y ′

can be embedded in a morphism of triangles (Z → Z′ need not be unique
in general, however).

(TR5): The octahedral axiom, to be explained below.

We shall also denote triangles (X, Y,Z, u, v,w) as

X
u→ Y

v→ Z
w→ T (X), X → Y → Z

[1]→

1 Our prime example will be K = K(A), the homotopy category of complexes, and T = [1],
the shift on complexes.
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or
X Y

Z

[1]

where the [1] indicates the morphism having as target the translated object (T (X) in
this case).

The octahedral axiom (TR5) requires that for three given distinguished triangles

X
u

Y

Z′

[1]
Y

v
Z

X′

[1]
and

X
vu

Z

Y ′

[1]

there exists a distinguished triangle

Z′ Y ′

X′
[1]

which completes the octahedral diagram

X
u

vu

Y
v

Z

Z′
[1]

X′
[1]

[1]

Y ′
[1]

such that the following commute:

T (X) Z′

Y ′

T (Y )

T (Z′) X′

X′ Z

Y ′

as well as the two squares

T (X)
T (u)−−−−→ T (Y )

�
⏐
⏐

�
⏐
⏐

Y ′ −−−−→ X′
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Fig. 2.1. The octahedral axiom

and
Y

v−−−−→ Z
⏐
⏐
�

⏐
⏐
�

Z′ −−−−→ Y ′
The name of the axiom derives from the fact that the graph of the above diagram is
the graph of an octahedron, see Fig. 2.1.

Proposition 2.2.2 If X
u−→ Y

v−→ Z
[1]−→ is a distinguished triangle, then vu = 0.

Proof. The triangle X
1−→ X −→ 0

[1]−→ is distinguished according to (TR1).
Using (TR4), there is a morphism 0 → Z such that the diagram

X
1−−−−→ X −−−−→ 0

[1]−−−−→
1

⏐
⏐
� u

⏐
⏐
�

⏐
⏐
�

X
u−−−−→ Y

v−−−−→ Z
[1]−−−−→

commutes. �	
Definition 2.2.3 Let K and K ′ be triangulated categories. An additive functor
F : K → K ′ is called a functor of triangulated categories if it commutes with the
translation automorphisms and takes distinguished triangles in K to distinguished
triangles in K ′.



32 2 Homological Algebra

Definition 2.2.4 Let K be a triangulated category and A an abelian category. An
additive functor F : K → A is called a cohomological functor if applying F to a
distinguished triangle X → Y → Z → T (X) induces an exact sequence F(X) →
F(Y ) → F(Z).

Writing F i = F ◦ T i and using (TR3) repeatedly, note that a cohomological
functor induces in fact a long exact sequence

· · · → F i−1(Z) → F i(X) → F i(Y ) → F i(Z) → F i+1(X) → · · · .

Example 2.2.5 Applying axioms (TR1), (TR3) and (TR4), one sees that for any X ∈
ObK, HomK(X,−) and HomK(−, X) are cohomological functors. This in turn has
the following useful corollary: If

X −−−−→ Y −−−−→ Z −−−−→ T (X)
⏐
⏐
�

⏐
⏐
�

⏐
⏐
�

⏐
⏐
�

X′ −−−−→ Y ′ −−−−→ Z′ −−−−→ T (X′)

is a morphism of distinguished triangles with X → X′ and Y → Y ′ being iso-
morphisms, then Z → Z′ is an isomorphism as well: For any P ∈ ObK , apply
HomK(P,−) to the diagram and use the five-lemma.

The following lemma is another straightforward consequence of the axioms for a
triangulated category (see for example [KS90]). We will use it for instance in build-
ing the theory of t-structures, Sect. 7.1.

Lemma 2.2.6 Let K be a triangulated category and

X
f� Y

g� Z
h1�
h2

� X[1]

be two distinguished triangles. If HomK(X[1], Z) = 0, then h1 = h2.

2.3 The Triangulation of the Homotopy Category

Let us return to the homotopy category K(A) of an abelian category A. As we have
seen in Sect. 2.1, K(A) is not an abelian category; but it turns out that it can be
endowed with the structure of a triangulated category. To do this, we need to specify
a translation automorphism T and a collection of distinguished triangles. Let

T = [1],
the shift on complexes.

Given X•, Y • ∈ ObC(A) and a morphism of complexes u : X• → Y •, define
the mapping cone of u, C•(u) ∈ ObC(A), by
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Cn(u) = Xn+1 ⊕ Yn,

dn
C(u) =

(
dn
X[1] 0

un+1 dn
Y

)

.

We have the natural inclusion i : Y • → C•(u) and projection p : C•(u) →
X•[1]. The triangle

X• u−→ Y • i−→ C•(u)
p−→ X•[1]

is called a standard triangle. Let Δ be the collection of all triangles in K(A) isomor-
phic to standard triangles.

Theorem 2.3.1 The homotopy category K(A) together with the shift functor [1] :
K(A) → K(A) and Δ as the collection of distinguished triangles forms a triangu-
lated category.

Proof. The closure property (TR0) is clear from the definition of Δ. Embedding a
given u : X• → Y • in the standard triangle X• u−→ Y • −→ C•(u) −→ X•[1]
proves (TR2).

To prove (TR3), we may assume that the given triangle is standard X• u−→
Y • i−→ C•(u)

p−→ X•[1]. We have to see that the turned triangle Y • i−→
C•(u)

p−→ X•[1] −u[1]−→ Y •[1] is isomorphic to a standard one in K(A). Consider

the mapping cone C•(i) of i with the natural maps C•(u)
i′−→ C•(i) p′

−→ Y •[1].
Define a morphism

f n : X•[1]n = Xn+1 −→ Cn(i) = Yn+1 ⊕ Cn(u) = Yn+1 ⊕ Xn+1 ⊕ Yn

by

f n =
⎛

⎝
−un+1

1Xn+1

0

⎞

⎠ .

Then f = {f n} : X•[1] → C•(i) is a morphism of complexes and the diagram

Y • i−−−−→ C•(u)
p−−−−→ X•[1] −u[1]−−−−→ Y •[1]

∥
∥
∥

∥
∥
∥

⏐
⏐
�f

∥
∥
∥

Y • i−−−−→ C•(u)
i′−−−−→ C•(i) p′

−−−−→ Y •[1]
commutes. The morphisms

gn : Cn(i) −→ X•[1]n

defined by
gn = (0, 1Xn+1 , 0)

form a morphism of complexes g = {gn} : C•(i) −→ X•[1]. Now
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gn ◦ f n = (0, 1Xn+1 , 0)

⎛

⎝
−un+1

1Xn+1

0

⎞

⎠ = 1Xn+1

and so gf = 1X•[1]. Defining

sn : Cn(i) = Yn+1 ⊕ Xn+1 ⊕ Yn −→ Yn ⊕ Xn ⊕ Yn−1 = Cn−1(i),

sn =
⎛

⎝
0 0 1Yn

0 0 0
0 0 0

⎞

⎠

we calculate

sn+1 ◦ dn
C(i) + dn−1

C(i) ◦ sn

=
⎛

⎝
0 0 1Yn+1

0 0 0
0 0 0

⎞

⎠

⎛

⎝
dn
Y [1] 0 0
0 dn

X[1] 0

1Yn+1 un+1 dn
Y

⎞

⎠

+
⎛

⎜
⎝

dn−1
Y [1] 0 0

0 dn−1
X[1] 0

1Yn un dn−1
Y

⎞

⎟
⎠

⎛

⎝
0 0 1Yn

0 0 0
0 0 0

⎞

⎠

=
⎛

⎝
1Yn+1 un+1 dn

Y

0 0 0
0 0 0

⎞

⎠ +
⎛

⎝
0 0 dn−1

Y [1]
0 0 0
0 0 1Yn

⎞

⎠

=
⎛

⎝
1Yn+1 un+1 0

0 0 0
0 0 1Yn

⎞

⎠

=
⎛

⎝
1Yn+1 0 0

0 1Xn+1 0
0 0 1Yn

⎞

⎠ −
⎛

⎝
−un+1

1Xn+1

0

⎞

⎠ (0, 1Xn+1 , 0)

= 1C(i)n − f n ◦ gn.

Thus fg is homotopic to 1C(i) and f is an isomorphism in K(A). (Note that
this would not hold in C(A).) Axiom (TR1) follows readily: As the mapping cone

of 0• → X• is X•, the triangle 0• −→ X• 1X−→ X• −→ 0•[1] is distinguished.

Use (TR3) to see that X• 1X−→ X• −→ 0• [1]−→ is distinguished (this shows in
particular that the mapping cone of the identity map is homotopy equivalent to the
zero complex).

We prove (TR4): We may assume that the given triangles are standard, say

X• u−→ Y • i−→ C•(u)
p−→ X•[1]
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and

W • v−→ Z• i′−→ C•(v)
p′

−→ W •[1].
For a commutative square in K(A),

X• u−−−−→ Y •

f

⏐
⏐
�

⏐
⏐
�g

W • v−−−−→ Z•

there exists a homotopy {sn}, sn : Xn → Zn−1, from vf to gu, i.e. gn◦un−vn◦f n =
sn+1 ◦ dn

X + dn−1
Z ◦ sn. Define

hn : Cn(u) = Xn+1 ⊕ Yn −→ Cn(v) = Wn+1 ⊕ Zn

by

hn =
(

f n+1 0
sn+1 gn

)

.

Then h = {hn} : C•(u) → C•(v) is a morphism of complexes and the squares

Y • i−−−−→ C•(u)

g

⏐
⏐
�

⏐
⏐
�h

Z• i′−−−−→ C•(v)

and
C•(u)

p−−−−→ X•[1]
h

⏐
⏐
�

⏐
⏐
�f [1]

C•(v)
p′

−−−−→ W •[1]
commute (already in C(A)).

It remains to verify the octahedral axiom (TR5). We assume that all triangles are
standard, that is, Z′• = C•(u), X′• = C•(v), Y ′• = C•(vu). We define the triangle

Z′• f−→ Y ′• g−→ X′• h−→ Z′•[1] (2.1)

as follows: Let f n : Cn(u) = Xn+1 ⊕ Yn → Cn(vu) = Xn+1 ⊕ Zn be given by

f n =
(

1Xn+1 0
0 vn

)

,

let gn : Cn(vu) = Xn+1 ⊕ Zn → Cn(v) = Yn+1 ⊕ Zn be given by

gn =
(

un+1 0
0 1Zn

)

,
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and let h : C•(v) → C•(u)[1] be the composition

C•(v)
p−→ Y •[1] i−→ C•(u)[1].

Then all the commutativity relations in the octahedron are satisfied. Proving trian-
gle (2.1) to be distinguished will complete the proof: We shall exhibit a homotopy
equivalence k : C•(f ) → X′• (an isomorphism in K(A)) such that the diagram

Z′• f−−−−→ Y ′• i′−−−−→ C•(f )
p′

−−−−→ Z′•[1]
∥
∥
∥

∥
∥
∥ k

⏐
⏐
�

∥
∥
∥

Z′• f−−−−→ Y ′• g−−−−→ X′• h−−−−→ Z′•[1]
commutes. Define

Cn(f )

kn

= Cn+1(u) ⊕ Cn(vu) = Xn+2 ⊕ Yn+1 ⊕ Xn+1 ⊕ Zn

X′n = Cn(v) = Yn+1 ⊕ Zn

by

kn =
(

0 1Yn+1 un+1 0
0 0 0 1Zn

)

.

Then ki′ = g. The morphism l : X′• → C•(f ),

ln =

⎛

⎜
⎜
⎝

0 0
1Yn+1 0

0 0
0 1Xn+1

⎞

⎟
⎟
⎠

is a homotopy inverse for k with p′l = h. �	
On the category C(A), we can consider the functor

H 0(−) : C(A) → A

X• �→ ker(d0
X)/ im(d−1

X ).

We may indeed regard H 0(−) as a well-defined functor on K(A), because homotopic
maps of complexes induce the same map on cohomology.

Proposition 2.3.2 H 0(−) : K(A) −→ A is a cohomological functor.

Proof. We have to show that given a standard triangle

X• u−→ Y • −→ C•(u) −→ X•[1],
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applying H 0(−) induces an exact sequence

H 0(Y •) −→ H 0(C•(u)) −→ H 0(X•[1]).
Now in C(A) the sequence

0 −→ Y • −→ C•(u) −→ X•[1] −→ 0

is short exact, so that the result follows from standard homological algebra. �	
Remark 2.3.3 If we write Hn = H 0 ◦ [n], we obtain as in Sect. 2.2 a long exact
sequence

· · · → Hn−1(C•(u)) → Hn(X•) → Hn(Y •) → Hn(C•(u))

→ Hn+1(X•) → · · · .

Note however that to obtain δn : Hn(C•(u)) → Hn+1(X•), no connecting mor-
phism has to be constructed as δn = Hn(p) is directly induced by the morphism
p : C•(u) → X•[1] in C(A). This is an advantage of distinguished triangles over
exact sequences.

If we specialize to A = Sh(X), the category of sheaves on the topological space
X, then Proposition 2.3.2 asserts that given a distinguished triangle of complexes of
sheaves

A• B•

C•
[1]

there is an induced long exact sequence of derived sheaves

· · · → Hn(A•) → Hn(B•) → Hn(C•) → Hn+1(A•) → · · · .

Denote the homotopy category of complexes of sheaves on X by K(X) =
K(Sh(X)). Given bounded below A•, B• ∈ C(X) and two homotopic morphisms
in HomC(X)(A•, B•), the hypercohomology spectral sequence (Proposition 1.3.5)
implies that the induced maps H(X; A•) → H(X; B•) are equal. Thus hypercoho-
mology H(X; −) is a well-defined functor on K+(X), where K+(X) denotes the
homotopy category of bounded below complexes.

Proposition 2.3.4 Hypercohomology H(X; −) is a cohomological functor on
K+(X).

Proof. We have to see that applying H(X; −) to a standard triangle

X• u−→ Y• −→ C•(u) → X•[1]
yields an exact sequence
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H0(X; Y•) −→ H0(X; C•(u)) −→ H0(X; X•[1]).
Choose injective resolutions X• → I• and Y• → J•. Let u′ : I• → J• be a morphism
completing the commutative square

X• −−−−→ I•

u

⏐
⏐
�

⏐
⏐
�u′

Y• −−−−→ J•

and consider the short exact sequence in C(X):

0 −→ J• −→ C•(u′) −→ I•[1] −→ 0. (2.2)

Note that C•(u′) is an injective resolution of C•(u). As Γ (X; −) is exact on injective
sheaves, taking global sections yields a short exact sequence

0 −→ Γ (X; J•) −→ Γ (X; C•(u′)) −→ Γ (X; I•[1]) −→ 0.

By standard homological algebra,

H 0Γ (X; J•) −→ H 0Γ (X; C•(u′)) −→ H 0Γ (X; I•[1])
is exact. �	

We return to the general situation, with A any abelian category. We ask the fol-
lowing question: To what extent does a short exact sequence in C(A) give rise to an
associated distinguished triangle in K(A)? Given the exact sequence in C(A)

0 −→ X• u−→ Y • v−→ Z• −→ 0, (2.3)

we can always form the standard triangle

X• u−→ Y • −→ C•(u) −→ X•[1]. (2.4)

The question is: What is the relation between C•(u) and Z•? There is an obvious
morphism f : C•(u) → Z• given by

f n : Cn(u) = Xn+1 ⊕ Yn −→ Zn,

f n = (0, vn).

Looking at the long exact sequences on cohomology induced by (2.3) and (2.4) and
using the five-lemma, we see that f is a quasi-isomorphism. Moreover, it can be
shown that if (2.3) splits, then f is a homotopy equivalence.

Thus in the case where (2.3) is split, we can replace C•(u) in (2.4) by the iso-
morphic (in K(A)) Z• to get a distinguished triangle
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X• u
Y •

Z•

[1]

Once we have introduced the derived category D(A) (see Sect. 2.4.2), it will
follow that in D(A) we can always (even when (2.3) is not split) replace C•(u)

by Z• in (2.4) to get an associated distinguished triangle.

Remark 2.3.5 Let A and B be abelian categories. An additive functor F : A → B

induces in an obvious manner a functor F : C(A) → C(B) between the asso-
ciated categories of complexes. If f ∈ HomC(A)(X

•, Y •) is null-homotopic with
homotopy {si}, then {F(si)} is a null-homotopy for F(f ). Thus F induces a functor
F : K(A) → K(B) between the homotopy categories.

As an example, let X and Y be topological spaces and f : X → Y a continuous
map, and take A = Sh(X), B = Sh(Y ). Then direct image f∗ : K(X) → K(Y)

and inverse image f ∗ : K(Y) → K(X) are well-defined functors on the homotopy
category of complexes of sheaves.

2.4 Derived Categories

Let A be an abelian category. In Sect. 2.1, we formed the homotopy category of
complexes K(A) which has the property that homotopy equivalences between com-
plexes in C(A) become isomorphisms in K(A). It turns out that requiring isomor-
phic complexes to be homotopy equivalent is still too restrictive for many pur-
poses. For instance, we saw in Sect. 2.3 that in comparing a short exact sequence

0 → X• u→ Y • → Z• → 0 to the distinguished triangle X• u→ Y • → C•(u)
[1]→,

we may identify C•(u) with Z• only up to quasi-isomorphism. Thus if we had
a natural triangulated category D(A) where quasi-isomorphic complexes are iso-
morphic objects, we could speak of the distinguished triangle X• → Y • →
Z• [1]→ associated to a short exact sequence 0 → X• → Y • → Z• → 0
in C(A). The axiomatic characterization of the intersection chain sheaves (see
Sect. 4.1.4) as well as Verdier duality (see Sect. 3) rely heavily on regarding quasi-
isomorphic complexes as isomorphic objects. Now such a category D(A) exists; it
is called the derived category of A. Its construction is described in the present sec-
tion.

Our goal is the following: We want morphisms in K(A) which induce isomor-
phisms on cohomology to be invertible in the category to be constructed. When we
formed K(A), a homotopy equivalence already had its natural candidate for an in-
verse morphism, namely the homotopy inverse. If we want a quasi-isomorphism to
become an isomorphism, it has to have an inverse. Unfortunately, there is no candi-
date for an inverse around. So to define a derived category, we have to use a more
elaborate process called localization of categories.
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2.4.1 Localization of Categories

Definition 2.4.1 Let K be a category. A collection S of morphisms of K is a multi-
plicative system, if it satisfies the following axioms:

(S0): The identity 1X ∈ S for all X ∈ ObK .
(S1): S is closed under composition of morphisms.
(S2): Any diagram

Z

s

X
u

Y

with s ∈ S can be completed to a commutative square

W −−−−→ Z

t

⏐
⏐
�

⏐
⏐
�s

X
u−−−−→ Y

with t ∈ S. The analogous statement with all arrows reversed is required as well.
(S3): Given two morphisms u, v : X → Y , there exists an s : Y → Y ′ in S such that

su = sv if and only if there exists a t : X′ → X in S such that ut = vt .

Given a multiplicative system S, we shall construct a new category KS . Take

ObKS = ObK.

Morphisms in HomKS
(X, Y ) will be represented by diagrams of the form (so-called

“fractions,” also referred to as “roofs”):

X′
us

X Y

(2.5)

with s ∈ S. It is convenient to label arrows in S by the symbol �. Diagram (2.5) for
instance will be denoted

X′

�
X Y

We define an equivalence relation on the collection of all fractions: Two frac-
tions
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X′
u

�
s

X Y

and

X′′
v

�
t

X Y

are equivalent, if there exists a commutative diagram

X′
u

�
s

X Z� Y

X′′
v

�
t

i.e. if there exists a fraction X
�← Z → Y that lies over both X

�← X′ → Y and
X

�← X′′ → Y . We check transitivity for this relation, reflexivity and symmetry
being trivial:

Given

X′

�
X Z1� Y

X′′

�
and

X′′

�
X Z2� Y

X′′′

�

use (S2) to obtain the diagram

Z −−−−→ Z2

�
⏐
⏐
�

⏐
⏐
��

Z1 −−−−→
�

X

Let Z
�−→ X be the composition Z

�−→ Z1
�−→ X (using (S1)), let Z −→ X′

be Z
�−→ Z1 −→ X′, and let Z −→ X′′′ be Z −→ Z2 −→ X′′′. Then we have a

commutative diagram
X′

�
X Z� Y

X′′′

�
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By definition, HomKS
(X, Y ) is the set of equivalence classes of fractions (2.5).

The composition of two fractions represented by

X′
�

X Y

and

Y ′
�

Y Z

is defined to be the class of X
�← X′ �← X′′ → Y ′ → Z obtained by applying (S2)

to complete the diagram

X′′
�

X′
�

Y ′
�

X Y Z

It is easily checked that the class of this composition is independent of the choice
of representatives and commutative diagram.

This completes the construction of the category KS .

Definition 2.4.2 KS is called the localization of the category K with respect to the
multiplicative system S.

There is a natural functor Q : K → KS : If X ∈ ObK , let

Q(X) = X,

and for u ∈ HomK(X, Y ) define Q(u) to be the class of the fraction

X

�
1 u

X Y

The point is that in the localization all arrows of the multiplicative system become
isomorphisms. Precisely, we have the following statement: If s ∈ S, then Q(s) is an
isomorphism. For if s : X → Y is in S, then

X

�
s 1

Y X

is an inverse for Q(s) as represented by
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X

�
1 s

X Y

(observe here that Y
s← X

s→ Y is equivalent to Y
1← Y

1→ Y ). Furthermore, the
localization is the smallest construction with that property:

Proposition 2.4.3 Let K and L be categories and S a multiplicative system in K .
Any functor F : K → L such that F(s) is an isomorphism for all s ∈ S factors
uniquely through Q : K → KS .

Note that if K is an additive category, then KS is additive as well (for details
consult e.g. [GM99, Chap. 4, 2.8]).

Definition 2.4.4 Let K be a triangulated category and S a multiplicative system
in K . We call S compatible with the triangulation if the following hold:

(S4): s ∈ S if and only if T (s) ∈ S (where T is the translation functor).
(S5): Given two distinguished triangles (X, Y,Z, u, v,w) and (X′, Y ′, Z′, u′,

v′, w′), a commutative square

X
u−−−−→ Y

�
⏐
⏐
�

⏐
⏐
��

X′ u′−−−−→ Y ′

can be embedded in a morphism of triangles with Z → Z′ in S (compare this to
(TR4)).

Proposition 2.4.5 Let K be a triangulated category and S a multiplicative system
compatible with the triangulation. Then:

1. KS has a unique triangulation such that Q : K → KS is a functor of triangu-
lated categories.

2. Any functor of triangulated categories F : K → L such that F(s) is an isomor-
phism for all s ∈ S factors uniquely as F = F ′Q with F ′ : KS → L a functor
of triangulated categories.

The collection of distinguished triangles for KS is given by all triangles isomor-
phic in KS to triangles of the form

Q(X)
Q(u)−→ Q(Y)

Q(v)−→ Q(Z)
Q(w)−→ Q(T (X))

where
X

u−→ Y
v−→ Z

w−→ T (X)

is a distinguished triangle in K .
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Remark 2.4.6 Let K be any category and S a multiplicative system. Let K ′
S denote

the “opposite” localization, i.e. morphisms are represented by “opposite” fractions

Y ′

X Y

�
(2.6)

subject to an analogous equivalence relation and with an analogous composition
law. Define a functor

F : KS −→ K ′
S

as follows: Put F(X) = X for X ∈ ObKS . If f ∈ HomKS
(X, Y ) is represented by

the fraction X
s←−
�

X′ u−→ Y , use (S2) to find a commutative square

Y ′ v←−−−− X

t

�
⏐
⏐� �

�
⏐
⏐s

Y
u←−−−− X′

and let F(f ) be the equivalence class of X
v−→ Y ′ t←−

�
Y . If X

v′−→ Y ′′ t ′←−
�

Y is a

different completion of the square, again use (S2) to find

V
t ′0←−−−− Y ′

t0

�
⏐
⏐� �

�
⏐
⏐t

Y ′′ t ′←−−−−
�

Y

and note that t ′0vs = t0v
′s : X′ → V . By (S3), there exists V

w−→
�

W such that

wt ′0v = wt0v
′ : X → W . Then the commutative diagram

Y ′

wt ′0

X

v

v′

W Y
�

�
t

t ′
�

Y ′′

wt0�

shows that X
v−→ Y ′ t←−

�
Y and X

v′−→ Y ′′ t ′←−
�

Y are equivalent fractions.

Similarly, F(f ) does not depend on the chosen representative of f . Thus F(f ) is
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well-defined. Clearly F takes identity morphisms to identity morphisms. The follow-
ing diagram shows that F is indeed a functor:

X′′
�

X′
�

Y ′
�

X Y

�

Z

�
Y ′′ Z′

�
Z′′

where X′′, Y ′′, Z′ and Z′′ are obtained by applications of axiom (S2). Now it is
straightforward to check that F sets up an equivalence of categories

KS
�−→ K ′

S.

The upshot is that we may as well work with fractions of the form (2.6).

2.4.2 Localization With Respect to Quasi-Isomorphisms

Let A be an abelian category and K(A) its homotopy category of complexes. We
denote by Qis the collection of all quasi-isomorphisms in K(A).

Proposition 2.4.7 Qis is a multiplicative system in K(A), compatible with the tri-
angulation.

Proof. (S0) and (S1) are clearly satisfied. We prove (S2): Given the diagram

Z•

s

X• u
Y •

with s ∈ Qis, embed s in a triangle

Z• s−→ Y • v−→ V • −→ Z•[1] (2.7)

and embed vu in a triangle

W • t−→ X• vu−→ V • −→ W •[1]. (2.8)
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By (TR4), the commutative square

Y • v−−−−→ V •

u

�
⏐
⏐

∥
∥
∥

X• vu−−−−→ V •

can be embedded into a morphism of triangles

Z• s−−−−→ Y • v−−−−→ V • −−−−→ Z•[1]
�
⏐
⏐ u

�
⏐
⏐

∥
∥
∥

�
⏐
⏐

W • t−−−−→ X• vu−−−−→ V • −−−−→ W •[1]
As s is a quasi-isomorphism, the long exact sequence on cohomology for triangle

(2.7) (Proposition 2.3.2) implies that Hi(V •) = 0 for all i. Using this on the long
exact cohomology sequence for triangle (2.8), we have that t ∈ Qis. Hence the
desired square is

W • −−−−→ Z•

t

⏐
⏐
�

⏐
⏐
�s

X• u−−−−→ Y •
The opposite statement in (S2) is handled similarly.

Let us proceed to show (S3). Assume we are given two morphisms u, v : X• →
Y • such that su = sv for some quasi-isomorphism s : Y • → Y ′•. Let f = u − v so
that sf = 0. Embed s in a distinguished triangle

Z• h−→ Y • s−→ Y ′• −→ Z•[1]. (2.9)

By Example 2.2.5, Hom(X•,−) is a cohomological functor, which applied to the
above triangle gives the exact sequence

Hom(X•, Z•) h◦−→ Hom(X•, Y •) s◦−→ Hom(X•, Y ′•).

Thus, as sf = 0, there exists a g ∈ Hom(X•, Z•) with hg = f . Now embed g in a
distinguished triangle

X′• t−→ X• g−→ Z• −→ X′•[1]. (2.10)

Using Proposition 2.2.2, we have f t = (hg)t = h(gt) = h ◦ 0 = 0, i.e. ut = vt .
Since s ∈ Qis, the long exact cohomology sequence for (2.9) shows Hi(Z•) = 0
for all i. Considering the long exact sequence for (2.10), this means that t ∈ Qis.
The converse direction is proven by a similar argument.

Axiom (S4) is clear, and (S5) follows from applying the five-lemma to the dia-
gram of associated long exact cohomology sequences. �	
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Remark 2.4.8 The above proof only uses the axioms of a triangulated category,
it does not depend on the specific triangulation of K(A) given in Theorem 2.3.1.
Therefore, Proposition 2.4.7 is valid for any triangulated category K, cohomological
functor H : K → A, A an abelian category, and S the collection of morphisms s in
K with H(T i(s)) an isomorphism for all i.

Remark 2.4.9 In general, the collection of all quasi-isomorphisms in C(A) does not
form a multiplicative system. Thus we cannot localize C(A) with respect to Qis—
another reason to construct the homotopy category K(A) first.

Definition 2.4.10 The derived category D(A) of A is the localization of K(A) with
respect to the multiplicative system Qis:

D(A) = K(A)Qis .

As pointed out above, the localization of an additive category is additive. Since
K(A) is additive it follows then that D(A) is additive as well. Furthermore, according
to Proposition 2.4.7, the multiplicative system Qis is compatible with the triangula-
tion of K(A), allowing us to invoke Proposition 2.4.5. We conclude that the derived
category D(A) is triangulated and the canonical Q : K(A) → D(A) is a functor of
triangulated categories.

Example 2.4.11 Let f : X• → Y • be a morphism of complexes in C(A). It is
worthwhile to compare and analyze the statements f = 0 (in C(A)), f is homotopic
to 0, Q(f ) = 0 in D(A) and H •(f ) = 0. The results are summarized in Fig. 2.2.

First, let us clarify what Q(f ) = 0 means. The morphism Q(f ) is represented
by the fraction

X•
1 f

X• Y •

If Q(f ) = 0, then there exists a diagram

X•
1 f

X• Z•
Qis

t

Y •

X′•
Qis 0

Fig. 2.2. Trivial morphisms in C(A),K(A) and D(A).
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Therefore,

Q(f ) = 0 ⇐⇒ ∃t : Z• → X• in Qis such that
f t is homotopic to 0.

(Recall that by axiom (S3) (Definition 2.4.1), the above condition is equivalent to the
existence of a quasi-isomorphism s : Y • → W • with sf = 0.)

1. f
h∼ 0 versus Q(f ) = 0: If f is null-homotopic, then f = 0 in K(A) and thus

Q(f ) = 0 as Q : K(A) → D(A) is an additive functor. The following example
shows that the converse is false in general: Let A be the category of abelian
groups, X• the acyclic complex

X• = · · · → 0 → Z
2→ Z → Z/2 → 0 → · · ·

and take f = 1X : X• → X•. The zero morphism s : X• 0→ 0• is a quasi-
isomorphism with sf = 0, whence Q(f ) = 0. On the other hand, f is not
null-homotopic, as for the existence of a homotopy

Z Z/2

1 0

0

Z Z/2 0

we would need a nonzero homomorphism Z/2 → Z, which does not ex-
ist.

2. Q(f ) = 0 versus H •(f ) = 0: Suppose t : Z• → X• is a quasi-isomorphism
such that f t is null-homotopic. Then H •(f )H •(t) = 0, H •(t) being an isomor-
phism, implies H •(f ) = 0. Again, the converse is generally false: Let f be the
morphism

X•

f

Y •

= · · · 0 Z

1

2
Z

2

0 · · ·

= · · · 0 Z
1

Z/3 0 · · ·

where 1 : Z → Z is in degree 0, say. We have H 0(X•) = 0, H 1(X•) = Z/2,

H 0(Y •) = 3Z and H 1(Y •) = 0, so H •(f ) = 0. We claim there is no quasi-
isomorphism t : Z• → X• with f t null-homotopic. Suppose we had such a
t = {tn}n∈Z. Pick a cycle z ∈ Z1 such that the class of t1(z) is the generator of
H 1(X•) = Z/2. This implies that t1(z) is an odd integer. Now t1(2z) = 2t1(z)

is even, so 0 in H 1(X•). As t is in Qis, it follows that the class of 2z is 0 in
H 1(Z•) and 2z = dZ(z′) for some z′ ∈ Z0. Let s = {sn}n∈Z be a null-homotopy
for f t :
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Z−1 Z0
dZ

t0

s0

Z1

t1

s1
0 Z

1

Z

2

0 Z
1

Z/3

We have
2t1(z) = t1(dZ(z′)) = 2t0(z′) = 2s1(dZ(z′))

and hence
t1(z) = s1(dZ(z′)) = s1(2z) = 2s1(z),

contradicting t1(z) odd.

Remark 2.4.12 Two complexes X•, Y • ∈ ObK(A) are called quasi-isomorphic if
there exists a fraction

Z•
Qis Qis

X• Y •

Then the following statement holds: Q(X•) ∼= 0• in D(A) if and only if X• is
quasi-isomorphic to 0• in K(A). Proof: Supposing Q(X•) ∼= 0•, let

Z•
Qis

s

X• 0•

represent an isomorphism and let

Y •
Qis f

0• X•

represent its inverse, so that the composition

W •

t

Qis g

Z•

s

Qis

Y •
Qis f

X• 0• X•
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is equivalent to the identity:

W •
st fg

X• U•
Qis

u

u

v

X•

X•
1 1

It follows that fgv = u ∈ Qis, and consequently that fg ∈ Qis, as v ∈ Qis.
Since Y • → 0• is in Qis, we have H •(Y •) = 0 so that H •(fg) = 0. Therefore,
H •(X•) ∼= im H •(fg) ∼= 0• and H •(Z•) = 0• as well, using s ∈ Qis. We conclude
that Z• → 0• is a quasi-isomorphism so that X• and 0• are quasi-isomorphic.

Conversely, if we are presented with a fraction

Z•
Qis Qis

X• 0•
(2.11)

then
Z•

Qis Qis

0• X•

represents an inverse for (2.11) and Q(X•) ∼= 0• in D(A).

Let X be an object in A. We may regard X as a complex concentrated in degree
zero, thus obtaining a functor A → D(A) (to a morphism f : X → Y assign Q(f ),
interpreting f as a morphism of complexes; note also that the homotopy class of f

contains only f ). This functor gives an equivalence of A with the full subcategory of
D(A) of complexes X• whose cohomology is concentrated in degree 0.

Remark 2.4.13 In Sect. 1.3, we have defined the truncations τ≤n, τ≥n for complexes
in C(X) = C(Sh(X)); clearly the definition applies to complexes in C(A), A any
abelian category. Since τ≤n, τ≥n : C(A) → C(A) take null-homotopic morphisms
to null-homotopic morphisms, truncation is well-defined on the homotopy category:

τ≤n, τ≥n : K(A) −→ K(A).

Moreover, as τ≤n, τ≥n take quasi-isomorphisms to quasi-isomorphisms, truncation
is well-defined on the derived category:

τ≤n, τ≥n : D(A) −→ D(A).
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Remark 2.4.14 For an arbitrary functor F : C(A) → C(B) (A,B abelian cat-
egories) it is by no means clear whether it induces a functor D(A) → D(B). An
analysis of when and how this is possible leads to the notion of “derived functors,”
see Sect. 2.4.3.

In Sect. 2.3, we have discussed the problem of associating a distinguished tri-
angle to a short exact sequence in C(A). Now that we have access to the derived
category, the matter can be settled in a beautiful way: Every short exact sequence in
C(A) induces a distinguished triangle in D(A). Concretely, let

0 −→ X• u−→ Y • v−→ Z• −→ 0 (2.12)

be short exact in C(A). Then

X• Q([u])
Y •

C•(u)

[1]

is a distinguished triangle in D(A). We have seen that f = (0, v) : C•(u) → Z• is
a quasi-isomorphism, so C•(u) ∼= Z• in D(A). Then the isomorphism of triangles

X• Q([u])−−−−→ Y • Q([v])−−−−→ Z• −−−−→ X•[1]
∥
∥
∥

∥
∥
∥ �

�
⏐
⏐Q([f ])

∥
∥
∥

X• Q([u])−−−−→ Y • −−−−→ C•(u) −−−−→ X•[1]
shows that

X• Q([u])
Y •

Q([v])
Z•

[1]

is distinguished in D(A). We call it the distinguished triangle associated to the short
exact sequence (2.12).

Example 2.4.15 Let X• ∈ ObC(A), and let τ≤nX
• → X• be the natural inclusion.

Then
0 −→ τ≤nX

• −→ X• −→ X•/τ≤nX
• −→ 0

is short exact in C(A). Thus in D(A) we have the associated distinguished triangle

τ≤nX
•

X•

X•/τ≤nX
•

[1]
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Note furthermore that the canonical map X•/τ≤nX
• → τ≥n+1X

• is a quasi-
isomorphism, yielding a distinguished

τ≤nX
•

X•

τ≥n+1X
•

[1]

in D(A). Similarly, with τ≤n−1X
• → τ≤nX

• the natural inclusion, we have a short
exact sequence

0 −→ τ≤n−1X
• −→ τ≤nX

• −→ τ≤nX
•/τ≤n−1X

• −→ 0

and an associated distinguished triangle

τ≤n−1X
• τ≤nX

•

τ≤nX
•/τ≤n−1X

•
[1]

Now τ≤nX
•/τ≤n−1X

• is quasi-isomorphic to2 Hn(X•)[−n], and we obtain the
distinguished triangle

τ≤n−1X
• τ≤nX

•

Hn(X•)[−n]
[1]

in D(A).

2.4.3 Derived Functors

Given an additive functor F : A → B between abelian categories A and B, we
saw in Remark 2.3.5 that it induces a functor F : K(A) → K(B) between the
homotopy categories. This raises the question: Does F furthermore induce a functor
F : D(A) → D(B) on derived categories? The answer is no—the reason being that
F : K(A) → K(B) need not take quasi-isomorphisms to quasi-isomorphisms.

Example 2.4.16 Suppose F : A → B is not exact and let X• be an acyclic complex

in C(A) with F(X•) not acyclic. Then X• 0−→ 0• is a quasi-isomorphism. On the

other hand F(0) = 0 as F is additive, and F(X•) F (0)=0−→ F(0•) = 0• is not a
quasi-isomorphism because F(X•) is not acyclic.

2 Here we think of Hn(X•) as a complex concentrated in degree 0.
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An exact functor F : A → B will indeed give rise to a functor F : D(A) →
D(B), since it transforms quasi-isomorphisms to quasi-isomorphisms. This func-
tor will then transform distinguished triangles into distinguished triangles. Unfortu-
nately, most important functors on abelian categories, such as Hom,⊗, Γ , direct im-
age are not exact. This prompts the need for a mechanism to extend additive functors
F : A → B to functors RF : D(A) → D(B). The extension RF is called the (right)
derived functor of F . We shall limit our discussion to right derived functors and A

an abelian category with enough injectives. Our main interest will subsequently fo-
cus on A = Sh(X), the category of sheaves on a space X, and this category has
enough injectives, Lemma 1.2.4. We omit a full-scale definition of derived functors
via universal properties, it can be found in [Har66] or [KS90].

Lemma 2.4.17 Let K be a category, S a multiplicative system in K, and K0 a full
subcategory of K such that S ∩ K0 is a multiplicative system in K0. Suppose for
every s : I → X in S with I ∈ ObK0 there exists f : X → J, J ∈ ObK0, such
that f s ∈ S ∩ K0. Then the natural functor

K0
S∩K0 −→ KS

is fully faithful.

Proof. To show faithful, suppose

L1

I J

S∩K0
and

L2

I J

S∩K0

represent two morphisms in K0
S∩K0 (I, J, L1, L2 ∈ ObK0) which are equal in KS ,

i.e. there is a diagram
L1

g1

I X J

S∩K0

s

S

S∩K0

L1

g2

with X ∈ ObK .
For s : J → X there exists f : X → M , M ∈ ObK0, such that f s ∈ S ∩ K0.

Then the diagram
L1

fg1

I M J

S∩K0

f s

S∩K0

S∩K0

L2

fg2
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shows that the two morphisms are equal in K0
S∩K0 , and the functor is faithful. Now

let I, J ∈ ObK0 and
X

I

g

J

s

S (2.13)

be a morphism in KS , X ∈ ObK . There exists f : X → M , M ∈ ObK0, with
f s ∈ S ∩ K0. Then

X

I

fg

J

f s

is a morphism in K0
S∩K0 which is equal to (2.13) in KS via

M

1

I

fg

g

M J

f s

f s

s

X

f

Hence the functor is full. �	
Recall that K+(A) denotes the homotopy category of bounded below complexes.

Similarly, let K−(A),Kb(A) denote the homotopy categories of bounded above and
bounded complexes, respectively. We define

D+(A) = K+(A)Qis

and analogously D−(A),Db(A). By Lemma 2.4.17, D+(A), D−(A), Db(A) are full
subcategories of D(A).

Let I be the full subcategory of injective objects of A. The key observation for
our construction of derived functors is the following

Lemma 2.4.18 If I • ∈ ObC+(I ), X• ∈ ObC(A) and s : I • → X• is a quasi-
isomorphism, then s has a homotopy inverse.

The next result uses Lemma 2.4.18 to characterize D+(A) under the assumption
that A has enough injectives.

Theorem 2.4.19 If A has enough injectives, then the functor

ι : K+(I ) ↪→ K+(A)
Q−→ D+(A)

is an equivalence of categories.
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Proof. By Remark 2.4.8, Qis ∩ K+(I ) is a multiplicative system in K+(I ). We
verify the condition in Lemma 2.4.17: Suppose s : I • → X• is a quasi-isomorphism
with I • ∈ ObK+(I ). By Lemma 2.4.18, s has a homotopy inverse f : X• → I •.
Then f s = 1I • in K+(I ), so in particular f s ∈ Qis ∩ K+(I ). Therefore, we may
apply Lemma 2.4.17 and conclude that

K+(I )Qis∩K+(I ) −→ K+(A)Qis

is fully faithful. As K+(I )Qis∩K+(I ) = D+(I ) and K+(A)Qis = D+(A),

D+(I ) −→ D+(A)

is fully faithful. Let s : I • → J • be in Qis ∩ K+(I ). By Lemma 2.4.18, s is a
homotopy equivalence, and hence an isomorphism in K+(I ). This means that every
element of Qis ∩ K+(I ) is an isomorphism, i.e. D+(I ) = K+(I ). The diagram

K+(I ) −−−−→ K+(A)
∥
∥
∥

⏐
⏐
�Q

D+(I ) −−−−→ D+(A)

implies that ι is fully faithful. So far we have not used that A has enough injectives.
Now using that A has enough injectives, one can show that every X• ∈ ObC+(A)

has a quasi-isomorphism X• → I •, I • ∈ ObC+(I ) (existence of injective resolu-
tions, see [Har66, Lemma I.4.6] or [KS90, Proposition 1.7.7]). Thus every object of
D+(A) is isomorphic to one in K+(I ), and ι is an equivalence of categories. �	

Choose a quasi-inverse D+(A)
�−→ K+(I ) for ι (here we are invoking Freyd’s

theorem, using the axiom of choice; however the construction does not depend on
the particular choice of quasi-inverse).

Definition 2.4.20 Let A,B be abelian categories and F : K+(A) → K(B) be a
functor of triangulated categories. The derived functor RF : D+(A) → D(B) of F

is defined to be the composition

RF : D+(A)
�−→ K+(I ) ↪→ K+(A)

F−→ K(B)
Q−→ D(B).

(Frequently, F : K+(A) → K(B) will come from an additive functor F : A →
B, in which case it is automatically a functor of triangulated categories.) Thus, to
construct the derived functor of F , we concretely do the following: restrict F to
K+(I ),

F | : K+(I ) −→ K(B).

If s ∈ Qis ∩ K+(I ), then by Lemma 2.4.18, s is an isomorphism, in particular a
quasi-isomorphism. So F | extends:

F̄ : D+(I ) → D(B),
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in other words, F̄ sends a fraction

L•

I •

f

J •

Qis

s

in D+(I ) to the fraction

F(L•)

F (I •)

F (f )

F (J •)

F (s)

in D(B), where F(s) is in fact an isomorphism. Then RF is

D+(A)
�−→ K+(I ) = D+(I )

F̄−→ D(B).

Note that RF is a functor of triangulated categories.

Remark 2.4.21 Reversing arrows, we may consider the full subcategory of projec-
tive objects in A. Then assuming that A has enough projectives, we can use projective
resolutions to construct a left derived functor

LF : D−(A) −→ D(B)

for F : K−(A) → K(B) a functor of triangulated categories. Suppose that F comes
from a left or right exact functor F : A → B on the level of abelian categories. If

DF : Db(A) −→ D(B)

is any derived functor of F (e.g. RF or LF ) and X ∈ ObA ↪→ ObDb(A), then one
usually requires

(D0F)(X)
def= H 0(DF(X)) = F(X).

If F is left exact, this will be the case if DF = RF, as an exact sequence

0 −→ X −→ I 0 −→ I 1

will be taken to an exact sequence

0 −→ F(X) −→ F(I 0) −→ F(I 1).

If F is right exact, this will be the case if DF = LF, as an exact sequence

P 1 −→ P 0 −→ X −→ 0

will be taken to an exact sequence

F(P 1) −→ F(P 0) −→ F(X) −→ 0.

Thus for left exact functors F, one uses the right derived functor, and for right exact
functors F, one uses the left derived functor.
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Examples 2.4.22 For X ∈ ObA,

Hom(X,−) : A −→ Ab

is a left exact functor and we obtain a right derived functor

R Hom•(X•,−) : D+(A) −→ D(Ab)

(X• ∈ ObD−(A)) as well as its i-th derived functors

Exti (X, Y )
def= Ri Hom(X, Y )

def= Hi(R Hom•(X, Y ))

with
Ext0(X, Y ) = Hom(X, Y ).

Unfortunately, the category A = Sh(X) of sheaves on a topological space X does
not have enough projectives. For example, the constant sheaf Z on the unit interval
is not the quotient of a projective sheaf. Thus, for the right exact functor

X ⊗ − : Sh(X) −→ Sh(X),

where X ∈ Sh(X), a left derived functor

X• L⊗ − : D−(X) −→ D(X),

where X• ∈ ObD−(X), cannot be defined using projective resolutions. Instead, one

defines X• L⊗ − by

X• L⊗ Y• = 3DX• ⊗ F•,

where F• → Y• is a flat resolution of Y•. (A sheaf F is called flat if the functor
− ⊗ F is exact. Any sheaf is a quotient of a flat sheaf.) The i-th derived functors of
X ⊗ − are

Tori (X, Y)
def= Li(X ⊗ Y)

def= H−i (X
L⊗ Y)

with

Tor0(X, Y) = X ⊗ Y.

Given a continuous map f : X → Y, the direct image f∗ : Sh(X) → Sh(Y ) is
left exact and has a right derived functor

Rf∗ : D+(X) −→ D(Y).

On the other hand, f ∗ : Sh(Y ) → Sh(X) is exact, and so induces immediately

f ∗ : D(Y) −→ D(X).
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Verdier Duality

3.1 Direct Image with Proper Support

Let X be a topological space and A ∈ Sh(X). The support of a section s ∈ Γ (X; A)

is the closed1 set
supp(s) = {x ∈ X|s(x) �= 0}.

Let Γc(X; A) denote the subgroup of Γ (X; A) consisting of all those sections that
have compact support. The functor Γc(X; −) is left exact, and has a right derived
functor

RΓc(X; −) : D+(X) −→ D+(Ab),

where Ab is the category of abelian groups. The i-th derived functor of Γc is called
hypercohomology in degree i with compact support, that is, we set

Hi
c(X; A•) = Hi(RΓc(X; A•)).

Now let f : X → Y be a continuous map between topological spaces. Our goal in
this section is to simultaneously generalize the functor Γc(X; −) as well as the direct
image functor f∗, by defining a functor f! : Sh(X) → Sh(Y ) (and its derived functor
Rf!). This will be carried out by defining a presheaf first. To see that this presheaf
satisfies the unique gluing condition (G) for sheaves (cf. Sect. 1.1) and to calculate
the stalk of the resulting sheaf, it is necessary to assume that X, Y are locally compact
spaces.

Definition 3.1.1 A topological space X is locally compact if it is Hausdorff and
for every point x ∈ X there exists a compact subset K ⊂ X containing an open
neighborhood of x.

1 Since the projection A → X is a local homeomorphism, the set of points where two given
global sections agree is open. Thus supp(s) is closed, being the complement of the set
where s and the zero section agree.
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Definition 3.1.2 Let f : X → Y be a map between topological spaces. One says
that f is proper if f is closed and its fibers are relatively Hausdorff (two distinct
points in the fiber have disjoint open neighborhoods in X) and compact.

If X and Y are locally compact then f is proper if and only if the preimage of
any compact subset of Y is compact.

From now on and throughout the rest of Sect. 3, we assume that X and Y are
locally compact spaces. Let f : X → Y be a continuous map and A ∈ Sh(X). We
define a presheaf on Y as follows: To an open U ⊂ Y, assign the group

Γ (U ; f!A) = {s ∈ Γ (f −1(U); A)| f | : supp(s) → U is proper}.
Using local compactness, one shows that this presheaf satisfies the gluing condition
for sheaves, see e.g. Proposition 2.2 in P.P. Grivel’s paper [B+84, VI], and thus is a
sheaf f!A.

Definition 3.1.3 The sheaf f!A ∈ Sh(Y ) is called the direct image with proper sup-
port of A ∈ Sh(X).

We have a monomorphism

f!A ↪→ f∗A. (3.1)

The assignment A �→ f!A can be extended to sheaf morphisms, and we obtain a
functor

f! : Sh(X) −→ Sh(Y )

which is left exact. As an example, consider the case of Y = point. Then

f!A = Γc(X; A).

Proposition 3.1.4 Let A ∈ Sh(X) and y ∈ Y. The canonical map

(f!A)y
�−→ Γc(f

−1(y); A|f −1(y))

is an isomorphism.

For a proof, consult Proposition 2.6 in [B+84, VI]. If f is proper, then f −1(y) is
compact, so Γc(f

−1(y); A) = Γ (f −1(y); A) and Proposition 3.1.4 implies that the
morphism (3.1) is an isomorphism:

f!A ∼= f∗A. (3.2)

Passing to derived categories, we have the derived functor

Rf! : D+(X) −→ D+(Y ).
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Remark 3.1.5 Given any functor F : A → B (A,B abelian categories), it is in
applications often useful to know whether the derived functor RF : D+(A) →
D+(B) may be computed on resolutions simpler than injective ones. Let us call a
class of objects J ⊂ A adapted to a, say, left exact functor F : A → B, if F maps
any acyclic complex in C+(J ) to an acyclic complex, and any object from A is a
subobject of an object from J. One shows that if J is adapted to F, then Qis∩K+(J )

is a multiplicative system in K+(J ) and the canonical functor

K+(J )Qis∩K+(J )
�−→ D+(A)

is an equivalence of categories (compare Lemma 2.4.17 and Theorem 2.4.19). This
means that to compute RF(X•), we may choose a resolution X• → J •, J • ∈
C+(J ), and then

RF(X•) = F(J •).

As an example, consider the following class of sheaves:

Definition 3.1.6 A sheaf A ∈ Sh(X) is c-soft, if the restriction map Γ (X; A) →
Γ (K; A) is surjective for all compact subsets K ⊂ X.

(Injective sheaves are c-soft.) One proves that the class of c-soft sheaves is
adapted to the functor f!. Thus, we may calculate Rf! on c-soft resolutions.

The higher direct image sheaves with proper support are

Rif!(A) = Hi (Rf!A).

Using Proposition 3.1.4, we compute their stalks as

Rif!(A)y = Hi (Rf!A)y ∼= Hi((Rf!A)y)

= Hi(RΓc(f
−1(y); A)) = Hi

c (f
−1(y); A).

Example 3.1.7 Let i : X ↪→ Y be an open or closed inclusion. If y ∈ Y − X, then
using Proposition 3.1.4,

(i!A)y ∼= Γc(i
−1(y); A) = Γc(∅) = 0

and if y ∈ X, (i!A)y ∼= Γc(y; Ay) = Ay. Thus

i!A = AY

is extension by zero.2 In particular, i! is an exact functor. If i : X ↪→ Y is a closed
inclusion, then i is proper and by (3.2),

i! ∼= i∗.
2 If X is any locally closed subspace of Y and A ∈ Sh(X) then the extension by zero, AY , is

defined to be the unique sheaf which restricts to A on X and restricts to the zero-sheaf on
Y − X.
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3.2 Inverse Image with Compact Support

In Sect. 1.1 (Proposition 1.1.11) we proved that f∗ has an adjoint functor, f ∗. The
present section is concerned with constructing a right adjoint f ! to Rf!. Let f : X →
Y be a continuous map between locally compact spaces, A ∈ Sh(X), B ∈ Sh(Y ).

Ideally, we would like to have a functor on the level of sheaves

f ! : Sh(Y ) −→ Sh(X)

such that f !g! = (gf )! (g : Y → Z) and the adjointness formula

Hom(f!A, B) ∼= f∗ Hom(A, f !B) (3.3)

holds in Sh(Y ). Unfortunately, such a functor does not exist in general. To explain
why, let us explore some consequences of (3.3). Note that if F ∈ Sh(X) is any sheaf,
then Hom(ZX, F) = Γ (X; F). Consider first the case of f = i : U ↪→ X an open
inclusion and A = ZU ∈ Sh(U) the constant sheaf. Then (B ∈ Sh(X))

Γ (U ; i!B) = Hom(ZU , i!B) = Γ (U ; i∗ Hom(ZU , i!B))
∼= Γ (U ; Hom(i!ZU , B)) = Hom(i∗i!ZU , i∗B)

= Hom(ZU , i∗B)

= Γ (U ; i∗B).

Performing the same calculation for any open V ⊂ U, we conclude that

i!B ∼= i∗B

for open inclusions i. Now let f : X → Y be continuous and i : U ↪→ X an open
inclusion as before; set g = f i. Using (3.3), we calculate the sections of f !B:

Γ (U ; f !B) = Γ (U ; i∗f !B) = Γ (U ; i!f !B) = Γ (U ; g!B)

= Hom(ZU , g!B) = Γ (U ; Hom(ZU , g!B))

= Γ (Y ; g∗ Hom(ZU , g!B)) ∼= Γ (Y ; Hom(g!ZU , B))

= Hom(g!ZU , B)

= Hom(f!(i!ZU), B),

where i!ZU is extension by zero. Thus, if a functor f ! as described above existed,
then the associated presheaf of the sheaf f !B would have to be

Γ (U ; f !B) = Hom(f!(ZU)X, B).

However, the presheaf
U �→ Hom(f!(ZU)X, B)

is not a sheaf in general (it does not satisfy the gluing condition (G) for sheaves).
Therefore, we cannot hope for a right adjoint f ! : Sh(Y ) → Sh(X). To proceed, the
idea is this: Perhaps for an appropriate class of sheaves K, the presheaf

U �→ Hom(f!(K|U)X, B)
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will be a sheaf. The resulting sheaf f !
KB will depend on K, so we pass to the derived

category to get rid of the dependence on K. The final product will then be a well-
defined functor f ! : D+(Y ) → D+(X) on derived categories, which is a right adjoint
for Rf! : D+(X) → D+(Y ). This is the program that we shall carry out below.

Let f : X → Y be a continuous map.

Definition 3.2.1 A sheaf K ∈ Sh(X) is flat if, given any monomorphism ι : A ↪→ B,

ι ⊗ 1 : A ⊗ K → B ⊗ K is injective as well. A complex K• ∈ C(X) is flat if every
Ki is flat.

Fix a c-soft flat sheaf K on X. For two open sets U ⊂ V in X, the natural sheaf
map

(K|U)X −→ (K|V )X

induces
f!(K|U)X −→ f!(K|V )X

and furthermore

Hom(f!(K|V )X, B) −→ Hom(f!(K|U)X, B)

for any B ∈ Sh(Y ). Thus the assignment

U �→ Hom(f!(K|U)X, B)

defines a presheaf on X. We chose K to be c-soft as this implies that the presheaf
does satisfy unique gluing (G) and hence is a sheaf f !

KB, cf. théorème 3.5 in
[B+84, VI]. We chose K in addition to be flat because we will eventually need to
use the

Lemma 3.2.2 If K ∈ Sh(X) is c-soft and flat, then for any A ∈ Sh(X), A ⊗ K is
c-soft.

(See Proposition 6.5 [B+84, V].) For f !
KB we now have

Proposition 3.2.3 Let A ∈ Sh(X) and B ∈ Sh(Y ). There is a canonical isomor-
phism in Sh(Y ),

Hom(f!(A ⊗ K), B) ∼= f∗ Hom(A, f !
KB).

(7.14 [B+84, V].) One also checks that f !
K transforms injective sheaves into in-

jective sheaves. On the level of sheaves, f !
K depends on K, thus we wish to define

f ! on the derived category, where we are after all allowed to replace complexes by
resolutions. The resolutions we need have to be bounded; to ensure that they exist,
we require X henceforth to be of finite cohomological dimension.

Definition 3.2.4 The cohomological dimension dim X of a locally compact space is
the smallest integer n for which

Hi
c (X; A) = 0

for all i > n, A ∈ Sh(X).



64 3 Verdier Duality

The stratified pseudomanifolds defined in Sect. 4.1.2 have finite cohomological
dimension.

Lemma 3.2.5 If X has finite cohomological dimension, then the constant sheaf ZX

has a bounded c-soft flat resolution

0 → ZX → K0 → K1 → · · · → Kn → 0,

n = dim X.

(Proposition 6.7 [B+84, V]).
Fix a bounded c-soft flat resolution K• of ZX as provided by the lemma. For any

B• ∈ C+(Y ), we define f !
K•B• to be the simple complex associated to the double

complex {f !
Ki B

j }i,j∈Z. In other words, f !
K•B• has associated complex of presheaves

Γ (U ; f !
K•B•) = Hom•(f!(K•|U)X, B•),

U ⊂ X open. As K• is bounded and B• is bounded below, f !
K•B• is bounded below

as well. Proposition 3.2.3 implies

Proposition 3.2.6 Let A• ∈ C+(X) and B• ∈ C+(Y ). There is a canonical isomor-
phism in C+(Y ),

Hom•(f!(A• ⊗ K•), B•) ∼= f∗Hom•(A•, f !
K•B•).

The correspondence K• �→ f !
K• defines a contravariant functor from the category

of c-soft flat resolutions of ZX and morphisms of resolutions over ZX into the cate-
gory of functors K+(Y ) → K+(X) and morphisms of functors. Moreover, if K• and
L• are two c-soft flat resolutions of ZX and K• → L• is a morphism of resolutions
over ZX, then the morphism

f !
L• −→ f !

K•

induces a quasi-isomorphism

f !
L•(I•) −→ f !

K•(I•)

provided I• is a bounded below complex of injective sheaves. Thus the functor

f ! : D+(Y ) −→ D+(X)

induced by f !
K• on derived categories by setting

f !B• = f !
K•I•,

where I• is an injective resolution of B•, is independent, up to quasi-isomorphism,
of the choice of K•.
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3.3 The Verdier Duality Formula

The adjointness relation between Rf! and f ! on derived categories is referred to as
Verdier duality [Ver66]. We shall see in Sect. 3.5 how the adjointness formula implies
Poincaré duality.

Theorem 3.3.1 Let A• ∈ D+(X) and B• ∈ D+(Y ). There is a canonical isomor-
phism in D+(Y ),

RHom•(Rf!A•, B•) ∼= Rf∗RHom•(A•, f !B•).

Proof. To compute f !B•, choose a bounded c-soft flat resolution K• of ZX and
bounded below injective resolution I• of B•. Then

f !B• = f !
K•I•.

As pointed out above, f !
K•I• is a complex of injective sheaves. Thus,

RHom•(A•, f !
K•I•) = Hom•(A•, f !

K•I•).

One can verify that Hom•(A•, f !
K•I•) is a complex of flabby sheaves (a sheaf X ∈

Sh(X) is flabby if Γ (X; X) → Γ (U ; X) is surjective for every open U ⊂ X), and
the class of flabby sheaves is adapted to the direct image functor f∗ (compare Remark
3.1.5). Hence we may compute Rf∗ by a flabby resolution and

Rf∗RHom•(A•, f !B•) = f∗Hom•(A•, f !
K•I•).

As for the left-hand side, A• ⊗K• is a c-soft resolution of A• (Lemma 3.2.2) and the
class of c-soft sheaves is adapted to the functor f! (Remark 3.1.5). Therefore,

Rf!A• = f!(A• ⊗ K•)

and
RHom•(Rf!A•, B•) = Hom•(f!(A• ⊗ K•), I•).

The statement follows from Proposition 3.2.6. �

Corollary 3.3.2 There is a canonical isomorphism

HomD+(Y )(Rf!A•, B•) ∼= HomD+(X)(A
•, f !B•).

Proof. Let X• ∈ D+(X) and I• ∈ D+(X) a complex of injective sheaves. We have
seen in Sect. 2.4 that the natural map

HomK+(X)(X
•, I•) −→ HomD+(X)(X

•, I•)

is an isomorphism. Let Y• ∈ D+(X) and I• an injective resolution for Y•. Then

HomD+(X)(X•, Y•) ∼= HomD+(X)(X•, I•) ∼= HomK+(X)(X•, I•)
∼= H 0Γ (X; Hom•(X•, I•)) ∼= H 0Γ (X; RHom•(X•, Y•))
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using Remark 1.3.7. Therefore by Theorem 3.3.1,

HomD+(Y )(Rf!A•, B•) ∼= H 0Γ (Y ; RHom•(Rf!A•, B•))
∼= H 0Γ (X; RHom•(A•, f !B•))
∼= HomD+(X)(A

•, f !B•). �

Examples 3.3.3 If i : U ↪→ X is an open inclusion then the adjunction formula

Hom(i!A, B) ∼= i∗ Hom(A, i!B)

already holds on the level of sheaves and implies (see the beginning of this section)
that i! = i∗. Setting A = i∗B = i!B and taking global sections yields a canonical
adjunction morphism

i!i∗B −→ B. (3.4)

Let j : X ↪→ Y be a closed inclusion. Again j! has a right adjoint j ! already on
the category of sheaves. To describe j !, let U be an open subset of Y with inclusion
i : U ↪→ Y. Applying Hom((ZX∩U)Y ,−) to the adjunction map (3.4), we obtain an
isomorphism

Hom((ZX∩U)Y , i!i∗B)
�−→ Hom((ZX∩U)Y , B).

As shown in the beginning of this section, the adjunction formula implies

Γ (X ∩ U ; j !B) = Hom(j!(ZX∩U)X, B)

and thus

Γ (X ∩ U ; j !B) = Hom((ZX∩U)Y , B)
∼= Hom((ZX∩U)Y , i!i∗B)

= Hom((ZX∩U)Y , (B|U)Y )

= Hom(ZX∩U , B|U)

= ΓX∩U(U ; B),

where ΓX∩U(U ; B) denotes sections of B over U supported in X ∩ U. Thus j !B is
the sheaf

X ∩ U �→ ΓX∩U(U ; B).

3.4 The Dualizing Functor

Definition 3.4.1 Let f : X → pt be the map to a point and regard Z as a sheaf Zpt

over the point. The dualizing complex on X, D
•
X ∈ ObDb(X), is

D
•
X = f !

Zpt .

Fix a bounded c-soft flat resolution K• of ZX and a bounded injective resolution
I • of Z. We calculate the associated presheaf of D

•
X (U ⊂ X open):



3.4 The Dualizing Functor 67

Γ (U ; D
•
X) = Γ (U ; f !

Zpt ) = Γ (U ; f !
K•I •)

= Hom•(f!(K•|U)X, I •) = Hom•(Γc(X; (K•|U)X), I •)
= Hom•(Γc(U ; K•), I •).

As f !
K• takes injectives to injectives, it follows that D

•
X is a complex of injective

sheaves.

Definition 3.4.2 Let A• ∈ Db(X). The functor

DXA• = RHom•(A•, D
•
X)

is called the (Borel–Moore–Verdier-) dualizing functor.

To compute the presheaf of DXA•, let i : U ↪→ X be an open inclusion and ι

be the composition ι : U
i

↪→ X
f→ pt. The following calculation uses Proposition

3.2.6:

Γ (U ;DXA•) = Γ (U ; i∗Hom•(A•, D
•
X)) = Γ (U ; i∗Hom•(A•, f !

K•I •))
= Hom•(A•|U , i∗f !

K•I •) = Hom•(A•|U , i!f !
K•I •)

= Hom•(A•|U , ι!K•|U I •) = Hom•(ι!(A•|U ⊗ K•|U), I •)
= Hom•(Γc(U ; A• ⊗ K•), I •).

We need the following standard result:

Lemma 3.4.3 Let C• ∈ Cb(Ab) be a bounded complex of abelian groups. Then for
each i ∈ Z, there is a short exact sequence

0 −→ Ext(H i+1C•, Z) −→ H−iDC• −→ Hom(H iC•, Z) −→ 0,

where DC• = R Hom•(C•, Z).

The relation of hypercohomology with coefficients the dual of a complex A• to
the hypercohomology with coefficients A• is provided by the following short exact
sequence:

Theorem 3.4.4 Let A• ∈ ObDb(X) and U ⊂ X open. Then for each i ∈ Z, there
is a short exact sequence

0 −→ Ext(Hi+1
c (U ; A•), Z) −→ H−i (U ;DXA•) −→ Hom(Hi

c(U ; A•), Z) −→ 0.

Proof. As D
•
X is injective, Hom•(A•, D

•
X) is flabby. The class of flabby sheaves is

adapted to Γ, whence

H−i (U ;DXA•) = H−iΓ (U ; Hom•(A•, D
•
X)) = H−i Hom•(Γc(U ; A• ⊗K•), I •).

Put C• = Γc(U ; A• ⊗ K•), a bounded complex of abelian groups. By Lemma 3.4.3,
we have the exact sequence

0 −→ Ext(H i+1C•, Z) −→ H−iDC• −→ Hom(H iC•, Z) −→ 0.
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Now
H−iDC• = H−i Hom•(C•, I •) = H−i (U ;DXA•),

and
HiC• = HiΓc(U ; A• ⊗ K•) = Hi

c(U ; A•),
since A• ⊗ K• is a c-soft resolution of A•. �


Thus if we take U = X for a compact space X and replace the coefficient ring
Z by a field k (in particular D

•
X = f !kpt , f : X → pt), we obtain a canonical

isomorphism
H−i (X;DXA•) ∼= Hom(Hi (X; A•), k). (3.5)

Duality calculations will routinely involve the following formulae:

Proposition 3.4.5 Let f : X → Y be a continuous map and let A• ∈ D+(X),

B• ∈ D+(Y ). Then there are canonical isomorphisms

DY (Rf!A•) ∼= Rf∗DXA•, DX(f ∗B•) ∼= f !DY B•.

Proof. Using the commutative diagram

X
f

h

Y

g

pt

we obtain the relation

D
•
X = h!

Zpt
∼= f !g!

Zpt = f !
D

•
Y

between the dualizing complexes for X and Y . Thus, in view of Theorem 3.3.1,

DY (Rf!A•) = RHom•(Rf!A•, D
•
Y )

∼= Rf∗RHom•(A•, f !
D

•
Y )

∼= Rf∗RHom•(A•, D
•
X)

= Rf∗DXA•.

Working with the formula

f !RHom•(B•, C•) ∼= RHom•(f ∗B•, f !C•)

(whose verification we may leave to the reader) instead of Theorem 3.3.1, we get

DX(f ∗B•) = RHom•(f ∗B•, D
•
X)

∼= RHom•(f ∗B•, f !
D

•
Y )

∼= f !RHom•(B•, D
•
Y )

= f !DY B•. �

Thus the functors Rf∗ and Rf! are dual to each other, as well as the functors f ∗
and f !.
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3.5 Poincaré Duality on Manifolds

On a manifold, we recognize the dualizing complex, up to quasi-isomorphism, as the
orientation sheaf (shifted into the correct dimension). If the manifold is oriented, we
shall recover classical Poincaré duality from Verdier duality.

Proposition 3.5.1 Let (M, ∂M) be an n-dimensional topological manifold with
boundary and OM be the orientation sheaf on M. Then there is a canonical iso-
morphism in Db(M),

D
•
M

�−→ OM [n].
Proof. Let f : M → pt be the map to a point so that D

•
M = f !

Zpt , K• a bounded
c-soft flat resolution of ZM and I • a bounded injective resolution of Z. The coho-
mology sheaf H−i (f !

Zpt ) is the sheafification of

U �→ H−iΓ (U ; f !
Zpt )

(U ⊂ M open) and OM is by definition the sheaf

U �→ Hom(Hn
c (U ; Z), Z).

In Sect. 3.4 we have seen that

H−iΓ (U ; f !
Zpt ) = H−i Hom•(Γc(U ; K•), I •).

Put C• = Γc(U ; K•) in Lemma 3.4.3. Then HiC• = Hi
c (U ; Z) (as K• is a c-soft

resolution of ZM ) and we obtain the short exact sequence

0 → Ext(H i+1
c (U ; Z), Z) → H−i Hom•(Γc(U ; K•), I •)

→ Hom(H i
c (U ; Z), Z) → 0.

When U is a small neighborhood of an interior point, use

Hi
c (R

n; Z) =
{

Z, i = n,

0, i �= n

and when U is a small neighborhood of a boundary point, use

Hi
c ([0, 1) × R

n−1; Z) = 0, all i ∈ Z.

Hence for i = n,

Ext(Hn+1
c (U ; Z), Z) = Ext(0, Z) = 0

and
H−nΓ (U ; f !

Zpt )
�−→ Hom(Hn

c (U ; Z), Z)

is an isomorphism of presheaves. For i = n − 1, both

Hom(Hn−1
c (U ; Z), Z) = 0
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and

Ext(Hn
c (U ; Z), Z) =

{
Ext(Z, Z) = 0, U ⊂ int M,

Ext(0, Z) = 0, otherwise

vanish, and thus
H−n+1Γ (U ; f !

Zpt ) = 0.

When i �= n, n − 1, then Hi
c (U ; Z) = Hi+1

c (U ; Z) = 0, so H−iΓ (U ; f !
Zpt ) = 0.

�

For a field k, we consider the orientation sheaf Γ (U ;OM) = Hom(Hn

c (U ; k), k),

a sheaf of k-vector spaces.

Definition 3.5.2 An orientation of the manifold (M, ∂M) relative to k is an isomor-
phism

OM |M−∂M
∼= kM−∂M.

Assume ∂M = ∅ and M is oriented. The orientation induces an isomorphism

Hn−i (M; kM) ∼= Hn−i (M;OM).

By Proposition 3.5.1,

Hn−i (M;OM) = H−i (M;OM [n]) ∼= H−i (M; D
•
M)

and by Theorem 3.4.4,

H−i (M; D
•
M) ∼= H−i (M;DMkM) ∼= Hom(Hi

c(M; kM), k).

Composing, we get classical Poincaré duality

Hn−i (M; k) ∼= Hom(Hi
c(M; k), k).
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Intersection Homology

4.1 Piecewise Linear Intersection Homology

4.1.1 Introduction

In [Poi95] and [Poi99], Poincaré defines the intersection product of two cycles of
complementary dimension in a compact oriented manifold. More generally, Lef-
schetz [Lef26] defines the intersection product of cycles of any dimension. This
product can be described as follows: Let x be an i-cycle and y a j -cycle in the com-
pact oriented manifold Mn. If x and y are in general position, then their intersection
x ∩ y is an (i + j − n)-chain. Moreover, this chain has no boundary and thus x ∩ y

is a cycle. Next, one shows that the homology class of x ∩ y depends only on the
homology classes of x and y. Given any two cycles x and y in M, the principle of
general position in M implies that we can, by an isotopy, move one of the cycles, say
y, within its homology class to a cycle y′ such that x and y′ are in general position.
Thus, one obtains a well-defined intersection product

Hi(M) × Hj(M)
∩−→ Hi+j−n(M).

In the case of i + j = n, the pairing

Hi(M) × Hj(M)
∩−→ H0(M)

ε∗−→ Z

is nondegenerate over the rationals (“Poincaré duality”; ε∗ is the augmentation ho-
momorphism).

For a singular space X, such an intersection pairing does not exist. As an ex-
ample, consider the suspension of a 2-torus, X3 = Σ(S1 × S1). The two isolated
singularities of X3 are the two cone-points. Let x be the 2-cycle x = Σ(pt × S1)

and y be the 2-cycle y = Σ(S1 × pt). The intersection x ∩ y = Σ(pt × pt) is
still a 2 + 2 − 3 = 1-chain, but it has a boundary, namely the two cone-points. This
boundary does not change as we move x and y in their homology classes. The fact
that Poincaré duality fails for X3 is apparent from its list of Betti numbers:
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b0(X) = 1, b1(X) = 0, b2(X) = 2, b3(X) = 1,

so that for singular spaces we do not have “les nombres de Betti également distants
des extrêmes sont égaux,” as Poincaré asserts for manifolds.

Motivated by a question of D. Sullivan [Sul70a], Goresky and MacPherson de-
fine (in [GM80] for PL pseudomanifolds and in [GM83] for topological pseudo-
manifolds) a collection of groups IH

p̄∗ (X), called intersection homology groups of
X, depending on a multi-index p̄, called a perversity. For these groups, a Poincaré–
Lefschetz-type intersection theory can be defined, and a generalized Poincaré dual-
ity holds, but only for groups with “complementary perversities.” For PL spaces, the
intersection homology groups are the homology of a certain subcomplex of the com-
plex of all PL chains. We discuss this approach in Sect. 4.1.3. However, we shall de-
rive most of the properties of intersection homology using the more refined approach
adopted in [GM83]. In that framework, IH

p̄∗ (X) is realized as the hypercohomology
of a complex of sheaves in the derived category on any topological pseudomanifold.
Generalized Poincaré duality will be induced from a sheaf-theoretic duality state-
ment involving the Borel–Moore–Verdier dualizing functor as defined in Sect. 3.4.

The groups IH
p̄∗ (X) do not form a homology theory: If we allow arbitrary con-

tinuous maps, then intersection homology is not a homotopy invariant. Greg Fried-
man has however shown that intersection homology based on singular chains is in-
variant under stratum-preserving homotopy equivalences, see [Fri03]. Also, as IH

p̄∗
can be thought of as interpolating between cohomology and homology, functoriality
is an issue that has to be treated carefully (for instance IH

p̄∗ is a bivariant functor on
the category of topological pseudomanifolds and normally nonsingular maps).

Dual cohomology groups were discovered independently by J. Cheeger [Che79],
[Che80], [Che83] by considering the L2 De Rham complex on the open top-stratum
of a space equipped with a locally conical metric. We provide a brief introduction to
Cheeger’s theory in Chap. 10.

4.1.2 Stratifications

We adopt the convention that the cone on the empty set is a point. The open cone on
a space X is denoted by c◦X.

Definition 4.1.1 A 0-dimensional topological stratified pseudomanifold is a count-
able set of points with the discrete topology.

An n-dimensional topological stratified pseudomanifold is a paracompact Haus-
dorff topological space X with a filtration by closed subspaces

X = Xn ⊃ Xn−1 = Xn−2 ⊃ Xn−3 ⊃ · · · ⊃ X1 ⊃ X0 ⊃ X−1 = ∅

such that

1. Every non-empty Xn−k − Xn−k−1 is a topological manifold of dimension n − k,

called a pure or open stratum of X.
2. X − Xn−2 (called the top stratum of X) is dense in X.
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3. Local normal triviality: For each point x ∈ Xn−k −Xn−k−1, there exists an open
neighborhood U of x in X, a compact topological stratified pseudomanifold L

of dimension k − 1 with stratification

L = Lk−1 ⊃ Lk−3 ⊃ · · · ⊃ L0 ⊃ L−1 = ∅

and a homeomorphism

φ : U
	−→ R

n−k × c◦L
which is stratum-preserving, i.e. φ restricts to homeomorphisms φ| : U ∩
Xn−l

	−→ R
n−k × c◦Lk−l−1 (see Fig. 4.1).

The definition implies that topological stratified pseudomanifolds are locally
compact. In the local normal triviality condition, we think of the factor R

n−k as
the “horizontal direction” along the manifold Xn−k − Xn−k−1, and we think of the
factor c◦L as the “normal slice” to the stratum at x. The space L is called the link of
the stratum Xn−k − Xn−k−1 at the point x, and U is a distinguished neighborhood
of x. We refer to Xn−2 as the singular set of X and will often write Σ = Xn−2.

A PL space X is a topological space together with a class T of locally finite
simplicial triangulations T of X. The class T is required to be closed under the
operation of linear subdivision, and if T , T ′ ∈ T , then T and T ′ are required to
have a common linear subdivision. A closed PL subspace of X is a subcomplex of a
suitable triangulation T ∈ T of X.

Definition 4.1.2 An n-dimensional PL stratified pseudomanifold is a PL space X of
dimension n with a filtration by closed PL subspaces

X = Xn ⊃ Xn−1 = Xn−2 ⊃ Xn−3 ⊃ · · · ⊃ X1 ⊃ X0 ⊃ X−1 = ∅

Fig. 4.1. Local normal triviality and the link of a stratum.
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such that

1. Every nonempty Xn−k − Xn−k−1 is a PL manifold of dimension n − k,

2. X − Xn−2 is dense in X,

3. Local normal triviality: Same as in Definition 4.1.1(3), with L a PL stratified
pseudomanifold and φ a PL isomorphism.

Examples 4.1.3

• Let X be a PL pseudomanifold of dimension n, i.e. a PL space X with an admis-
sible triangulation T ∈ T such that X is the union of the n-simplices in T and
each (n − 1)-simplex is a face of exactly two n-simplices. Then X can be filtered
so as to acquire the structure of a PL stratified pseudomanifold: For i 
= n − 1,

take Xi to be the i-skeleton of T and set Xn−1 = Xn−2 (of course this is not in
general an “intrinsic” stratification).

• All irreducible complex algebraic or analytic varieties can be filtered so as to be
topological stratified pseudomanifolds.

• The set of points x in a normal n-dimensional real algebraic variety such that
every neighborhood of x has topological dimension n can be filtered so as to be
a topological stratified pseudomanifold.

• The framework of stratifications is frequently useful even when the underly-
ing space is not singular. This point of view is sometimes adopted in high-
dimensional knot theory. If a manifold is stratified by submanifolds, then the
links are all spheres.

4.1.3 Piecewise Linear Intersection Homology

Let X be a PL space and T ∈ T be an admissible triangulation of X. A simplicial
i-chain ξ is a function

ξ : {σ ∈ T |σ an oriented i-simplex } −→ Z

with ξ(−σ) = −ξ(σ ), where −σ denotes σ with the opposite orientation. In particu-
lar, we allow infinite chains. The support |ξ | of ξ is the union of the closed i-simplices
σ of T such that ξ(σ ) 
= 0; |ξ | is a closed PL subspace of X since T is locally finite.
Let CT

i (X) denote the abelian group of all simplicial i-chains.

Let T ′ be a subdivision of T and ξ ∈ CT
i (X). Define an i-chain ξ ′ ∈ CT ′

i (X) by
(σ ′ an i-simplex of T ′)

ξ ′(σ ′) =
{

0, if σ ′ is not contained in an i-simplex of T ,

ξ(σ ), if σ ′ is contained in the compatibly oriented i-simplex σ ∈ T .

The assignment ξ �→ ξ ′ defines a canonical map

CT
i (X) −→ CT ′

i (X);
note that |ξ ′| = |ξ |.
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Now let T , T ′ be any two admissible triangulations of X and ξ ∈ CT
i (X), ξ ′ ∈

CT ′
i (X). We call ξ and ξ ′ equivalent if T and T ′ have a common subdivision T ′′ such

that the images of ξ and ξ ′ under the canonical maps

ξ ∈ CT
i (X) −→ CT ′′

i (X) ←− CT ′
i (X) 
 ξ ′

coincide in CT ′′
i (X). Define the group of PL i-chains Ci(X) to be the set of equiva-

lence classes of simplicial i-chains. In other words,

Ci(X) = lim−→
T ∈T

CT
i (X).

Elements ξ ∈ Ci(X) have a well-defined support |ξ |. The reason for allowing infinite
chains here is that we shall eventually need restriction maps Ci(X) → Ci(U), U ⊂
X open, which would not exist if we insisted on finite simplicial chains.

Definition 4.1.4 The homology of the complex C•(X) of PL chains on X,

Hi(X) = Hi(C•(X)),

is called homology with closed supports of X or Borel–Moore homology of X.

Remark 4.1.5 Let X̂ = X ∪ {∞} be the one-point compactification of the locally
compact space X. At least when X is a forward tame ANR, we may think of Borel–
Moore homology as H∗(X) = Hord∗ (X̂,∞), where Hord∗ is the ordinary relative
homology of the pair (X̂,∞), see [HR96], Chap. 7. If X is compact, then the Borel–
Moore homology of X agrees with the ordinary homology of X.

Example 4.1.6 We have

Hi(R
n; Z) =

{
Z, i = n,

0, i 
= n.

Let Xn be a PL stratified pseudomanifold. In computing H∗(X) from the chain
complex C•(X), we allow arbitrary PL chains. Call a PL i-chain ξ transverse to the
stratification of X if

dim(|ξ | ∩ Xn−k) = i + (n − k) − n = i − k,

for all k ≥ 2. If we define a chain complex by allowing only transverse PL chains
and compute its i-th homology, then, by a theorem of McCrory (see e.g. [McC75],
Theorem 5.2), we obtain the cohomology Hn−i (X) of X. Hence, if we could move
every chain to be transverse to the stratification, then Poincaré duality would hold.
However, as we have seen in Sect. 4.1.1, classical Poincaré duality fails for general
pseudomanifolds, thus so does transversality. The idea, then, is to introduce a para-
meter, a “perversity,” that specifies the allowable “deviation” from full transversality,
and to associate a group to each value of the parameter, thereby obtaining a whole
spectrum of groups ranging from cohomology to homology.
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Definition 4.1.7 A perversity p̄ is a function associating to each integer k ≥ 2 an
integer p̄(k) such that p̄(2) = 0 and p̄(k) ≤ p̄(k + 1) ≤ p̄(k) + 1.

Examples 4.1.8 Several perversities play a distinguished role: The zero perver-
sity 0̄ is the function 0̄(k) = 0, the top perversity t̄ is t̄ (k) = k − 2. The lower
middle perversity m̄ is (0, 0, 1, 1, 2, 2, . . .) and the upper middle perversity n̄ is
(0, 1, 1, 2, 2, 3, . . .). Observe that m̄ + n̄ = t̄ .

We call two perversities p̄, q̄ complementary if p̄ + q̄ = t̄ .

Definition 4.1.9 Let X be an n-dimensional PL pseudomanifold with stratification

X = Xn ⊃ Xn−2 ⊃ · · · ⊃ X0 ⊃ ∅.

The group IC
p̄
i (X) of i-dimensional intersection chains of perversity p̄ is defined to

be

IC
p̄
i (X) = {ξ ∈ Ci(X)| dim(|ξ | ∩ Xn−k) ≤ i − k + p̄(k),

dim(|∂ξ | ∩ Xn−k) ≤ i − 1 − k + p̄(k), for all k ≥ 2}.
The boundary operators

∂i : IC
p̄
i (X) −→ IC

p̄

i−1(X)

are well-defined by the condition imposed on |∂ξ |. Thus {(IC
p̄
i (X), ∂i)}i≥0 forms a

subcomplex IC
p̄• (X) of the PL chain complex C•(X).

Definition 4.1.10 The homology groups of the PL intersection chain complex,

IH
p̄
i (X) = Hi(ICp̄• (X)),

are called the perversity p̄ intersection homology groups of the PL stratified pseudo-
manifold X.

If p̄ and q̄ are two perversities, we write p̄ ≤ q̄ if p̄(k) ≤ q̄(k) for all k ≥ 2.

Note that 0̄ ≤ p̄ ≤ t̄ for any p̄. If p̄ ≤ q̄, we have an obvious inclusion

ICp̄• (X) ↪→ ICq̄• (X)

which induces a canonical morphism

IH
p̄∗ (X) −→ IH

q̄∗ (X).

We say that a PL pseudomanifold Xn is orientable if for some admissible triangula-
tion T of X one can orient each n-simplex so that the chain that assigns 1 ∈ Z to each
n-simplex with the chosen orientation is an n-cycle. A choice of such an n-cycle is
called an orientation for X, and its homology class

[X] ∈ Hn(X)

is the fundamental class of X.
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Proposition 4.1.11 The cap product with the fundamental class

Hn−k(X)
∩[X]−→ Hk(X)

factors through IH 0̄
k (X):

Hn−k(X)
∩[X]−→ IH 0̄

k (X).

Proof. Let T be an admissible triangulation of X, T ′ its first barycentric subdivision,
and C•

T (X) the simplicial cochain complex of T . Let σ be an (n − k)-simplex in T .

The cap product

Cn−k
T (X)

∩[X]−→ CT ′
k (X)

maps the cochain 1σ ,

1σ (σ ′) =
{

1, σ ′ = σ,

0, σ ′ 
= σ

(σ ′ ∈ T any (n− k)-simplex) to the dual block DXσ in X, a k-dimensional subcom-
plex of T ′.

There exists a unique open stratum Xs − Xs−1 such that int(σ ) ⊂ Xs − Xs−1,

s ≥ n − k. We have |DXσ | ⊂ X − Xs−1, and if n − l ≥ s then

DXσ ∩ (T ′|Xn−l
) = DXn−l

σ.

Let Xn−l be any stratum. If n − l ≥ s, then

dim(|DXσ | ∩ Xn−l ) = dim |DXn−l
σ | = (n − l) − (n − k) = k − l,

and if n − l < s, then

|DXσ | ∩ Xn−l ⊂ (X − Xs−1) ∩ Xn−l = ∅.

Thus (arguing similarly for ∂DXσ ),

DXσ ∈ IC 0̄
k (X). ��

The natural inclusion
ICt̄•(X) ↪→ C•(X)

induces
IH t̄∗(X) −→ H∗(X).

Summarizing, we have canonical maps (p̄ any perversity)

Hn−k(X) → IH 0̄
k (X) → IH

p̄
k (X) → IH t̄

k(X) → Hk(X),

whose composition is ∩[X].
Let us consider some hands-on examples.
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Example 4.1.12 Let (Mn, ∂M) be a compact manifold and let Xn be the singular
space obtained by coning off the boundary of M:

X = M ∪∂M c(∂M).

The space X has one singular stratum X0 = {c}, the cone-point. Its codimension is
n, thus in computing IH

p̄
i (X), only the value p̄(n) is relevant. We distinguish three

cases:

• i − n + p̄(n) < −1: An i-cycle ξ is not allowed to pass through X0. If ξ bounds,
ξ = ∂ξ ′, then ξ ′ is also not allowed to pass through X0.

IH
p̄
i (X) = ker(∂i : IC

p̄
i (X) → IC

p̄

i−1(X))/∂i+1IC
p̄

i+1(X)

= {ξ ∈ Ci(X) | ∂ξ = 0, dim(|ξ | ∩ X0) ≤ i − n + p̄(n)}
∂i+1{ξ ′ ∈ Ci+1(X) | dim(|ξ ′| ∩ X0) ≤ i + 1 − n + p̄(n),

dim(|∂ξ ′| ∩ X0) ≤ i − n + p̄(n)}

= {ξ | ∂ξ = 0, |ξ | ∩ X0 = ∅}
∂i+1{ξ ′ | |ξ ′| ∩ X0 = ∅}

= ker(∂i : Ci(M) → Ci−1(M))

∂i+1Ci+1(M)
= Hi(M).

• i − n + p̄(n) = −1: An i-cycle ξ is not allowed to pass through X0. If ξ bounds,
ξ = ∂ξ ′, then ξ ′ may pass through X0.

IH
p̄
i (X) = {ξ | ∂ξ = 0, dim(|ξ | ∩ X0) ≤ −1}

∂i+1{ξ ′ | dim(|ξ ′| ∩ X0) ≤ 0, dim(|∂ξ ′| ∩ X0) ≤ −1}

= {ξ | ∂ξ = 0, |ξ | ∩ X0 = ∅}
∂i+1{ξ ′ | |∂ξ ′| ∩ X0 = ∅}

= ker(∂i : Ci(M) → Ci−1(M))

(∂Ci+1(X)) ∩ Ci(M)

= im(Hi(M) −→ Hi(X)).

• i − n + p̄(n) ≥ 0: An i-cycle ξ may pass through X0. If ξ bounds, ξ = ∂ξ ′, then
ξ ′ may pass through X0 as well.

IH
p̄
i (X) = {ξ | ∂ξ = 0, |ξ | ∩ X0 arbitrary}

∂i+1{ξ ′ | |ξ ′| ∩ X0 arbitrary}

= ker(∂i : Ci(X) → Ci−1(X))

∂i+1Ci+1(X)
= Hi(X).
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Summarizing, we have

IH
p̄
i (X) =

⎧
⎪⎨

⎪⎩

Hi(M), i < n − 1 − p̄(n),

im(Hi(M) −→ Hi(X)), i = n − 1 − p̄(n),

Hi(X), i > n − 1 − p̄(n).

Example 4.1.13 Consider the space X4 = (ΣT 2) × S1, stratified as X = X4 ⊃
X1 = {c+}×S1 �{c−}×S1 ⊃ ∅, where c+ and c− are the two suspension points of
the unreduced suspension ΣT 2 of the 2-torus; we shall give a table of its lower and
upper middle perversity intersection homology. Write the 2-torus as T 2 = S1

1 × S1
2 .

Note that m̄(3) = 0, n̄(3) = 1. The following table shows the various generat-
ing cycles in X (left column), generators of the lower middle perversity intersection
homology groups (middle column), and generators of the upper middle perversity
intersection homology groups (right column). The groups IHm̄∗ and IH n̄∗ are not
self-dual, but they are dual to each other. The entries beneath the columns record the
transversality condition that chains have to satisfy, depending on the perversity.

Cycles IHm̄∗ (X) IH n̄∗ (X)

∗ = 4 ΣT 2 × S1 ΣT 2 × S1 ΣT 2 × S1

∗ = 3 Σ(S1 × S2) S1 × S2 × S1 Σ(S1 × S2) Σ(S1 × S2)

(ΣS1) × S1 (ΣS1) × S1

(ΣS2) × S1 (ΣS2) × S1

∗ = 2 S1 × S2
ΣS1 S1 × S1 S1 × S1 ΣS1
ΣS2 S2 × S1 S2 × S1 ΣS2

∗ = 1 S1 S1
S2 S2

S1 S1 S1

∗ = 0 pt. pt. pt.

dim(ξi ∩ X1) ≤ i − 3 dim(ξi ∩ X1) ≤ i − 2
dim(∂ξi ∩ X1) ≤ i − 4 dim(∂ξi ∩ X1) ≤ i − 3

Example 4.1.14 Let Xn be a PL stratified pseudomanifold and stratify the PL space
R × X by

(R × X)i+1 = R × Xi.

Given an intersection i-chain ξ ∈ IC
p̄
i (X), the (i + 1)-chain R × ξ satisfies

dim(|R × ξ | ∩ (R × X)(n+1)−k) = dim(R × (|ξ | ∩ Xn−k))

≤ 1 + dim(|ξ | ∩ Xn−k)

≤ (i + 1) − k + p̄(k)

(similarly for ∂(R × ξ)) and thus is an element R × ξ ∈ IC
p̄

i+1(R × X), called the
suspension of ξ . Suspension induces a map of complexes
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ICp̄• (X) −→ ICp̄• (R × X)[1],
and it turns out that the corresponding map on homology,

IH
p̄
i (X)

	−→ IH
p̄

i+1(R × X) (4.1)

is an isomorphism; for details cf. N. Habegger’s notes [B+84, II].

Example 4.1.15 (The intersection homology of cones and punctured cones) Let
Xk−1 be a compact PL stratified pseudomanifold. We consider the open cone c◦X
on X with stratification

(c◦X)i =
{

c◦(Xi−1), i > 0,

{c}, i = 0,

where c denotes the cone-point. Suppose ξ is an intersection chain ξ ∈ IC
p̄

i−1(X),

so that by definition

dim(|ξ | ∩ Xk−1−j ) ≤ i − 1 − j + p̄(j),

dim(|∂ξ | ∩ Xk−1−j ) ≤ i − 2 − j + p̄(j).

Let c◦ξ denote the cone on the chain ξ, c◦ξ ∈ Ci(c
◦X). When j < k, then

dim(|c◦ξ | ∩ (c◦X)k−j ) = dim(c◦(|ξ | ∩ Xk−j−1))

≤ 1 + dim(|ξ | ∩ Xk−j−1)

≤ 1 + (i − 1) − j + p̄(j)

= i − j + p̄(j)

(similarly for ∂ξ ). When j = k,

dim(|c◦ξ | ∩ (c◦X)0) = dim(|c◦ξ | ∩ {c}) = dim({c}) = 0,

thus we need
0 ≤ i − k + p̄(k)

in order that c◦ξ ∈ ICi(c
◦X). Furthermore, if ∂ξ 
= 0, we need even

0 ≤ i − 1 − k + p̄(k).

The situation is summarized as follows:

i > k − p̄(k) ⇒ c◦ξ ∈ ICi(c
◦X)

i = k − p̄(k) ⇒ c◦ξ ∈ ICi(c
◦X) precisely when ξ is a cycle

i < k − p̄(k) ⇒ c◦ξ 
∈ ICi(c
◦X).

This suggests that we should regard coning ξ �→ c◦ξ as a map of complexes
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τ≥k−p̄(k)−1IC
p̄• (X)

c◦
IC

p̄• (c◦X)[1]

...
...

ICk−p̄(k)+1(X)
c◦

ICk−p̄(k)+2(c
◦X)

ICk−p̄(k)(X)
c◦

ICk−p̄(k)+1(c
◦X)

ker ∂
c◦

ICk−p̄(k)(c
◦X)

0
c◦

ICk−p̄(k)−1(c
◦X)

...
...

We claim that this map induces an isomorphism on homology. A sketch of the
proof, following [B+84, §3, II], runs as follows: c◦ is injective, so let us consider the
short exact sequence

0 → τ≥k−p̄(k)−1IC•(X)
c◦→ IC•(c◦X)[1]

→ IC•(c◦X)[1]/c◦τ≥k−p̄(k)−1IC•(X) → 0.

We have to check that the quotient complex has no homology, i.e. given ξ ∈ ICi(c
◦X)

with ∂ξ = c◦η, η ∈ ICi−2(X), we have to find γ ∈ ICi−1(X) such that ξ − c◦γ
bounds an element of ICi+1(c

◦X). Let N = π−1[0, ε], π : c◦X → R+ the projec-
tion, be a closed neighborhood of the cone-point, chosen so small that it contains
no vertex of some triangulation of |ξ |, except c. Then ξ ∩ N = c◦γ ∩ N with
γ ∈ ICi−1(X), ∂γ = η, and ξ − c◦γ is a cycle supported in π−1[ε,∞), which
is PL-isomorphic to R+ × X. Now it is easy to see that any intersection cycle in
ICi(R × X) supported in R+ × X bounds an element of ICi+1(R × X), supported
in R+ × X.

The intersection homology of a cone is thus

IH
p̄
i (c◦X) =

{
IH

p̄

i−1(X), i ≥ k − p̄(k),

0, i < k − p̄(k).
(4.2)

As for the punctured cone c◦X − {c} ∼= R × X, the map
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IC
p̄• (X) → IC

p̄• (c◦X − {c})[1]
ξ �→ (c◦ξ) − {c}

induces an isomorphism on homology:

IH
p̄
i (c◦X − {c}) ∼= IH

p̄

i−1(X). (4.3)

Example 4.1.16 (The intersection homology of distinguished neighborhoods) We
consider PL stratified pseudomanifolds that have the form of a distinguished neigh-
borhood

R
n−k × c◦L,

where L is a (k − 1)-dimensional compact PL stratified pseudomanifold, to be in-
terpreted as a link of a stratum of codimension k. Composing ξ �→ c◦ξ with n − k

suspensions, we obtain the chain map

τ≥k−p̄(k)−1ICp̄• (L) −→ ICp̄• (Rn−k × c◦L)[n − k + 1]. (4.4)

Composing ξ �→ (c◦ξ) − {c} with n − k suspensions, we get

ICp̄• (L) −→ ICp̄• (Rn−k × (c◦L − {c}))[n − k + 1] (4.5)

and the diagram

τ≥k−p̄(k)−1IC
p̄• (L) −−−−→ IC

p̄• (Rn−k × c◦L)[n − k + 1]
inclusion

⏐
⏐
�

⏐
⏐
�restriction

IC
p̄• (L) −−−−→ IC

p̄• (Rn−k × (c◦L − {c}))[n − k + 1]
(4.6)

commutes. Combining (4.1) of Example 4.1.14 and (4.2) of Example 4.1.15, we com-
pute the intersection homology of a distinguished neighborhood as

IH
p̄
i (Rn−k × c◦L) ∼=

{
IH

p̄

i−(n−k+1)(L), i ≥ n − p̄(k)

0, i < n − p̄(k)
(4.7)

(induced by (4.4)). Using (4.1) of Example 4.1.14 and (4.3) of Example 4.1.15, we
obtain

IH
p̄
i (Rn−k × (c◦L − {c})) ∼= IH

p̄

i−(n−k+1)(L) (4.8)

(induced by (4.5)).

4.1.4 The Sheafification of the Intersection Chain Complex

Let Xn be a PL stratified pseudomanifold and U ⊂ X an open subset. Then U

has an induced PL structure: S is an admissible triangulation of U if there exist
an admissible triangulation T of X and a linear subdivision S′ of S such that each
simplex of S′ is linearly contained in a simplex of T .
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Given a PL i-chain ξ ∈ Ci(X), choose a triangulation T of X and a triangulation
S of U such that ξ is simplicial with respect to T and every simplex σ ′ ∈ S is
contained in some simplex σ ∈ T . Define ξ |U to be the PL i-chain on U represented
by the simplicial i-chain

(ξ |U)(σ ′) =
{

0, if σ ′ is not contained in an i-simplex of T ,

ξ(σ ), if σ ′ is contained in the compatibly oriented i-simplex σ ∈ T

(σ ′ ∈ S an i-simplex). Thus we have a restriction map

Ci(X) −→ Ci(U).

Note that |ξ |U | = |ξ |∩U. In particular for open subsets V ⊂ U, we have restrictions

Ci(U) −→ Ci(V ),

which are functorial with respect to inclusions of open subsets. Now U has an in-
duced filtration

U ⊃ U ∩ Xn−2 ⊃ U ∩ Xn−3 ⊃ · · · ⊃ U ∩ X0 ⊃ ∅,

and we can consider the group of intersection i-chains on U, IC
p̄
i (U) ⊂ Ci(U). For

open subsets V ⊂ U, the composition

IC
p̄
i (U) ↪→ Ci(U) −→ Ci(V )

factors through IC
p̄
i (V ), and we have functorial restrictions

IC
p̄
i (U) −→ IC

p̄
i (V ).

Therefore the assignment
U �→ IC

p̄
i (U)

defines a presheaf on X. If {Uα} is an open cover of U ⊂ X and ξα ∈ IC
p̄
i (Uα)

chains such that ξα|Uα∩Uβ = ξβ |Uα∩Uβ , all α, β, then there exists a unique inter-

section chain ξ ∈ IC
p̄
i (U) with ξ |Uα = ξα, all α. Hence, the presheaf satisfies the

unique gluing condition (G) (Sect. 1.1) and is a sheaf.

Definition 4.1.17 The sheaf
U �→ IC

p̄
i (U)

is called the perversity p̄ intersection chain sheaf on X and denoted by IC−i
p̄ (X) ∈

Sh(X). The sheaf-complex IC•̄
p(X) ∈ Cb(X) of perversity p̄ intersection chains on

X is given in degree j by
(IC•̄

p(X))j = ICj
p̄(X)

and has differentials
IC−i

p̄ (X) −→ IC−i+1
p̄ (X)

induced by
∂i : IC

p̄
i (U) −→ IC

p̄

i−1(U).
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Our indexing convention is thus homology superscripts and agrees with the no-
tation used in the original paper [GM83]. We have

Γ (U ; IC−i
p̄ (X)) = IC

p̄
i (U).

Our immediate next goal is to show that IC•̄
p(X) is soft. If K ⊂ X is a closed PL

subspace and ξ ∈ IC
p̄
i (K), then we can triangulate X so that K is triangulated by

a subcomplex and moreover ξ is a simplicial chain with respect to the subcomplex.
This simplicial chain may of course be regarded as an element of Ci(X), but unfor-
tunately it will not in general be in IC

p̄
i (X), since, e.g., the intersection conditions

imply that an intersection chain ξ ∈ IC
p̄
i (X) is never contained in the singular set Σ.

Thus we have to use a slightly more elaborate argument.
Godement [God58, Chapitre II, §3.3] proves

Theorem 4.1.18 If X is a paracompact topological space, A ∈ Sh(X), and K ⊂ X

a closed subspace, then
Γ (K; A) = lim−→

U⊃K

Γ (U ; A)

(U ranges over all open neighborhoods of K in X).

If T is any simplicial complex and v ∈ T a vertex, let St (v, T ) denote the closed
star of v in T .

Proposition 4.1.19 IC•̄
p(X) is soft.

Proof. Let K ⊂ X be a closed subspace and ξ ∈ Γ (K; IC−i
p̄ (X)) a section over K.

By Theorem 4.1.18, ξ is represented by a section

ξ̂ ∈ Γ (U ; IC−i
p̄ (X)) = IC

p̄
i (U),

over some open neighborhood U ⊃ K of K. For an admissible triangulation T

of U, let K(T ) be the set of vertices of simplices in T that intersect K. Choose a
triangulation T of U such that ξ̂ is simplicial with respect to T , every U ∩ Xi is
covered by a subcomplex of T , and

N =
⋃

v∈K(T )

St (v, T ′)

(T ′ the first barycentric subdivision of T ) is closed in X. For each vertex v ∈ T ,

ξ̂ ∩ St (v, T ′) is in IC
p̄
i (X) because St (v, T ′) is transverse to the strata of X, that is,

St (v, T ′) ∈ IC 0̄
n(X), so that ξ̂ ∩ St (v, T ′) ∈ IC

p̄+0̄
i (X) = IC

p̄
i (X). Thus

ξ̂ ∩ N ∈ Γ (X; IC−i
p̄ (X)) = IC

p̄
i (X)

is a global section which restricts to ξ ∈ Γ (K; IC−i
p̄ (X)). ��
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Corollary 4.1.20 IH
p̄
i (X) ∼= H−i (X; IC•̄

p(X)).

In the derived category Db(X), the complex IC•̄
p(X) is characterized by a cer-

tain set of axioms, which correspond to key properties of the incarnation of IC•̄
p(X)

constructed by using PL chains on X. A good starting point is to understand where
on X and in which range the derived sheaves of IC•̄

p(X) can have nonzero stalks.

Proposition 4.1.21 Let x ∈ X and U be a distinguished neighborhood of x in X.

Then the restriction map induces an isomorphism

IH
p̄
i (U)

	−→ H−i (IC•̄
p(X))x.

Proof. Let Xn−k − Xn−k−1 be the pure stratum that contains x and let Lk−1 be the
link of that stratum at x. Write the open cone c◦L on L as L × [0, 1)/∼, (z1, 0) ∼
(z2, 0), all z1, z2 ∈ L. As U is distinguished, we can choose a stratum preserving
PL isomorphism

φ : (−1,+1)n−k × (L × [0, 1)/∼)
	−→ U.

Construct a fundamental system of neighborhoods for x as follows: For 1 ≥ ε > 0,

let
Nε = (−ε, ε)n−k × (L × [0, ε)/∼)

and put Uε = φ(Nε) ⊂ U, so that U = U1. The chain map (4.4) from Example
4.1.16 gives, for each ε > 0, a quasi-isomorphism

τ≥k−p̄(k)−1ICp̄• (L) −→ ICp̄• (Nε)[n − k + 1].
If ε > δ > 0, then Nδ ⊂ Nε and we have a restriction map

ICp̄• (Nε) −→ ICp̄• (Nδ).

Restricting commutes with suspending and we obtain a commutative diagram

τ≥k−p̄(k)−1IC
p̄• (L)

IC
p̄• (Nε)[n − k + 1] restr

IC
p̄• (Nδ)[n − k + 1]

(4.9)
For each ε > 0, φ| : Nε

	→ Uε induces

ICp̄• (Nε)
	−→ ICp̄• (Uε)

such that the square
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IC
p̄• (Nε)[n − k + 1] restr−−−−→ IC

p̄• (Nδ)[n − k + 1]
	
⏐
⏐
�φ|∗ φ|∗

⏐
⏐
�	

IC
p̄• (Uε)[n − k + 1] restr−−−−→ IC

p̄• (Uδ)[n − k + 1]
(4.10)

commutes (ε > δ > 0). Taking homology in diagram (4.9), we see that

IH
p̄∗ (Nε)

	−→ IH
p̄∗ (Nδ)

is an isomorphism. Thus, taking homology in diagram (4.10) confirms that

IH
p̄∗ (Uε)

	−→ IH
p̄∗ (Uδ)

is an isomorphism. As restrictions are functorial with respect to inclusions of open
subsets, we have the commutative diagram

IH
p̄
i (U)

	 	

IH
p̄
i (Uε)

	
IH

p̄
i (Uδ)

and hence an isomorphism

IH
p̄
i (U)

	−→
restr

lim
ε→0

IH
p̄
i (Uε). (4.11)

Now
H−i (IC•̄

p(X)) = Sheaf(V �→ H−iΓ (V ; IC•̄
p(X)))

(V ⊂ X open), and the stalk at x is given by

H−i (IC•̄
p(X))x = lim−→

V 
x

H−iΓ (V ; IC•̄
p(X))

= lim
ε→0

H−iΓ (Uε; IC•̄
p(X))

= lim
ε→0

H−i (IC
p̄
−•(Uε))

= lim
ε→0

IH
p̄
i (Uε).

Thus (4.11) is an isomorphism

IH
p̄
i (U)

	−→ H−i (IC•̄
p(X))x. ��

There is an analogous statement for deleted distinguished neighborhoods. Set
Uk = X − Xn−k, k ≥ 2, and let ik : Uk ↪→ Uk+1 be the inclusions.

Proposition 4.1.22 Let x ∈ Xn−k−Xn−k−1 and U be a distinguished neighborhood
of x in X. Then restriction from the deleted neighborhood U ∩ Uk = U − Xn−k

induces an isomorphism

IH
p̄
i (U ∩ Uk)

	−→ H−i (ik∗IC•̄
p(X)|Uk

)x.
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Proof. We use the notation from the proof of Proposition 4.1.21. Using chain map
(4.5) in Example 4.1.16, we have for each 1 > ε > 0 a quasi-isomorphism

ICp̄• (L) −→ ICp̄• (Nε − ((−ε, ε)n−k × {c}))[n − k + 1]
which we employ as in the proof of Proposition 4.1.21 to see that restriction induces
an isomorphism

IH
p̄∗ (Uε ∩ Uk)

	−→ IH
p̄∗ (Uδ ∩ Uk),

ε > δ > 0, and thus

IH
p̄
i (U ∩ Uk)

	−→
restr

lim
ε→0

IH
p̄
i (Uε ∩ Uk).

The derived sheaf is given by

H−i (ik∗IC•̄
p(X)|Uk

) = Sheaf(V �→ H−iΓ (V ; ik∗IC•̄
p(X)|Uk

))

= Sheaf(V �→ H−iΓ (V ∩ Uk; IC•̄
p(X)|Uk

))

and its stalk over x is

H−i (ik∗IC•̄
p(X)|Uk

)x = lim−→
V 
x

H−iΓ (V ∩ Uk; IC•̄
p(X)|Uk

)

= lim
ε→0

IH
p̄
i (Uε ∩ Uk). ��

Combining Proposition 4.1.21 with our calculation of the intersection homology
of distinguished neighborhoods in Example 4.1.16, we obtain

Proposition 4.1.23 The derived sheaves of the complex IC•̄
p(X) of intersection

chains satisfy the vanishing condition

Hj (IC•̄
p(X)|Uk+1) = 0, for j > p̄(k) − n, k ≥ 2.

Proof. Suppose x ∈ Xn−l − Xn−l−1, l ≤ k, and let U be a distinguished neighbor-
hood of x in X. Then

Hj (IC•̄
p
(X))x ∼= IH

p̄
−j

(U) (by Proposition 4.1.21)

∼= IH
p̄
−j

(Rn−l × c◦L) (since U is distinguished)

∼=
{

IH
p̄
−j−(n−l+1)

(L), −j ≥ n − p̄(l)

0, −j < n − p̄(l)
((4.7) in Example 4.1.16).

So if j > p̄(k) − n, then −j < n − p̄(l) (as l ≤ k implies p̄(l) ≤ p̄(k)) and

Hj (IC•̄
p(X))x = 0. ��
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Recall that if A ∈ Sh(Uk+1) is any sheaf on Uk+1, then there is the canonical
adjunction morphism

A −→ ik∗i∗k A

induced by the restriction of sections (U ⊂ Uk+1 open)

Γ (U ; A) → Γ (U ∩ Uk; A|Uk
) = Γ (U ; ik∗i∗k A),

see the proof of Proposition 1.1.11. Let jk denote the inclusion jk : Uk+1 − Uk ↪→
Uk+1. The following “attaching property” measures in what range IC•̄

p(X)|Uk+1 can
be reconstructed (up to quasi-isomorphism) from IC•̄

p(X)|Uk
by pushing forward to

Uk+1.

Proposition 4.1.24 The map on derived sheaves

Hj (j∗
k IC•̄

p(X)|Uk+1) → Hj (j∗
k ik∗i∗k IC•̄

p(X)|Uk+1)

induced by the canonical adjunction

IC•̄
p(X)|Uk+1 → ik∗i∗k (IC•̄

p(X)|Uk+1)

is an isomorphism for j ≤ p̄(k) − n.

Proof. If −j ≥ n − p̄(k) then by (4.7), Example 4.1.16,

IH
p̄
−j (U) ∼= IH

p̄

−j−(n−k+1)(L),

where U is a distinguished neighborhood of a point x ∈ Uk+1 − Uk = Xn−k −
Xn−k−1, so that there is a stratum preserving isomorphism U ∼= R

n−k × c◦L. By
(4.8), Example 4.1.16,

IH
p̄
−j (U ∩ Uk) ∼= IH

p̄

−j−(n−k+1)(L),

and we have the commutative diagram

IH
p̄

−j−(n−k+1)(L)

	 	

IH
p̄
−j (U)

restr
IH

p̄
−j (U ∩ Uk)

whence the restriction

IH
p̄
−j (U)

	−→ IH
p̄
−j (U ∩ Uk)

is an isomorphism, provided −j ≥ n− p̄(k). In the commutative diagram of restric-
tions
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IH
p̄
−j (U)

	−−−−→ IH
p̄
−j (U ∩ Uk)

	
⏐
⏐
�

⏐
⏐
�	

Hj (IC•̄
p(X))x −−−−→ Hj (ik∗i∗k IC•̄

p(X))x

the left vertical map is an isomorphism by Proposition 4.1.21, and the right vertical
map is an isomorphism by Proposition 4.1.22. Thus

Hj (IC•̄
p(X))x

	−→ Hj (ik∗i∗k IC•̄
p(X))x

is an isomorphism. ��
Definition 4.1.25 Let X be a topological space and Ξ a filtration X = Xn ⊃
Xn−1 ⊃ · · · ⊃ X0 ⊃ X−1 = ∅ by closed subsets. A complex of sheaves A• ∈ C(X)

on X is called cohomologically locally constant with respect to Ξ , if for all i and all
0 ≤ j ≤ n, Hi (A•)|Xj −Xj−1 is locally constant. We say that A• is constructible with
respect to the filtration Ξ , if A• is cohomologically locally constant with respect to
Ξ and its cohomology sheaves have finitely generated stalks.

We denote the full subcategory of Db(X) consisting of all constructible bounded
complexes of sheaves by Db

c (X).

If X is a topological pseudomanifold and A• ∈ Db
c (X), then evaluation induces

an isomorphism

A• 	−→ DXDXA•.
Proposition 4.1.26 The complex IC•̄

p(X) of intersection PL-chains on the PL strat-
ified pseudomanifold X is constructible.

Motivated by our study of the properties of IC•̄
p(X) (Propositions 4.1.23 and

4.1.24), we adopt the following set of axioms:

Definition 4.1.27 We say that a complex of sheaves A• ∈ Db
c (X) in the constructible

derived bounded category of X satisfies the set of axioms [AX], if

(AX0): (Normalization) A•|X−Σ
∼= RX−Σ [n], the constant sheaf on X − Σ.

(AX1): (Lower Bound) Hi (A•) = 0 for all i < −n,

(AX2): (Vanishing Condition) Hi (A•|Uk+1) = 0 for all i > p̄(k) − n, k ≥ 2.

(AX3): (Attaching Condition) The maps

Hi (j∗
k A•|Uk+1) → Hi (j∗

k Rik∗i∗k A•|Uk+1)

are isomorphisms for i ≤ p̄(k) − n and k ≥ 2.

Remarks 4.1.28

1. We may more generally replace (AX0) by the requirement that A•|X−Σ
∼= S[n],

where S is a local coefficient system, i.e. a locally constant sheaf, on X − Σ.

2. Rik∗ is the right derived functor Rik∗ : Db(Uk) −→ Db(Uk+1) of ik∗, see
Sect. 2.4.3. In the preceding discussion it was permissible to use ik∗ because
IC•̄

p(X) is soft.



90 4 Intersection Homology

3. We will see later that the assumption that A• be constructible is redundant. Con-
structibility follows from (AX0)–(AX3).

Let k be a field. By considering simplicial i-chains

ξ : {σ ∈ T |σ an oriented i-simplex} −→ k

(T an admissible triangulation of X), we obtain Borel–Moore homology Hi(X; k)

with coefficients in k, as well as intersection homology IH
p̄
i (X; k) with coefficients

in k. The corresponding complex of sheaves IC•̄
p(X; k) is a complex of sheaves of

k-vector spaces.
From now on, we shall take k = R and write IC•̄

p(X) = IC•̄
p(X; R) unless

otherwise specified.

Theorem 4.1.29 Let IC•̄
p(X) be the sheaf-complex of intersection PL-chains on the

oriented PL stratified pseudomanifold Xn. Then IC•̄
p(X) satisfies [AX].

Proof. IC•̄
p(X) is bounded by definition and constructible by Proposition 4.1.26.

We show that it satisfies the normalization (AX0) over the top-stratum X − Σ : Let
C−i (X) denote the sheaf

U �→ Ci(U)

of all (R-valued) PL i-chains on X so that there is a canonical morphism

IC•̄
p(X) −→ C•(X)

induced by the inclusion of chains. If U ⊂ X − Σ, then

IC
p̄
i (U) −→ Ci(U)

is an isomorphism (since chains on U do not intersect the singular set Σ at all), and
thus

IC•̄
p(X)|X−Σ

	−→ C•(X)|X−Σ.

Therefore, it suffices to prove

H−i (C•(X)|X−Σ) ∼=
{

RX−Σ, i = n,

0, i 
= n.

The derived sheaf is given by (U ⊂ X − Σ open)

H−i (C•(X)|X−Σ) = Sheaf(U �→ H−iΓ (U ; C•(X)))

= Sheaf(U �→ Hi(U)).

If i 
= n, then for U a small Euclidean neighborhood, Hi(U) = Hi(R
n) = 0. Now

let i = n. By the universal coefficient sequence for Borel–Moore homology

0 → Ext(Hn+1
c (U ; R), R) → Hn(U ; R) → Hom(Hn

c (U ; R), R) → 0,
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cf. [Ive86, Proposition VIII.1.6], we have

Hn(U) ∼= Hom(Hn
c (U), R).

Hence H−n(C•(X)|X−Σ) is the orientation sheaf OX−Σ on X − Σ, given by

U �→ Hom(Hn
c (U), R),

see Sect. 3.5. As X is oriented, we have an identification

OX−Σ
∼= RX−Σ,

and so
H−n(C•(X)|X−Σ) ∼= OX−Σ

∼= RX−Σ.

The lower bound condition (AX1) is clearly satisfied by IC•̄
p(X). The vanishing

condition (AX2) is Proposition 4.1.23, and the attaching condition (AX3) is Proposi-
tion 4.1.24. ��

We discuss an alternative description of the attaching axiom (AX3). Let K ⊂ X

be a closed subset with inclusion j : K ↪→ X and complementary inclusion i :
X − K ↪→ X. Let B ∈ Sh(X) be an injective sheaf on X. We would first like to
obtain a functorial description of the kernel of the adjunction morphism

B −→ i∗i∗B.

If U ⊂ X is any open subset, then this morphism is the restriction of sections

Γ (U ; B)
restr−→ Γ (U − K; B).

This map is surjective, since injectivity of B implies injectivity of B|U , which in turn
implies that B|U is flabby. The kernel of the restriction is

{s ∈ Γ (U ; B)| s|U−K = 0} = ΓU∩K(U ; B).

Consequently, there is a short exact sequence

0 → ΓU∩K(U ; B) −→ Γ (U ; B) −→ Γ (U − K; B) → 0.

As taking direct limits is an exact functor, this induces a short exact sequence

So in Db(X), we get a distinguished triangle
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j∗j !B• B•

Ri∗i∗B•
[1]

Suppose A• satisfies [AX] and consider the distinguished triangle

j !
kA• j∗

k A•

j∗
k Rik∗i∗k A•

[1]

Then
(AX3) Hi (j∗

k A•|Uk+1)
∼=−→ Hi (j∗

k Rik∗i∗k A•|Uk+1)

for i ≤ p̄(k) − n iff

(AX3′) Hi (j !
kA•) = 0, i ≤ p̄(k) − n + 1.

If Mm is a manifold of dimension m and fx : {x} ↪→ M denotes the inclusion of a
point, then the identity

f !
xB• = f ∗

x B•[−m] (4.12)

holds for cohomologically locally constant B•. Let jx : {x} ↪→ X be the inclusion
of a point into X. Factoring jx as

{x} fx
↪→ Xn−k − Xn−k−1

jk
↪→ X

and using (4.12), we see that (AX3′) is furthermore equivalent to

(AX3′′) Hi (j !
xA•) = 0, i ≤ p̄(k) − k + 1, x ∈ Xn−k − Xn−k−1.

The complex j !
xA• is often referred to as the costalk of A• at x, and (AX3′′) is a

costalk vanishing condition.

4.2 Deligne’s Sheaf

We have defined the intersection chain complex IC•̄
p(X) for a PL stratified pseudo-

manifold X, and have verified that it satisfies the system of axioms [AX]. Deligne’s
sheaf as constructed in [GM83] is an object in the (constructible, bounded) derived
category, which is defined on any topological stratified pseudomanifold (not assum-
ing a piecewise linear structure), and which, by its very definition, satisfies [AX]. The
key advantage of introducing [AX] is that it uniquely characterizes a sheaf complex
up to isomorphism in the derived category, see Theorem 4.2.1 below. It follows that
Deligne’s sheaf is isomorphic to IC•̄

p(X), as constructed in Sects. 4.1.3 and 4.1.4 for
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PL spaces. After this has been established, we will in fact use the notation IC•̄
p(X) for

any incarnation of the isomorphism class characterized by [AX], and still call it the
perversity p̄ intersection chain sheaf. The purely sheaf theoretic axiomatic approach
via Deligne’s functorial construction has thus several advantages: It is defined on any
topological pseudomanifold, and does not assume any additional geometric struc-
ture.1 Even more seriously, the efficient characterization by axioms in the derived
category allows for dramatically simpler proofs. For example, proving generalized
Poincaré duality is fairly challenging using combinatorial chains (see [GM80]), but
reduces to a relatively straightforward check of axioms for the Verdier-dual complex
in the framework of derived categories (see Theorem 4.4.1 below).

Let X be any n-dimensional topological stratified pseudomanifold. Deligne’s
sheaf S• for perversity p̄ is defined by the formula

S• = τ≤p̄(n)−nRin∗ · · · τ≤p̄(3)−nRi3∗τ≤p̄(2)−nRi2∗RX−Σ [n] (4.13)

as an object in Db
c (X). Here, the ik are the open inclusions of Sect. 4.1.4 (that is,

Uk = X − Xn−k, k ≥ 2, ik : Uk ↪→ Uk+1), X − Σ = U2 is the top stratum, Rik∗
is the derived functor of ik∗ (see Examples 2.4.22), and τ≤l is the truncation from
Sect. 1.3 which is well-defined on the derived category by Remark 2.4.13. Clearly,
S• satisfies [AX] (the truncations τ≤p̄(k)−n are designed precisely so that the stalk
vanishing condition (AX2) holds).

Theorem 4.2.1 If A• ∈ Db(X) satisfies [AX], then A• ∼= S•.

Proof. We proceed by induction on the codimension of strata. On U2 = X − Σ,

A•|U2
∼= RU2[n] ∼= S•|U2

by the normalization (AX0). Suppose inductively we have constructed A•|Uk
∼=

S•|Uk
. We shall first extend it to a morphism over Uk+1, then check that it is an

isomorphism. The adjunction morphism

A•|Uk+1 −→ Rik∗i∗k (A•|Uk+1)

induces a morphism

τ≤p̄(k)−nA•|Uk+1 −→ τ≤p̄(k)−nRik∗i∗k (A•|Uk+1).

Using the stalk condition (AX2) and the induction hypothesis, we construct the com-
position

A•|Uk+1
∼= τ≤p(k)−nA•|Uk+1 −→ τ≤p̄(k)−nRik∗i∗k (A•|Uk+1)

∼= τ≤p̄(k)−nRik∗(A•|Uk
)

∼= τ≤p̄(k)−nRik∗S•|Uk

= S•|Uk+1,

1 It should be pointed out however that using appropriate “singular intersection chains” it is
possible to define intersection homology of topological pseudomanifolds without employ-
ing sheaf machinery [Kin85].
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defining the morphism A•|Uk+1 → S•|Uk+1 . It extends the isomorphism over Uk,

whence it remains to be shown that it is an isomorphism over Uk+1 − Uk:

j∗
k A• ∼= j∗

k τ≤p̄(k)−nA• ∼= j∗
k τ≤p̄(k)−nRik∗i∗k A•|Uk+1 ,

by the attaching condition (AX3). Thus we have A•|Uk+1

	−→ S•|Uk+1 . ��
Corollary 4.2.2 For a PL stratified pseudomanifold X, IC•̄

p(X) ∼= S• in Db
c (X).

Remark 4.2.3 In Theorem 4.2.1 it was not necessary to assume that A• be con-
structible. Since S• is constructible by its definition via Deligne’s formula, Theo-
rem 4.2.1 shows that any A• satisfying (AX0)–(AX3) is automatically constructible.
This was claimed in Remark 4.1.28(3).

Henceforth, we shall write IC•̄
p(X) to denote any incarnation of the isomorphism

class uniquely characterized by [AX]. The intersection homology groups (“with in-
finite chains”) are defined as the hypercohomology of such a complex:

IH
p̄
i (X) = H−i (X; IC•̄

p(X)).

Let p̄ ≤ q̄. If we think of IC•̄
p(X) and IC•̄

q(X) as being defined by the formula
(4.13), then the canonical inclusion of complexes τ≤a → τ≤b, a ≤ b, induces a
canonical morphism

IC•̄
p(X) −→ IC•̄

q(X). (4.14)

4.3 Topological Invariance of Intersection Homology

Theorem 4.3.1 Let Xn be a topologically stratifiable pseudomanifold, let Ξ1 and
Ξ2 be two stratifications of X. If IC•

Ξ1
(X) and IC•

Ξ2
(X) denote the perversity p̄

intersection chain sheaves as constructed by the Deligne formula applied to Ξ1 and
Ξ2, respectively, then

IC•
Ξ1

(X) ∼= IC•
Ξ2

(X)

in Db(X).

Proof. We proceed as in [B+84, V]. The axiomatics [AX] of Definition 4.1.27 de-
pends on a fixed stratification Ξ of X. Throughout this proof, we will indicate this
dependence by writing [AX]Ξ . The argument will be structured as follows:

• Step 1. Introduce a more intrinsic axiomatics [AXintr]Ξ , which depends on the
stratification Ξ only very weakly.

• Step 2. [AX]Ξ ⇔ [AXintr]Ξ .
• Step 3. Construct an intrinsic sheaf complex IC•

intr(X), which satisfies [AXintr]Ξ
for every topological stratification Ξ of X.

• Step 4. Establish IC•
Ξ1

(X) ∼= IC•
Ξ2

(X) via IC•
intr(X).
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Step 1. For j = 0, 1, 2, . . . , set

p̄−1(j) =
{

min{k : p̄(k) ≥ j}, j ≤ p̄(n),

∞, j > p̄(n).

Thus
p̄(k) ≥ j ⇐⇒ k ≥ p̄−1(j) for 2 ≤ k ≤ n.

The axiomatic system [AXintr]Ξ involves the j -th cohomological supports

{x ∈ X : Hj(ι∗xA•) 
= 0}
and the j -th cohomological cosupports

{x ∈ X : Hj(ι!xA•) 
= 0},
where ιx : {x} ↪→ X and A• ∈ D(X). We say that a complex of sheaves A• satisfies
the set of axioms [AXintr]Ξ with respect to a filtration Ξ of X by closed subsets

X = Xn ⊃ Σ = Xn−2 ⊃ Xn−3 ⊃ · · · ⊃ X0,

if

(AX0)intr: (Normalization) A• is bounded, cohomologically locally constant with
respect to Ξ , and A•|X−Σ

∼= RX−Σ [n],
(AX1)intr: (Lower Bound) Hj (A•) = 0 for all j < −n,

(AX2)intr: (Support Dimensions)

dim{x ∈ X : Hj(ι∗xA•) 
= 0} ≤ n − p̄−1(j + n) for all j > −n,

(AX3)intr: (Cosupport Dimensions)

dim{x ∈ X : Hj(ι!xA•) 
= 0} ≤ n − q̄−1(−j) for all j < 0,

where q̄ is the complementary perversity to p̄.

Here, dim may be taken to be the topological dimension of Hurewicz and Wallman
[HW41]. Note that only (AX0)intr involves the filtration Ξ . It is not assumed that A•
is constructible with respect to Ξ .

Step 2. (AX2) ⇒ (AX2)intr: Fix j > −n. Let x be a point in the j -th cohomolog-
ical support set S of A•. If k is such that p̄(k)−n < j , then, by (AX2), Hj(A•

y) = 0
for all y ∈ Uk+1 = X − Xn−(k+1). Hence x 
∈ Uk+1, i.e. x ∈ Xn−(k+1). Since
j > −n, p̄(2) − n = −n < j , so that {k : p̄(k) − n < j} 
= ∅. Let

K = max{k : p̄(k) − n < j}.
The maximality implies that p̄(K + 1) ≥ j + n, that is, K + 1 ≥ p̄−1(j + n). As
S ⊂ Xn−(K+1), the monotonicity of dimension implies
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dim S ≤ dim Xn−(K+1) ≤ n − (K + 1) ≤ n − p̄−1(j + n).

(AX0)intr&(AX2)intr ⇒ (AX2): We must show that if x ∈ Xn−k − Xn−k−1
is a point such that Hj(A•

x) 
= 0, then j ≤ p̄(k) − n. Let S again be the j -
th cohomological support set of A•. By (AX0)intr, A• is cohomologically locally
constant with respect to Ξ , whence Hj (A•)|Xn−k−Xn−k−1 is locally constant. Thus
x ∈ S ∩ (Xn−k − Xn−k−1) has an open neighborhood U ⊂ Xn−k − Xn−k−1 with
Hj(A•

y) 
= 0 for all y ∈ U . Consequently U ⊂ S and

n − k = dim U ≤ dim S ≤ n − p̄−1(j + n)

by (AX2)intr. We conclude that k ≥ p̄−1(j + n), i.e. p̄(k) ≥ j + n.

The equivalence of the cosupport dimension axiom and the costalk vanishing
condition (AX3′′) is shown similarly. As we have seen earlier, the attaching condi-
tion (AX3) is equivalent to (AX3′′).

Step 3. Given a filtration Ξ of X consisting of closed subsets

X = Xn(Ξ) ⊃ Xn−2(Ξ) ⊃ Xn−3(Ξ) ⊃ · · · ⊃ X0(Ξ),

we write Uk(Ξ) = X−Xn−k(Ξ), ik(Ξ) : Uk(Ξ) ↪→ Uk+1(Ξ), jk(Ξ) : Xn−k(Ξ)−
Xn−k−1(Ξ) ↪→ Uk+1(Ξ). Let

IC•
Ξ(X) = τ≤p̄(n)−nRin(Ξ)∗ · · · τ≤p̄(3)−nRi3(Ξ)∗τ≤p̄(2)−nRi2(Ξ)∗RU2(Ξ)[n]

and
IC•

Ξ,k(X) = IC•
Ξ(X)|Uk(Ξ).

By induction on k, one can construct an intrinsic filtration Ξintr of X such that

(i) every nonempty Xn−k(Ξintr)−Xn−k−1(Ξintr) is a manifold of dimension n−k,
(ii) jk(Ξintr)

∗IC•
Ξintr,k+1(X) is cohomologically locally constant,

(iii) jk(Ξintr)
!IC•

Ξintr,k+1(X) is cohomologically locally constant, and
(iv) for every topological stratification Ξ of X, Xn−k(Ξintr) − Xn−k−1(Ξintr) is a

union of connected components of pure strata of Ξ , and Uk(Ξ) ⊂ Uk(Ξintr).

(For details of this construction, cf. [B+84, V]. For k = 2, start by taking U2(Ξintr)

to be the largest open submanifold of X, that is, the union of all open submanifolds
of X.) Put IC•

intr(X) = IC•
Ξintr

(X). By construction, IC•
intr(X) satisfies [AX]Ξintr . By

step 2, it satisfies [AXintr]Ξintr . Let Ξ be any topological stratification of X. Since
U2(Ξ) is an open submanifold of X, we have U2(Ξ) ⊂ U2(Ξintr) and therefore
(AX0intr) holds for Ξ . The other three axioms are stratification independent. Thus
IC•

intr(X) satisfies [AXintr]Ξ .

Step 4. Let Ξ1 and Ξ2 be two topological stratifications of X. By construc-
tion, IC•

Ξ1
(X) satisfies [AX]Ξ1 . By step 3, IC•

intr(X) satisfies [AXintr]Ξ1 . By step 2,
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IC•
intr(X) satisfies [AX]Ξ1 . Theorem 4.2.1 applied to Ξ1 asserts that IC•

Ξ1
(X) ∼=

IC•
intr(X) in D(X). The same argument applied to Ξ2 yields an isomorphism

IC•
Ξ2

(X) ∼= IC•
intr(X). Thus IC•

Ξ1
(X) ∼= IC•

Ξ2
(X). ��

Let X be a pseudomanifold with topological stratification Ξ , let Y be a pseudo-
manifold with topological stratification Υ , and let f : X → Y be any homeomor-
phism. Then the pullback filtration f ∗Υ , given by

f −1(Yn(Υ )) ⊃ f −1(Yn−2(Υ )) ⊃ f −1(Yn−3(Υ )) ⊃ · · · ⊃ f −1(Y0(Υ )),

is a topological stratification of X and

f ∗IC•
Υ (Y ) ∼= IC•

f ∗Υ (X).

By Theorem 4.3.1, IC•
f ∗Υ (X) ∼= IC•

Ξ(X). These isomorphisms induce an isomor-
phism of the intersection homology groups of (X,Ξ) and (Y, Υ ):

Hj (Y ; IC•
Υ (Y )) ∼= Hj (X; f ∗IC•

Υ (Y )) ∼= Hj (X; IC•
Ξ(X)).

4.4 Generalized Poincaré Duality on Singular Spaces

We will establish a nondegenerate intersection pairing between complementary inter-
section homology groups of a closed oriented topological stratified pseudomanifold.
The term “complementary” is understood to mean complementary dimensions and
complementary perversities. In fact, the pairing will be induced on hypercohomology
by a Verdier-duality statement on the sheaf level.

We will use the following identities for the stalks and costalks of a constructible
complex of sheaves: Let A• ∈ Db

c (X), x ∈ X, and Ux a small distinguished open
neighborhood of x. Then an argument involving the hypercohomology spectral se-
quence (Proposition 1.3.5) shows

Hi (A•)x ∼= Hi (Ux; A•)
Hi (j !

xA•) ∼= Hi
c(Ux; A•).

Recall that two perversities p̄, q̄ are complementary if p̄ + q̄ = t̄ , the top perver-
sity. In the following theorem, D denotes the Borel–Moore–Verdier dualizing functor
from Sect. 3.4 (Definition 3.4.2, but use real coefficients).

Theorem 4.4.1 Let X be an oriented topological pseudomanifold and p̄, q̄ comple-
mentary perversities. Then there exists an isomorphism

DIC•̄
q(X)[n] ∼= IC•̄

p(X)

extending the orientation over X − Σ.

Proof. By Theorem 4.2.1, we only have to show that DIC•̄
q [n] satisfies [AX] for p̄.
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(AX0): Since i2 is an open inclusion, we have i∗2 = i!2 (see Examples 3.3.3). By
Proposition 3.4.5, Di∗2 ∼= i!2D = i∗2D. Hence

i∗2DIC•̄
q [n] ∼= D(i∗2 IC•̄

q)[n] ∼= D(RU2[n])[n] ∼= D
•
U2∼= OU2[n] ∼= RU2[n].

Here, we are using Proposition 3.5.1, and the last isomorphism is given by the
orientation.

(AX2): Let x ∈ Xn−k − Xn−k−1. We know that

Hi(j !
xIC•̄

q) = 0, i ≤ q̄(k) − k + 1,

by (AX3′′) for q̄. In the following calculations, we will repeatedly make use of
Theorem 3.4.4. We rewrite the stalk of the dual of IC•̄

q :

Hj (DIC•̄
q [n])x ∼= Hj+n(Ux;DIC•̄

q)

∼= Hom(H−j−n
c (Ux; IC•̄

q), R)

∼= Hom(H−j−n(j !
xIC•̄

q), R)

= 0

for −j −n ≤ q̄(k)−k+1, which is equivalent to j > p̄(k)−n as p̄(k)+ q̄(k) =
k − 2.

(AX3): Similarly, the q̄-stalk condition for IC•̄
q implies the p̄-costalk condition for

its dual:

Hj(j !
xDIC•̄

q [n]) ∼= Hj+n
c (Ux;DIC•̄

q)

∼= Hom(H−j−n(Ux; IC•̄
q), R)

∼= Hom(H−j−n(IC•̄
q)x, R)

= 0

for −j − n > q̄(k) − n, which is equivalent to j ≤ p̄(k) − k + 1.
(AX1): Use the calculation from (AX2) and the fact that Hi(j !

xIC•̄
q) = 0 when

i > 0. ��
Generalized Poincaré duality for intersection homology groups follows readily

from Theorem 4.4.1 by taking hypercohomology. Assume X compact.

IH
p̄
i (X) = H−i (X; IC•̄

p)

∼= H−i (X;DIC•̄
q [n])

∼= H−i+n(X;DIC•̄
q)

∼= Hom(Hi−n(X; IC•̄
q), R)

= Hom(IH
q̄
n−i (X), R).

That is, we obtain a nondegenerate bilinear pairing

IH
p̄
i (X) ⊗ IH

q̄
n−i (X) −→ R. (4.15)
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Characteristic Classes and Smooth Manifolds

5.1 Introduction

In order to emphasize the importance of the signature invariant and characteristic
classes such as the L-classes, it is helpful to place them in the context of various
classification schemes for smooth manifolds. Such schemes include various bordism
theories (such as smooth oriented bordism ΩSO∗ , to be reviewed in Sect. 5.2) and
the rather refined method of the surgery program, to be reviewed in Sect. 5.5. These
reviews illustrate the central position which the signature σ(M) ∈ Z of a manifold
M and its L-classes Li(M) ∈ H 4i (M; Q) occupy in both schemes. Consequently, it
is desirable to extend such classes to singular spaces. Among their applications are
then the development of classification frameworks in analogy with frameworks avail-
able for manifolds. As we shall see, these classes share many properties with their
nonsingular counterparts, but there are important differences as well.1 We emphasize
that this chapter is not an introduction to differential topology, but merely a repetito-
rium. For more details, we recommend [MS74,Ran02] and [Lüc02]. Throughout this
chapter, H∗(−) denotes ordinary homology, not Borel–Moore homology.

If M is a closed manifold, then σ(M) is a homotopy invariant of M . This is not
true for open manifolds.

Example 5.1.1 Let B2k be a base-manifold and E,E′ the total spaces of 2k-plane
vector bundles ξ, ξ ′ over B. The Euler number e(ξ) is the self-intersection B ∩ B of
B in E as the zero section. Thus σ(E) = sign e(ξ) and σ(E′) = sign e(ξ ′) depends
on the vector bundle, whereas E and E′ are homotopy equivalent, since they are
both homotopy equivalent to B.

Even if M is a closed manifold, the Li(M) are not homotopy invariants of M, and
are therefore much more refined. In particular, they can help to distinguish manifolds
in a given homotopy type.

1 Of course, the class L(X) of a singular space X coincides with the classical definition of
the L-class when X is nonsingular.
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Example 5.1.2 There exist infinitely many manifolds Mi, i = 1, 2, . . . in the ho-
motopy type of S2 × S4, distinguished by the first Pontrjagin class of their tangent
bundle p1(T Mi) ∈ H 4(S2 × S4) ∼= Z, namely p1(T Mi) = Ki, K a fixed integer
�= 0.

In fact, we have the following result:

Theorem 5.1.3 (Browder–Novikov) The homotopy type and L-classes determine the
diffeomorphism class of a smooth simply connected manifold of dimension ≥ 5 up to
a finite number of possibilities.

5.2 Smooth Oriented Bordism

For a smooth oriented manifold M , let −M denote the same underlying smooth man-
ifold with the opposite orientation. We say that two smooth oriented closed manifolds
M and M ′ are bordant if there exists a smooth oriented compact manifold W such
that ∂W ∼= M 	−M ′, where ∂W is the boundary of W with the induced orientation,
∼= denotes orientation preserving diffeomorphism, and 	 is disjoint union. This rela-
tion is indeed an equivalence relation, and we denote the equivalence class of M by
[M]. Let ΩSO

n be the set of bordism classes [Mn] of n-dimensional smooth oriented
closed manifolds Mn. We make ΩSO

n into an abelian group by setting

[M1] + [M2] = [M1 	 M2].
The zero element is the bordism class of the empty set (and any manifold which
bounds is a representative for that class). The cartesian product (M1,M2) 
→ M1 ×
M2 induces an associative bilinear product

ΩSO
m × ΩSO

n → ΩSO
m+n

which makes
ΩSO∗ =

⊕

n≥0

ΩSO
n

into a graded ring. The one-element 1 ∈ ΩSO
0 is the bordism class of a point. We

have the identity [Mm
1 × Mn

2 ] = (−1)mn[M2 × M1]. In Sect. 5.4 we shall illustrate
how characteristic classes can be employed to gain insight into the structure of ΩSO∗ .
In fact, we will outline the rational computation of this ring, leaving aside the more
subtle torsion questions.

5.3 The Characteristic Classes of Chern and Pontrjagin

In [Sti36], Stiefel introduced characteristic homology classes for the tangent bundle
of a closed differentiable manifold as those cycles where a given number of vec-
tor fields becomes linearly dependent. Simultaneously, Whitney [Whi35] considered
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sphere bundles over simplicial complexes and constructed (Z- or Z/2-valued) func-
tions on the homology of the complex (later to be phrased as cohomology classes)
that are invariants of the bundle. Pontrjagin obtained new characteristic classes for
orientable smooth manifolds in [Pon47] by investigating the homology of oriented
Grassmann manifolds and, among other remarks, pointed out the bordism invariance
of the associated characteristic numbers. Characteristic classes for complex vector
bundles were developed by Chern in [Che46], where a description in terms of differ-
ential forms constructed from a hermitian metric is given as well.

Let us briefly review the formal axiomatics of Chern and Pontrjagin classes. For
any complex vector bundle ξ over a base space B there are associated Chern classes
ci(ξ) ∈ H 2i (B; Z) (and we define the total Chern class c(ξ) by c(ξ) = ∑∞

0 ci(ξ) ∈
H ∗(B)) such that

1. c0(ξ) = 1.

2. ci(f
∗ξ) = f ∗ci(ξ) for a map f : B ′ → B.

3. c(ξ ⊕ η) = c(ξ)c(η).
4. c(γ ) = 1 − g.

In (4), the generator g ∈ H 2(CP n; Z) is the Poincaré dual of CP n−1 ⊂ CP n and
γ is the tautological line bundle over CP n whose fiber over a point is the line in
C

n+1 which represents that point. The ci are uniquely determined by (1)–(4). We
have ci(ξ) = 0 if i > rank ξ. With n = rank ξ, the top Chern class cn(ξ) = e(ξR) is
the Euler class, where ξR is the underlying real vector bundle of ξ. If M is a smooth
compact oriented manifold with tangent bundle T M then

〈e(T M), [M]〉 = χ(M),

where χ denotes the Euler characteristic (and [M] the fundamental class of M).
Now let ξ be a real vector bundle over B. We define the i-th Pontrjagin class of

ξ to be
pi(ξ) = (−1)ic2i (ξ ⊗ C) ∈ H 4i (B; Z).

(Recall that the Chern classes of odd index of a complexified bundle have order 2.)
The total Pontrjagin class of ξ is p(ξ) = ∑∞

0 pi(ξ) ∈ H ∗(B; Z). These classes
satisfy axioms similar to the ones above:

1. p0(ξ) = 1.

2. pi(f
∗ξ) = f ∗pi(ξ) for a map f : B ′ → B.

3. p(ξ ⊕ η) = p(ξ)p(η) modulo 2-torsion (thus we have actual equality e.g. in
H ∗(B; Q)).

4. p(γR) = 1 + g2.

The last statement for example is deduced from

p0(γR) + p1(γR) = 1 − c2(γR ⊗ C) = 1 − c2(γ ⊕ γ̄ )

= 1 − (c2γ + c1γ c1γ̄ + c2γ̄ ) = 1 + (c1γ )2.



102 5 Characteristic Classes and Smooth Manifolds

5.4 The Rational Calculation of ΩSO∗

The investigation of the rational structure of the ΩSO
i falls into two parts: In the first

part, we shall construct a set of generators and use characteristic classes to verify
their linear independence. This gives in particular a lower bound on the rank of the
bordism groups. In the second part, we use Thom spaces and Serre’s theorem to
establish the same number as an upper bound for the rank.

5.4.1 The Lower Bound

Our goal is to see that

{[CP 2i1 × · · · × CP 2ir ]|(i1, . . . , ir ) a partition of k} (5.1)

is a set of linearly independent elements in Ω4k (we abbreviate Ωi = ΩSO
i ). Thus a

first basic problem is even: how to prove that a given element is nonzero? To attack
this problem, we introduce characteristic numbers: Given a partition I = (i1, . . . , ir )

of k, we define
pI [M] = 〈pi1(T M) · · · pir (T M), [M4k]〉.

Example 5.4.1 We have c(CP n) = (1 + g)n+1 and p(CP n) = (1 + g2)n+1, where
here g is the generator g = −c1(γ ) ∈ H 2(CP n). Hence pi(CP n) = (

n+1
i

)
g2i and

pI [CP 2n] =
(

2n + 1

i1

)

· · ·
(

2n + 1

ir

)

.

Suppose now that M4k is a boundary, M = ∂W. Then T W |M = T M ⊕ ε1

(εm denotes the trivial m-plane bundle) and pi(M) = pi(T M ⊕ε1) = pi(T W |M) =
pi(W)|M. Thus, with ι : M ↪→ W the inclusion of the boundary, we have

〈pI (T M), [M]〉 = 〈ι∗pI (T W), [M]〉 = 〈pI (T W), ι∗[M]〉.
Now ι∗[M] = 0, as M bounds W . We have obtained Pontrjagin’s theorem: If M4k

is a boundary, then every pI [M4k] = 0. Using this fact and the above example, we
conclude that

[CP 2n] �= 0 ∈ Ω4n.

We remark that CP 2n+1 bounds, as it can be written as the total space of a 2-sphere
bundle over quaternionic space HP n (which bounds the corresponding disk bun-
dle). Pontrjagin’s theorem also implies that M4k 
→ pI [M4k] induces a well-defined
group homomorphism Ω4k → Z.

Now let us investigate the linear independence of the elements of (5.1). We will
write CP I = CP 2i1 × · · · × CP 2ir , where I is a partition of k. Suppose there were
integers λI such that ∑

I

λI [CP I ] = 0 ∈ Ω4k

(summation over all partitions I of k). Then for each partition J,
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∑

I

λIpJ [CP I ] = 0,

i.e. the matrix
(pJ [CP I ])I,J

is singular.

Example 5.4.2 We calculate this matrix for k = 4, and verify that it is nonsingular.
Hence the rank of Ω16 is at least 5. In the present example, cohomology will be taken
with rational coefficients. With the notation

H ∗(CP 2) = Q[x]/(x3 = 0), x ∈ H 2(CP 2) : x = −c1(γ ), 〈x2, [CP 2]〉 = +1,

H ∗(CP 4) = Q[y]/(y5 = 0), y ∈ H 2(CP 4) : y = −c1(γ ), 〈y4, [CP 4]〉 = +1,

H ∗(CP 6) = Q[z]/(z7 = 0), z ∈ H 2(CP 6) : z = −c1(γ ), 〈z6, [CP 6]〉 = +1,

H ∗(CP 8) = Q[u]/(u9 = 0), u ∈ H 2(CP 8) : u = −c1(γ ), 〈u8, [CP 8]〉 = +1,

we have the following Pontrjagin classes:

p(CP 2) = 1 + 3x2,

p(CP 4) = 1 + 5y2 + 10y4,

p(CP 6) = 1 + 7z2 + 21z4 + 35z6,

p(CP 8) = 1 + 9u2 + 36u4 + 84u6 + 126u8.

The partitions of 4 are:

(4), (1, 3), (2, 2), (1, 1, 2), (1, 1, 1, 1)

and we claim that the manifolds

M1 = CP 8,

M2 = CP 2 × CP 6,

M3 = CP 4 × CP 4,

M4 = CP 2 × CP 2 × CP 4,

M5 = CP 2 × CP 2 × CP 2 × CP 2

are linearly independent as elements of Ω16. Indeed, the corresponding 5 × 5 matrix
of Pontrjagin numbers is

⎛

⎜
⎜
⎜
⎜
⎜
⎝

p4[M1] p1p3[M1] p2
2[M1] p2

1p2[M1] p4
1[M1]

p4[M2] p1p3[M2] p2
2[M2] p2

1p2[M2] p4
1[M2]

p4[M3] p1p3[M3] p2
2[M3] p2

1p2[M3] p4
1[M3]

p4[M4] p1p3[M4] p2
2[M4] p2

1p2[M4] p4
1[M4]

p4[M5] p1p3[M5] p2
2[M5] p2

1p2[M5] p4
1[M5]

⎞

⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎝

126 756 1296 2916 6561

105 546 882 1911 4116

100 500 825 1750 3750

90 405 630 1305 2700

81 324 486 972 1944

⎞

⎟
⎟
⎟
⎟
⎟
⎠
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with determinant 17, 222, 625. To find, say, p2
1p2[M4], we calculate the first and

second Pontrjagin class of M4 (where π1 : M4 → CP 2, π2 : M4 → CP 2, π3 :
M4 → CP 4 are the first, second, and third factor projections, respectively):

p1(CP 2 × CP 2 × CP 4) = p1(π
∗
1 T CP 2 ⊕ π∗

2 T CP 2 ⊕ π∗
3 T CP 4)

= π∗
1 p1(CP 2) + π∗

2 p1(CP 2) + π∗
3 p1(CP 4)

= π∗
1 (3x2) + π∗

2 (3x2) + π∗
3 (5y2)

= 3x2 × 1 × 1 + 1 × 3x2 × 1 + 1 × 1 × 5y2,

p2(CP 2 × CP 2 × CP 4) = π∗
1 p1(CP 2)π∗

2 p1(CP 2) + π∗
1 p1(CP 2)π∗

3 p1(CP 4)

+ π∗
2 p1(CP 2)π∗

3 p1(CP 4) + π∗
3 p2(CP 4)

= π∗
1 (3x2)π∗

2 (3x2) + π∗
1 (3x2)π∗

3 (5y2)

+ π∗
2 (3x2)π∗

3 (5y2) + π∗
3 (10y4)

= 3x2 × 3x2 × 1 + 3x2 × 1 × 5y2

+ 1 × 3x2 × 5y2 + 1 × 1 × 10y4

and evaluate the product p2
1p2 on the fundamental class:

〈p2
1(M4)p2(M4), [M4]〉 = 〈(3x2 × 1 × 1 + 1 × 3x2 × 1 + 1 × 1 × 5y2)2

(3x2 × 3x2 × 1 + 3x2 × 1 × 5y2

+ 1 × 3x2 × 5y2 + 1 × 1 × 10y4), [M4]〉
= 〈(3x2 × 3x2 × 1 + 3x2 × 1 × 5y2

+ 3x2 × 3x2 × 1 + 1 × 3x2 × 5y2

+ 3x2 × 1 × 5y2 + 1 × 3x2 × 5y2

+ 1 × 1 × 25y4)

(3x2 × 3x2 × 1 + 3x2 × 1 × 5y2

+ 1 × 3x2 × 5y2 + 1 × 1 × 10y4), [M4]〉
= 〈3x2 × 3x2 × 25y4 + 3x2 × 6x2 × 25y4

+ 6x2 × 3x2 × 25y4 + 6x2 × 3x2 × 10y4,

[CP 2] × [CP 2] × [CP 4]〉
= 9 · 25 + 18 · 25 + 18 · 25 + 180

= 1305.

To see that in fact for any k, the matrix of Pontrjagin numbers is nonsingular,
the trick is to change the basis to one in which the matrix has triangular form. Then
we compute the diagonal elements and check that they are all nonzero, establish-
ing Thom’s theorem below. Changing basis means the introduction of a new set of
characteristic classes sI . Consider the polynomial ring Z[t1, . . . , tk] and the subring
S ⊂ Z[t1, . . . , tk] of symmetric polynomials. A well known algebraic fact asserts
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that S = Z[σ1, . . . , σk], where σi is the i-th elementary symmetric polynomial,
1 + σ1 + · · · + σk = (1 + t1) · · · (1 + tk). Thus, for every partition I = (i1, . . . , ir )

of k, there exists a polynomial sI defined by

sI (σ1, . . . , σk) =
∑

t
i1
1 · · · t irr ,

where the summation makes the right-hand side symmetric, that is, we sum over all
permutations of t1, . . . , tr that give different monomials.

Example 5.4.3 For k = 2 and the partition (2), we obtain

s2(σ1, σ2) =
∑

t2
1 = t2

1 + t2
2 = (t1 + t2)

2 − 2t1t2 = σ 2
1 − 2σ2.

Let Sk ⊂ S denote the additive subgroup of homogeneous symmetric polynomi-
als of degree k. Obviously, {σi1 · · · σir | I a partition of k} is an additive basis of Sk,

but so is {sI (σ1, . . . , σk)| I }. We define new characteristic numbers

sI [M4k] = 〈sI (p1(M), . . . , pk(M)), [M]〉.
Then proving that

(pJ [CP I ])I,J
is nonsingular is equivalent to proving that

(sJ [CP I ])I,J
is nonsingular. The new numbers have the advantage that they satisfy a product for-
mula

sI [M4k × N4l] =
∑

I1I2=I

sI1 [M4k]sI2 [N4l],

where I1I2 denotes the juxtaposition of I1, a partition of k, and I2, a partition of l,

giving a partition of k + l. Consequently, if I = (i1, . . . , ir ) and J = (j1, . . . , jq)

are partitions of k then

sI [CP J ] =
∑

I1···Iq=I

sI1[CP 2j1 ] · · · sIq [CP 2jq ] = 0,

unless I is a refinement of J (in particular, sI [CP J ] = 0 if r < q). Thus if we order
all partitions of k by increasing length, then (sI [CP J ])J,I is triangular.

Example 5.4.4 We continue Example 5.4.2. Note that

s4 = σ 4
1 − 4σ 2

1 σ2 + 2σ 2
2 + 4σ1σ3 − 4σ4

s1,3 = σ 2
1 σ2 − 2σ 2

2 − σ1σ3 + 4σ4

s2,2 = σ 2
2 − 2σ1σ3 + 2σ4

s1,1,2 = σ1σ3 − 4σ4
s1,1,1,1 = σ4
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whence
⎛

⎜
⎜
⎜
⎜
⎝

s4[M1] s1,3[M1] s2,2[M1] s1,1,2[M1] s1,1,1,1[M1]
s4[M2] s1,3[M2] s2,2[M2] s1,1,2[M2] s1,1,1,1[M2]
s4[M3] s1,3[M3] s2,2[M3] s1,1,2[M3] s1,1,1,1[M3]
s4[M4] s1,3[M4] s2,2[M4] s1,1,2[M4] s1,1,1,1[M4]
s4[M5] s1,3[M5] s2,2[M5] s1,1,2[M5] s1,1,1,1[M5]

⎞

⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎝

p4[M1] p1p3[M1] p2
2[M1] p2

1p2[M1] p4
1[M1]

p4[M2] p1p3[M2] p2
2[M2] p2

1p2[M2] p4
1[M2]

p4[M3] p1p3[M3] p2
2[M3] p2

1p2[M3] p4
1[M3]

p4[M4] p1p3[M4] p2
2[M4] p2

1p2[M4] p4
1[M4]

p4[M5] p1p3[M5] p2
2[M5] p2

1p2[M5] p4
1[M5]

⎞

⎟
⎟
⎟
⎟
⎟
⎠

×

⎛

⎜
⎜
⎜
⎜
⎝

−4 4 2 −4 1
4 −1 −2 1 0
2 −2 1 0 0

−4 1 0 0 0
1 0 0 0 0

⎞

⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎝

9 72 36 252 126
0 21 0 126 105
0 0 25 100 100
0 0 0 45 90
0 0 0 0 81

⎞

⎟
⎟
⎟
⎟
⎠

.

It remains to calculate the diagonal elements in general. To find sk[CP 2k], we
consider Z[t1, . . . , t2k+1] and 1 + σ1 + · · · + σ2k+1 = (1 + t1) · · · (1 + t2k+1). Com-
paring with 1 + p1(CP 2k) + · · · + p2k+1(CP 2k) = (1 + g2)2k+1 yields

sk(CP 2k) = tk1 + · · · + tk2k+1 = g2k + · · · + g2k = (2k + 1)g2k

and sk[CP 2k] = 2k + 1. The product formula then shows that all diagonal entries
are non-zero. We have outlined the demonstration of the following result:

Theorem 5.4.5 (Thom) For each k, the matrix (pJ [CP I ])I,J of Pontrjagin numbers
is nonsingular. In particular,

rank ΩSO
4k ≥ p(k),

where p(k) denotes the number of partitions of k.

Example 5.4.6 (Continuing Example 5.4.4) Using the product formula for the sI ,
we check the diagonal entries of the triangular matrix obtained in 5.4.4:

s4[CP 8] = 9,

s1,3[CP 2 × CP 6] = s1[CP 2]s3[CP 6] = 3 · 7 = 21,

s2,2[CP 4 × CP 4] = s2
2 [CP 4] = 52 = 25,

s1,1,2[CP 2 × CP 2 × CP 4] = s2
1 [CP 2]s2[CP 4] = 32 · 5 = 45,

s1,1,1,1[CP 2 × CP 2 × CP 2 × CP 2] = s4
1 [CP 2] = 34 = 81.
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5.4.2 The Upper Bound

The program for showing that p(k) is an upper bound for ΩSO
4k ⊗ Q is to show that

the latter groups are the image of the homotopy groups of certain spaces (the Thom
spaces), and to calculate those homotopy groups rationally, using Serre’s theorem.
We organize the discussion into five steps:

1. Thom Spaces: Let ξ be a k-plane bundle over the CW-complex B. We denote the
disk bundle by D(ξ) and the sphere bundle by S(ξ). The Thom space associated
to ξ is the quotient space T (ξ) = D(ξ)/S(ξ). Let t0 ∈ T (ξ) be the image of
S(ξ).
Fact 1: T (ξ) is (k − 1)-connected (n-cells of B correspond to (n + k)-cells
of T ).
Fact 2: If ξ is oriented, then the Thom isomorphism Hk+i (D, S) ∼= Hi(B) im-
plies Hk+i (T , t0) ∼= Hi(B).

2. Serre’s Theorem: Quoting Gromov, “The rational homotopy invariants of many
simply connected spaces are essentially homological ones (and so there is noth-
ing new and unexpected down there hidden from our eyes in the depths of ho-
motopies).” Precisely, we have the following statement:

Theorem 5.4.7 (Serre) Let X be a finite, (k − 1)-connected complex, k ≥ 2.

Then the Hurewicz map is an isomorphism

πi(X) ⊗ Q

∼=−→ Hi(X; Q)

for i < 2k − 1.

3. Application to Universal Bundles: Let γ be the canonical bundle over the Grass-
mannian Grk(R

k+p) of oriented k-planes in R
k+p. Then by fact 1, MSOk

p

:= T (γ ) is (k − 1)-connected. Therefore, using Serre’s theorem and fact 2,

πi+k(MSOk
p) ⊗ Q ∼= Hi+k(MSOk

p; Q) ∼= Hi(Grk)

for k > i + 1, i ≥ 0. Now the homology of the Grassmannian is well known:

rank Hi(Grk; Q) =
{

p(j), i = 4j (generated by p1(γ ), p2(γ ), . . . ),

0, i �≡ 0(4).

Hence for i ≥ 0, k > i + 1,

rank πi+k(MSOk
p) ⊗ Q =

{
p(j), i = 4j,

0, i �≡ 0(4).

4. The map πi+k(T (ξ)) → Ωi : Let ξ be an oriented k-plane bundle over the
smooth base B. Given a continuous map f : Si+k → T (ξ), there exists a
homotopy f � f̃ to a map f̃ which is smooth in f̃ −1(T − t0) and transverse to
the zero section B (i.e. on f̃ −1(B), the differential of f̃ is onto the normal space
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of B in T ). The implicit function theorem implies that f̃ −1(B) is a smooth i-
manifold and so defines a bordism class in Ωi. Thus we propose the assignment

f 
→ f̃ −1(B).

In order for this to be well-defined, we need to see that the bordism class
[f̃ −1(B)] depends only on the homotopy class [f ]. Suppose f1, f2 : Si+k →
T (ξ) are smooth on the inverse images of T − t0, transverse to B, and f1 � f2.

Then there exists a homotopy H : Si+k × [0, 1] → T such that

1. H smooth in H−1(T − t0),

2. H transverse to B,

3. H(−, t) = f1, t ∈ [0, ε]; H(−, t) = f2, t ∈ [1 − ε, 1].
Consequently, H−1(B) is an oriented bordism from f −1

1 (B) to f −1
2 (B).

5. If k, p ≥ i, then πi+k(MSOk
p) → Ωi is onto: Given [Mi] ∈ Ωi, we embed

into Euclidean space, Mi ↪→ R
i+k. Take a tube neighborhood N of M such that

N ∼= E(νk), where νk is the normal bundle of the embedding. The composition

N ∼= E(νk)
Gauss map� E(γ k

i ) ↪→ E(γ k
p)

collapse� T (γ k
p ) = MSOk

p

defines a map f : N → MSOk
p which is transverse to the zero section

Grk(R
k+p) and f −1(Grk) = M. Extend f to R

i+k ∪ {∞} = Si+k by send-
ing Si+k − N 
→ {t0}. Then f̄ : Si+k → MSOk

p gives rise to the bordism class
of M.

We have established the following result:

Theorem 5.4.8 (Thom)

ΩSO
i

{
is finite, i �≡ 0(4),

has rank p(j), i = 4j

and {[CP 2i1 × · · · × CP 2ir ]|(i1, . . . , ir ) a partition of j} is a set of generators for
Ω4j ⊗ Q. Thus

ΩSO∗ ⊗ Q ∼= Q[CP 2, CP 4, CP 6, . . .]
as an algebra.

Remark 5.4.9 It follows from step 5 above that each ΩSO
i is finitely generated:

Taking k ≥ 2, MSOk
p is simply connected (indeed (k − 1)-connected). A simply

connected space has all its homotopy groups finitely generated if and only if all its
homology groups are finitely generated. The Grassmannian Grk(R

k+p) is a finite
CW-complex, so MSOk

p is a finite CW-complex, whence all Hi(MSOk
p) are finitely

generated. Therefore πi+k(MSOk
p), and a fortiori ΩSO

i are finitely generated. As
for the torsion, C. T. C. Wall has proved that M is an oriented boundary if and only
if all Pontrjagin numbers and all Stiefel–Whitney numbers of M vanish. Every Ωi is
hence of the form Ωi = Z ⊕ · · · ⊕ Z ⊕ Z/2 ⊕ · · · ⊕ Z/2.
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5.5 Surgery Theory

Surgery theory is a framework for classifying manifolds within a given homotopy
type. We briefly summarize its early history (in the 1960’s). It was first devel-
oped by Kervaire and Milnor to classify homotopy spheres in dimension ≥ 6, up
to h-cobordism (and hence, by Smale’s theorem, up to diffeomorphism). Browder
worked out simply connected surgery theory, starting with the question: When is a
simply connected Poincaré complex homotopy equivalent to a differentiable man-
ifold? Novikov initiated the use of surgery in the study of the nonuniqueness of
manifold structures in the homotopy type of a manifold. Wall constructed a compre-
hensive surgery obstruction theory in addressing the non-simply connected case.

The two fundamental problems we are trying to solve are:

1. Given a space X, when is X homotopy equivalent to a manifold?
2. How to classify manifolds M in a given homotopy type?

In dealing with question 1, an obvious condition on X immediately presents itself:
Since manifolds satisfy Poincaré duality, X has to satisfy Poincaré duality as well.
We make the following definition2:

Definition 5.5.1 A finite CW-complex X is called a Poincaré complex if Hn(X) ∼= Z

for some n, and cap product with a generator [X] ∈ Hn(X) is an isomorphism

Hq(X)
∩[X]−→ Hn−q(X) for all q. We call [X] an orientation and n the (Poincaré-)

dimension of X.

Suppose X is a Poincaré complex. Assume we already had a homotopy equiv-
alence f : M → X. Let g : X → M be its homotopy inverse, and let νM be
the normal bundle3 of M. Then ξk = g∗νM is a vector bundle over X such that
f ∗ξ ∼= f ∗g∗νM

∼= 1∗νM
∼= νM, since gf � 1. A map f : X → Y between

Poincaré complexes X and Y has degree 1 if f∗[X] = [Y ].
Definition 5.5.2 A normal map (or normal invariant) is a degree 1 map f : M → X,

where M is a (smooth) manifold, together with a vector bundle ξ over X and a bundle
isomorphism f ∗ξ ∼= νM. That is, we have a diagram

ν � ξ

M
�

f � X
�

2 We will mainly emphasize the simply-connected case, although we state the surgery struc-
ture sequence for the general case.

3 We obtain the normal bundle by choosing an embedding Mn ↪→ R
n+k. Any two such em-

beddings are isotopic (k large). A more intrinsic approach is often preferable, and one may
also work with the tangent bundle. The convenience of the normal bundle comes from its
natural occurrence in the Thom–Pontrjagin construction, to be used later on in this section.
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Thus we discover a second obstruction in resolving question 1: The given space
X has to possess a normal map. This is a genuine obstruction since there are finite
Poincaré complexes X for which no normal maps exist, see [MM79, page 32f]. Sup-
pose then that we have X together with a normal map f. The final step in producing a
manifold homotopy equivalent to X is to modify f until it is a homotopy equivalence
(keeping X fixed). Note that if f is of degree 1 then the diagram

H ∗(M) �
f ∗

H ∗(X)

H∗(M)

∩[M] ∼=

�
f∗� H∗(X)

∩[X] ∼=

�

commutes, providing an “Umkehrmap” H∗(X) → H∗(M) for f∗ : H∗(M) →
H∗(X). This implies that f∗ is surjective on homology. Consequently, in modify-
ing f into a homotopy equivalence, we have to kill the kernel of f∗. We take our
clue from the world of CW-complexes, where elements can be killed by attaching
cells. This does not quite work here as it would destroy the manifold structure of M.

In the world of manifolds, “elementary surgeries” replace the operation of attaching
cells—under surgery, the resulting space is again a closed manifold. The goal is thus:
Perform a finite sequence of surgeries after which we end up with a manifold M ′ and
a homotopy equivalence f ′ : M ′ → X. Unfortunately, this process is obstructed.
The obstruction is one of the most central invariants of high-dimensional topology:
the signature.

Definition 5.5.3 Let X be a Poincaré complex of dimension n = 4k. Define a sym-
metric, bilinear pairing (−,−) : H 2k(X) × H 2k(X) → Z by

(x, y) = 〈x ∪ y, [X]〉.
Over Q, represent this pairing by a symmetric matrix (after having chosen a basis),
then diagonalize the matrix. Define the signature σ(X) of X to be the number of
positive diagonal entries minus the number of negative diagonal entries.4

The role of the signature is explained as follows: The manifold resulting from
surgery is bordant to the original M . By Theorem 6.1.2 of Sect. 6.1, the signa-
ture is a bordism invariant. This means in particular that the signature of M never
changes during the modification of f. Now if M ′ is homotopy equivalent to X, then
σ(M ′) = σ(X), since the signature is a homotopy invariant. But by bordism invari-
ance, σ(M ′) = σ(M). Therefore, we can modify a given normal map f : M → X

into a homotopy equivalence only if σ(M) − σ(X) vanishes.
We summarize: Given a Poincaré complex X, the attempt to find a manifold M

and a homotopy equivalence f : M → X will be divided into two steps: First find
any manifold M ′ and a normal map g : M ′ → X (a “surgery problem”). Then
perform surgeries on M ′ to change g to a homotopy equivalence f.

4 If the dimension of X is not divisible by 4, set σ(X) = 0.
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Next, we have to discuss how to cook up a surgery problem for a given X, i.e.
how to decide whether X has a normal map and how to construct one if it exists.
The idea is to define a weak notion of normal bundle, the “Spivak normal fibration.”
Every Poincaré complex has such a normal fibration. Then try to lift this to an actual
vector bundle ξ over X (we shall see that this cannot always be done). Then X sits
nicely (as the zero section) in the total space of ξ and transversality works. The
Thom–Pontrjagin construction will yield the normal map.

Theorem 5.5.4 (Spivak) Given any simply connected Poincaré complex Xn, there
exists a spherical fiber space ν with total space E(ν) and projection π : E(ν) → X

with fiber a homotopy-Sk−1, and an element α ∈ πn+k(T (ν)) such that

α∗[Sn+k] ∩ U = [X] ∈ Hn(X).

Here T (ν) is the Thom space T (ν) = cyl(π) ∪E cE and U ∈ Hk(T ν) the Thom
class.

Roughly, the theorem is obtained by embedding X ↪→ R
n+k ⊂ Sn+k and

taking a regular neighborhood N . The pair (N, ∂N) is a manifold with bound-
ary. Take E(ν) = ∂N; note T (ν) ∼= N/∂N. We have α∗[Sn+k] ∈ Hn+k(T ν) ∼=
Hn+k(N, ∂N), U ∈ Hk(T ν) ∼= Hk(N, ∂N) and ∩U is a map Hn+k(N, ∂N) →
Hn(N) ∼= Hn(X), as N is homotopy equivalent to X. The element α is the homo-
topy class of the natural collapse Sn+k → N/∂N. The Spivak normal fiber space for
X is unique in the following sense:

Definition 5.5.5 Let p : E → B be a fibration. Two maps f0, f1 : X → E are
fiber homotopic (f0 �p f1) if there exists a homotopy F : X × I → E (F(−, 0) =
f0, F (−, 1) = f1) such that

pF(x, t) = pf0(x)

for all x, t, that is, the tracks of the homotopy stay in the same fiber.

Definition 5.5.6 Two fibrations pi : Ei → B are fiber homotopy equivalent if there

exist E1
f��
g

E2 such that gf �p1 1E1, fg �p2 1E2 .

Theorem 5.5.7 Let ξ1, ξ2 be (k −1)-spherical fiber spaces over a Poincaré complex
X of dimension n (k � n). Let αi ∈ πn+k(T ξi), i = 1, 2, be such that αi∗[Sn+k] ∩
Ui = [X]. Then there exists a fiber homotopy equivalence b : ξ1 → ξ2 such that
T (b)∗(α1) = α2.

Now that we know that every Poincaré complex X has a well-defined normal
spherical fibration, we would make progress if we knew that this fibration really is the
sphere bundle of some vector bundle over X. To decide this question, we reformulate
it as a lifting problem using classifying spaces:

Theorem 5.5.8 (Stasheff) There exists a classifying space BG for spherical fiber
spaces. (Think of G as the “group” of self-homotopy equivalences of spheres.)
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We remark that BG is a small space—BG ⊗ Q � pt—in particular, it carries
no rational characteristic classes. Given a Poincaré complex X, its Spivak normal
fibration νX has a classifying map X → BG and νX is the sphere bundle of a vector
bundle if and only if there exists a lift

BO

X �

�

BG
�

J : BO → BG is the map induced from regarding an orthogonal transformation
as a self-homotopy equivalence of the sphere. We may also define it as follows: Let
Jk : BO(k) → BG(k) be the classifying map for the universal k-plane bundle over
BO(k) viewed as a spherical fibration. The stabilization map O(k) → O(k + 1)

given by direct sum with the identity 1 : R → R induces BO(k) → BO(k + 1),

and the map G(k) → G(k + 1) given by suspending a self-homotopy equiva-
lence of Sk induces BG(k) → BG(k + 1). Then let J = colimk→∞ Jk : BO =
colimk→∞ BO(k) → colimk→∞ BG(k) = BG. On homotopy groups, J induces
the much-studied J-homomorphism of G. W. Whitehead, now completely calculated
by J. F. Adams and others. Using the fibration BO → BG → BG/O, the existence
of the lift is equivalent to the composition X → BG → BG/O being homotopic
to the constant map. Let us assume that for a given X this is indeed the case. Then
the lift X → BO defines a vector bundle ξ over X, which we think of as the nor-
mal bundle of X. One employs the Thom–Pontrjagin construction to complete the
construction of a normal map for X: α (see Theorem 5.5.4) gives a degree 1 map
F : Sn+k → T (ξ). We can change F in its homotopy class so that it is transverse
to X. An important point here is that, although X is not a manifold, transversality
still works, since we only need that X is the zero section in a vector bundle. With F

transverse to X, set M = F−1(X) and f = F |M : M → X. Then f is of degree
1 and by transversality M is a closed manifold. The transversality construction also
gives us a bundle map νM → ξ covering f. This concludes the construction of a
normal map for X.

Step two consists of trying to surger f to a homotopy equivalence. The obstruc-
tion theory for this problem can be very elegantly formulated, especially having ques-
tion 2 above in mind as well, by the surgery structure sequence. Let us briefly discuss
the terms that appear in the sequence:

• As we mentioned above, performing a geometric surgery does not change the
bordism class of a manifold M . Indeed, in killing a class in the kernel of the
normal map, one tries to represent it by an embedded sphere Sk with trivial nor-
mal bundle, that is, we have an embedded Sk × Dn−k (where n is the dimension
of M). Then M − Sk × int Dn−k is a manifold with boundary Sk × Sn−k−1.

If we attach Dk+1 × Sn−k−1 along the boundary, we obtain a closed mani-
fold M ′, the effect of surgery on Sk ↪→ M. Now M and M ′ are bordant via
W = Dk+1 × Dn−k ∪ M × [0, 1] (attaching a handle to the cylinder). The class
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of Sk is now zero in M ′. Moreover, the normal map extends over W . In partic-
ular, we also have a normal map M ′ → X. It is thus natural to consider the set
N (X) of normal bordism classes of normal maps to X:

N (X) = {f : M → X| degf = 1, f ∗ξ ∼= νM }/∼,

where the equivalence relation ∼ is given by normal bordism: f : M → X

and f ′ : M ′ → X are normally bordant, if there exists F : W → X, ∂W =
M 	 −M ′, F |∂W = f 	 f ′ and F ∗ξ ∼= νW extending the bundle isomorphisms
over the boundary.

• The Structure Set: Let

SDiff (X) = {M f−→ X| f a homotopy equivalence}/∼,

where M is a smooth, closed manifold and the equivalence relation ∼ is f ∼ f ′
iff there is a homotopy-commutative diagram

M

X

f

�

M ′

(diffeo) ∼=

�
f ′

�

Answering question 2 precisely means computing SDiff (X).5

• The surgery obstruction groups: The obstruction to changing a normal map
to a homotopy equivalence takes values in certain abelian groups Ln(π) (the
L-groups of C. T. C. Wall), n ∈ Z, which depend only on the fundamental group
π = π1(X). In fact, Ln is a covariant functor from finitely presented groups π to
abelian groups. For fixed π , the sequence of L-groups is 4-periodic,

Ln+4(π) = Ln(π),

and can be described as follows:

L4k(π) nonsingular symmetric quadratic forms over
the group ring Zπ

L4k+2(π) nonsingular anti-symmetric quadratic forms
over Zπ

L2k+1(π) Grothendieck group of automorphisms of the
trivial class in L2k(π)

5 Naturally, other decorations than Diff can be defined and have been investigated. Be-
sides working with smooth manifolds, one is also interested in SPL(X) (piecewise linear
manifolds) and ST op(X) (topological manifolds).
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For the case of the trivial group π = 1, one obtains

Ln(1) =

⎧
⎪⎨

⎪⎩

Z, n = 4k,

Z/2, n = 4k + 2,

0, n odd.

(5.2)

Theorem 5.5.9 (The (geometric) structure sequence) Let X be a Poincaré complex
of dimension n ≥ 5, π = π1(X). There is an exact sequence of sets6:

Ln+1(π)
ω��� SDiff (X)

η−→ N (X)
σ−→ Ln(π).

Remark 5.5.10 In this sequence, the term N (X) is regarded as quite computable.
This is due to the fact that we have several different interpretations of N (X): Let
G/O be the homotopy fiber of BO → BG. Then, provided N (X) �= ∅, N (X) =
[X,G/O]. Since BG is a “small” space, G/O is quite close to BO, e.g. (G/O) ⊗
Q � BO ⊗ Q. In particular,

H ∗(G/O; Q) ∼= H ∗(BO; Q) ∼= Q[Pontrjagin classes].
Even more interesting from a computational standpoint is the description of N (X) as
an exotic homology theory. Many of the constructions in surgery do not really depend
so much on the geometry of manifolds, but rather on the algebra of their underlying
chain complexes together with the Poincaré duality map. For an n-dimensional topo-
logical manifold M (n ≥ 5), the algebraic theory of surgery identifies the geometric
structure sequence

Ln+1(π1(M)) ��� ST op(M) −→ [M,G/T OP ] −→ Ln(π1(M))

with (a portion of ) the algebraic surgery exact sequence

Ln+1(π1(M)) −→ Sn+1(M) −→ Hn(M; L•)
A−→ Ln(π1(M)),

see [Ran92, Theorem 18.5]. In particular, N (M) = [M,G/T OP ] ∼= Hn(M; L•).
Here Hn(M; L•) denotes the generalized homology groups of M with coefficients in
the 1-connective simply-connected surgery spectrum L•. The map A : Hn(M; L•) →
Ln(π1(M)) is called the assembly map. Rationally, the identification N (M) ∼=
Hn(M; L•) is given by sending a normal map f : N → M to the Poincaré du-
als of the L-genera

f∗(L(N) ∩ [N ]Q) − L(M) ∩ [M]Q ∈ Hn(M; L•) ⊗ Q ∼= Hn−4∗(M; Q).

We shall discuss the maps in the geometric structure sequence of Theorem 5.5.9:

• The map η has already been explained: Given a homotopy equivalence f : M →
X, let g : X → M be its homotopy inverse and set ξk = g∗νM . The image
of f under η is f , a degree one map, together with the bundle isomorphism
f ∗ξ ∼= f ∗g∗νM

∼= νM. Equivalent homotopy equivalences lead to normally
bordant normal maps.

6 We suppress the orientation character.
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• We explain σ : N (X) → Ln(π), the surgery obstruction, only for π = π1(X)

= 1. According to (5.2), σ is nonzero only if n = dim X is even. Assume n ≡
0(4). Then Ln(1) ∼= Z and the value of σ on a normal map f : M → X is
defined to be

σ(f ) = 1

8
(σ (M) − σ(X)).

Note that this definition uses implicitly the result:

Theorem 5.5.11 If f : M → X is a normal map, then the difference σ(M) −
σ(X) is divisible by 8.

This explains how the signature invariant fits into, and plays a key role in, the
classification theory of high-dimensional manifolds. If n ≡ 2(4), then σ(f ) ∈
Z/2 ∼= Ln(1) is the Arf invariant: One defines a certain quadratic form q over
Z/2 on the kernel K(f ; Z/2) of the normal map, q : K(f ; Z/2) → Z/2. Now
Z/2-quadratic forms have an Arf-invariant, which is characterized nicely by a
“majority-vote”:

Theorem 5.5.12 If q is a nonsingular quadratic form over Z/2, then σ(q) = 1
if and only if q sends a majority of elements to 1 ∈ Z/2.

If f and g are normally bordant, then indeed σ(f ) = σ(g).

• The broken arrow ω : Ln+1(π) ��� SDiff (X) was chosen to indicate that ω is
not actually a map, but rather an action Ln+1(π) × S(X) → S(X). If ω were
simply a map, we could conclude that always SDiff (X) �= ∅, which is incorrect.
The construction of the action rests on the following realization result:

Theorem 5.5.13 (Plumbing Theorem) If m = 2k > 4, then there exists a mani-
fold (M, ∂M) and a normal map g : (M, ∂M) → (Dm, Sm−1) such that g|∂M is
a homotopy equivalence and σ(g) takes on any desired value.

Let [Mn f−→ Xn] ∈ S(X) be a homotopy equivalence and x ∈ Ln+1(π). We in-
voke the plumbing theorem to get a normal map g : (V n+1, ∂V ) → (Dn+1, Sn),

g|∂V a homotopy equivalence (i.e. ∂V is a homotopy sphere), and σ(g) = x.

Consider the cylinder M × I and take the connected sum along the bound-
ary component M × {0} with V . We obtain a (n + 1)-manifold with boundary
M×{1}	(M#∂V ) (where # denotes connected sum). Sending ∂V −Dn to a point
in M defines a collapse map h : M#∂V → M, which is a homotopy equivalence
since ∂V is a homotopy sphere. Define ω(x, f ) to be the composition

[M#∂V
h

he
� M

f

he
� X] ∈ S(X).

Exactness of the structure sequence at S(X) is to be interpreted as follows: Let
f, g ∈ S(X). Then η(f ) = η(g) iff g = ω(x, f ) for some x ∈ Ln+1 (that is,
f and g are in the same orbit under the action). Exactness at N (X) is an elegant
reformulation of the fundamental surgery theorem:
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Theorem 5.5.14 Let X be a simply connected Poincaré complex, n = dim X ≥ 5,

and let f : M → X be a normal map. Then

if n odd: f is normally bordant to a homotopy equivalence f ′ : M ′ → X;
if n even: f is normally bordant to a homotopy equivalence f ′ : M ′ → X iff

σ(f ) = 0.

Example 5.5.15 William Browder originally investigated H-spaces, i.e. spaces X

that are equipped with a continuous map μ : X × X → X and a distinguished point
e ∈ X such that μ(e,−) and μ(−, e) are homotopic to idX (a topological group
would be an example). He discovered:

Theorem 5.5.16 (Browder) H-spaces satisfy Poincaré duality over Z.

Thus he was lead to ask: Is an H-space homotopy equivalent to a manifold? We
now carry out the steps outlined in this section. It turns out that the Spivak normal
space of an H-space is stably trivial (compare this to the fact that the tangent bundle
of a Lie group is trivial). Therefore, X → BG has a lift X → BO so that νX is a
(trivial) vector bundle. As described above, transversality gives us a normal map f :
M → X. Now use surgery to make M look like X homotopically. According to the
surgery exact sequence of Theorem 5.5.9, this works right away in odd dimensions.
This proves:

Theorem 5.5.17 A finite-dimensional simply connected H-space of odd dimension
is homotopy equivalent to a manifold.

In the even-dimensional case, we have to contend with the surgery obstruction.

Example 5.5.18 By considering X = Sn, one recovers the work of Kervaire and
Milnor on classifying homotopy spheres.7 Using N (X) ∼= [X,G/O], the structure
sequence becomes

Ln+1(1) ��� SDiff (Sn) −→ πn(G/O) −→ Ln(1), (5.3)

n ≥ 5. Now πn(G/O) = coker J ⊕ An, with

An =
{

Z, n ≡ 0(4),

0, n �≡ 0(4)

and J is the J-homomorphism. The Kervaire–Arf invariant defines a homomorphism
coker J → Z/2. Further work shows that with Cn = ker(coker J → Z/2), the
sequence (5.3) breaks down into a split short exact sequence

0 → bPn+1 −→ S(Sn) −→ Cn → 0,

where bPn+1 is always finite cyclic, and in fact 0 for n even. The homomor-
phism coker J → Z/2 is trivial for n �= 2i − 2, but known to be nontrivial for
n = 6, 14, 30, 62. Thus, we obtain for example,

SDiff (Sn) = bPn+1 ⊕ coker J, if n �= 2i − 2.

7 Note that by the high-dimensional Poincaré conjecture, ST op(Sn) = 0, n ≥ 5.
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5.6 The L-Class of a Manifold: Approach via Tangential
Geometry

We define certain characteristic classes, the Hirzebruch L-classes, of a smooth mani-
fold, which are closely linked to the signature of a manifold via the Hirzebruch signa-
ture theorem (Theorem 5.6.9 below) and whose importance has already been demon-
strated at various points in this book (e.g. the Browder–Novikov Theorem 5.1.3).
Moreover, we will define the L-genus—a homomorphism over Q from smooth ori-
ented bordism to rational numbers. The L-classes are polynomials in the Pontrjagin
classes discussed in Sect. 5.3. Let us define these polynomials.

Let Q(x) = 1 + a2x
2 + a4x

4 + · · · be an even power series, say with ratio-
nal coefficients a2i . If x1, . . . , xn are indeterminates of weight 2, then the product
Q(x1) · · · Q(xn) is symmetric in the x2

i :

Q(x1) · · · Q(xn) = 1 + a2

n∑

i=1

x2
i + · · · .

With σj the j -th elementary symmetric function as in Sect. 5.4.1, set pj =
σj (x

2
1 , . . . , x2

n). Then we can express the term of weight 4r in Q(x1) · · · Q(xn) as
a homogeneous polynomial Kr(p1, . . . , pr), i.e.

Q(x1) · · · Q(xn) = 1 + K1(p1) + K2(p1, p2) + · · · + Kn(p1, . . . , pn)

+ Kn+1(p1, . . . , pn, 0) + · · · .

The sequence of polynomials {Kr} is called the multiplicative sequence of polyno-
mials associated to Q(x).

Example 5.6.1 If

Q(x) = x

tanh(x)
= 1 + 1

3
x2 − 1

45
x4 ± · · · + (−1)k−1 22kBk

(2k)! x2k ± · · ·

then, with p1 = σ1(x
2
1 , x2

2) = x2
1 + x2

2 and p2 = σ2(x
2
1 , x2

2) = x2
1x2

2 , we obtain

Q(x1)Q(x2) =
(

1 + 1

3
x2

1 − 1

45
x4

1 ± . . .

)(

1 + 1

3
x2

2 − 1

45
x4

2 ± · · ·
)

= 1 + 1

3
(x2

1 + x2
2) +

(

− 1

45
x4

1 + 1

9
x2

1x2
2 − 1

45
x4

2

)

+ · · ·

= 1 + 1

3
p1 +

(
1

9
p2 − 1

45
(x4

1 + x4
2)

)

+ · · ·

= 1 + 1

3
p1 +

(
1

9
p2 − 1

45
((x2

1 + x2
2)2 − 2x2

1x2
2)

)

+ · · ·

= 1 + 1

3
p1 +

(
1

9
p2 − 1

45
p2

1 + 2

45
p2

)

+ · · ·

= 1 + 1

3
p1 + 1

45
(7p2 − p2

1) + · · · ,

whence K1(p1) = 1
3p1 and K2(p1, p2) = 1

45 (7p2 − p2
1).
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Definition 5.6.2 The L-polynomials Li(p1, . . . , pi) are the multiplicative sequence
associated to Q(x) = x/ tanh(x).

Given a multiplicative sequence, we define characteristic numbers as follows:

Definition 5.6.3 Let M4n be a closed oriented smooth manifold and {Ki} a multi-
plicative sequence. Put

K[M] = 〈Kn(p1(T M), . . . , pn(T M)), [M]〉 ∈ Q.

Definition 5.6.4 A genus is a ring homomorphism ΩSO∗ ⊗Q → Q. (More generally,
one may define genera over any ring.)

Example 5.6.5 The signature σ ⊗ Q is a genus.

Multiplicative sequences provide us with a rich class of genera:

Theorem 5.6.6 K[−] is a genus.

Proof. The number K[M] is bordism invariant: If M4n = ∂W 4n+1, either use the
argument from Sect. 5.4.1 which established Pontrjagin’s theorem, or observe that
K[M] is a linear combination of Pontrjagin numbers. Additivity is clear. An im-
portant point is multiplicativity: The sequence {Ki} has the following multiplicative
property (hence the name). If

1 + p1 + p2 + · · · = (1 + p′
1 + p′

2 + · · · )(1 + p′′
1 + p′′

2 + · · · ) (5.4)

then
∑

n≥0

Kn(p1, . . . , pn) =
∑

n≥0

Kn(p
′
1, . . . , p

′
n) ·

∑

n≥0

Kn(p
′′
1 , . . . , p′′

n).

But (5.4) holds for the Pontrjagin classes of a cross product of two manifolds. �	
Set f (x) = x

Q(x)
. Note f is an odd power series beginning with x. Put y = f (x)

and let g = f −1 be the formal inverse g(y) = x.

Lemma 5.6.7 g′(y) = ∑∞
n=0 K[CP n]yn.

Proof. Let x ∈ H 2(CP n; Z) be the standard generator so that p(CP n) = (1 +
x2)n+1. Consequently, p1(CP n) = σ1(x

2, . . . , x2), p2(CP n) = σ2(x
2, . . . , x2),

etc., and

1 + K1(p1CP n) + K2(p1CP n, p2CP n) + · · ·
= 1 + K1(σ1(x

2, . . . , x2)) + K2(σ1(x
2, . . . , x2), σ2(x

2, . . . , x2)) + · · ·
= Q(x) · · · Q(x)

= Q(x)n+1.
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Then for n even,

K[CP n] = 〈Kn/2(p1CP n, . . . , pn/2CP n), [CP n]〉
= coefficient An of xn = (x2)n/2 in Q(x)n+1.

Now dividing Q(x)n+1 = 1 + A2x
2 + · · · + Anx

n + · · · by xn+1 we get

Q(x)n+1

xn+1
= 1

xn+1
+ · · · + An

x
+ An+1 + · · ·

and so

An = 1

2πi

∮

C

(
Q(x)

x

)n+1

dx

= 1

2πi

∮

C

1

f (x)n+1
dx

= 1

2πi

∮

f (C)

1

yn+1
g′(y)dy

= coefficient of yn in g′(y),

where C is a simple closed curve around the origin. �	
Example 5.6.8 The genus L[M] given by Q(x) = x

tanh(x)
is the L-genus. In this case

f (x) = tanh(x), which satisfies the differential equation f ′(x) = 1 − f (x)2. Hence

g′(y) = 1

f ′(g(y))
= 1

1 − y2
= 1 + y2 + y4 + y6 + · · · .

We conclude from the above lemma that L[CP 2n] = 1 for all n.

The following result is an astonishing relation between the signature, a number
defined only using the homological intersection structure of the manifold, and the
L-classes, which are defined using the tangential geometry of the manifold.

Theorem 5.6.9 (Hirzebruch Signature Theorem) If M4n is a closed smooth oriented
manifold, then

σ(M) = L[M].
Proof. The signature is a genus σ ⊗ Q : ΩSO∗ ⊗ Q → Q, and so is L[M]. Now
by our bordism calculation, Theorem 5.4.8, ΩSO∗ ⊗ Q ∼= Q[CP 2, CP 4, . . .] and
σ(CP 2k) = 1 = L[CP 2k]. �	
Corollary 5.6.10 L[M] is an integer.

Corollary 5.6.11 L[M] is an oriented homotopy invariant of M .
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5.7 The L-Class of a Manifold: Approach via Maps to Spheres

Let us describe an alternative way of constructing the L-class of a manifold. Suppose
we wish to define the L-class of a piecewise linear manifold for which no smooth
tangent bundle is directly available. Then Thom observed that, given the Hirzebruch
signature theorem (Theorem 5.6.9), one can still build up an L-class, provided one
has the signature defined on “enough” submanifolds. This is yet another application
of the powerful principle of transversality which we have already used twice before:
In Sect. 5.4.2 to establish an upper bound on the rank of the smooth oriented bordism
groups ΩSO

i , and in Sect. 5.5 to construct a normal map starting from a Spivak
normal fiber space, provided a reduction to a linear bundle exists.

Let Mn be a smooth closed oriented manifold. Given a smooth map f : M →
Sn−4i , the theorem of Brown and Sard tells us that the set of regular values of f is
dense in Sn−4i . Pick any regular value p ∈ Sn−4i . Then the inverse image f −1(p)

is a smooth closed submanifold of M . Its normal bundle is trivial, since it is induced
from the normal bundle of the point {p} in Sn−4i . Consider

σ(f −1(p)) ∈ Z.

This number depends only on the homotopy class of f : If f � g, then we can con-
struct a smooth homotopy H : M × I → Sn−4i having p as a regular value. The
compact manifold-with-boundary H−1(p) is a bordism from f −1(p) to g−1(p),

whence σ(f −1(p)) = σ(g−1(p)), using bordism invariance of the signature (The-
orem 6.1.2). Keeping in mind that by the smooth approximation theorem every con-
tinuous map is homotopic to a smooth one, we have thus constructed a map

πn−4i (M)
σ−→ Z.

Here, πn−4i (M) denotes the Borsuk–Spanier cohomotopy set [M,Sn−4i], which is
a group when 4i < n−1

2 . In that range our map is indeed a group homomorphism.
Over the rationals, we have σ ⊗ Q : πn−4i (M) ⊗ Q → Q. Recall the Hurewicz map

πk(Mn) −→ Hk(M; Z)

f 
→ f ∗(u),

with u ∈ Hk(Sk; Z) the generator such that 〈u, [Sk]〉 = +1. In this situation, Serre’s
theorem (cf. Theorem 5.4.7 for the homological version) asserts that the rational
Hurewicz map

πk(Mn) ⊗ Q −→ Hk(M; Q)

is an isomorphism for n < 2k −1. For k = n−4i, this range translates to 4i < n−1
2 ,

i.e. coincides with the range for which the cohomotopy sets are groups. Let us now
assume that i is in that range. We obtain a linear map

σ ⊗ Q : Hn−4i (M; Q) −→ Q,
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which by the universal coefficient theorem (non-degeneracy of the Kronecker pair-
ing) defines a homology class σ ⊗ Q ∈ Hn−4i (M; Q). We define the homology
L-classes of M to be

�n−4i (M) = σ ⊗ Q ∈ Hn−4i (M; Q).

This very method will be used (suitably adapted and with the relevant transver-
sality tools in hand) later on (Sect. 6.3) in constructing the Goresky–MacPherson
L-class of a Whitney stratified space, and, more generally, the L-class of any Verdier
self-dual complex of sheaves (Sect. 8.2). This explains already that the L-class of
a singular space will in general only be a homology class (which need not lift to
cohomology under cap product with the fundamental class). In the present discus-
sion, M was assumed to be smooth, so that we also have the Hirzebruch L-classes
Li(M) ∈ H 4i (M; Q) and their Poincaré duals Li(M)∩[M] ∈ Hn−4i (M). We claim
that

Li(M) ∩ [M] = �n−4i (M).

In the proof, we will use the following lemma.

Lemma 5.7.1 Let f : Mn → Sn−4i be a smooth map with regular value p ∈ Sn−4i .

Put N = f −1(p) and let j : N ↪→ M be the inclusion. Then

f ∗(u) ∩ [M] = j∗[N ]
in H4i (M).

Proof. Let νN be the (trivial) normal bundle of N ↪→ M and let Dν, Sν denote
the associated disk- and sphere-bundle, respectively. The Thom-class t (νN) is a gen-
erator t (νN) ∈ Hn−4i (Dν, Sν) ∼= Hn−4i (M,M − N). Write S = Sn−4i and let

r∗ denote the restriction isomorphism r∗ : Hn−4i (S, S − p)
∼=−→ Hn−4i (S). Let

α ∈ Hn−4i (S, S − p) be the generator such that r∗α = u. The map f induces
f |∗ : Hn−4i (S, S −p) → Hn−4i (M,M −N) and we note that f |∗(α) = t (νM) (we
may think of α as the Thom-class of {p} ↪→ S). The commutative diagram

Hn−4i (S, S − p)
r∗
� Hn−4i (S)

Hn−4i (M,M − N)

f |∗

�
r∗
� Hn−4i (M)

f ∗

�

shows that f ∗u = f ∗r∗α = r∗f |∗α = r∗t (νN). Using the commutative diagram

Hn−4i (M,M−N)⊗Hn(M) � Hn−4i (M,M−N)⊗Hn(M,M−N)
∼= Hn−4i (Dν,Sν)⊗Hn(Dν,Sν)

Hn−4i (M)⊗Hn(M)

r∗⊗1

� ∩ � H4i (M)

∩

�
� j∗

H4i (N)

∩

�
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we calculate

f ∗u ∩ [M] = r∗t (νN) ∩ [M] = j∗(t (νN) ∩ [Dν, Sν])
= j∗[zero section] = j∗[N ]. �	

Proposition 5.7.2
Li(M) ∩ [M] = �n−4i (M).

Proof. By nondegeneracy of the Kronecker product it suffices to prove

〈x, Li ∩ [M]〉 = 〈x, �n−4i〉
for all x ∈ Hn−4i (M). By Serre’s theorem we can represent such an x as x = f ∗(u).

Now 〈f ∗u, �n−4i〉 = σ(f −1(p)) by definition. We thus have to demonstrate

〈f ∗(u), Li(M) ∩ [M]〉 = σ(f −1(p)).

By the Hirzebruch signature theorem (Theorem 5.6.9) the right-hand side is
σ(f −1(p)) = 〈Li(f

−1(p)), [f −1(p)]〉. Set N = f −1(p) and let j : N ↪→ M

be the inclusion. The Hirzebruch L-class of N is in fact the restriction of Li(M),

j∗Li(M) = j∗Li(T M) = Li(j
∗T M)

= Li(T N ⊕ νN) = Li(T N ⊕ ε) = Li(T N)

= Li(N)

(using naturality and stability of the Pontrjagin classes; also recall the normal bundle
of j is trivial). By Lemma 5.7.1, f ∗(u) ∩ [M] = j∗[N ]. Thus

〈f ∗u,Li(M) ∩ [M]〉 = 〈Li(M), (f ∗u) ∩ [M]〉
= 〈Li(M), j∗[N ]〉
= 〈j∗Li(M), [N ]〉
= 〈Li(N), [N ]〉. �	

To complete the definition of the class �∗(M), we have to define �n−4i (M) when
4i ≥ n−1

2 . This is done by crossing with a high-dimensional sphere. The details are
as follows: Let M̃ = Mn × Sm, with m large and write ñ = dim M̃ = n + m. For m

large enough, 4i < n+m−1
2 = ñ−1

2 , and so �ñ−4i (M̃) is defined. We have

�n+m−4i (M̃) ∈ Hn+m−4i (M
n × Sm)

= Hn+m−4i (M
n) ⊗ H0(S

m) ⊕ Hn−4i (M) ⊗ Hm(Sm)

∼= Hn−4i (M).

Let φ : Hn+m−4i (M̃)
∼=−→ Hn−4i (M) denote this isomorphism. We define

�n−4i (M) = φ(�n+m−4i (M̃)).
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Invariants of Witt Spaces

6.1 The Signature of Spaces with only Even-Codimensional
Strata

Let Xn be a topological stratified pseudomanifold which has only strata of even
codimension:

Xn ⊃ Xn−2 ⊃ Xn−4 ⊃ Xn−6 ⊃ · · · .

A wide class of examples is given by complex algebraic varieties. In this case, the
intersection pairing (4.15) of Sect. 4.4 will allow us to define a signature σ(X) by
using the two middle perversities. Assume that n = 2k. We recall that the two middle
perversities m̄, n̄ have the following values:

c 2 3 4 5 6 7 8 9 . . .

m̄(c) 0 0 1 1 2 2 3 3 . . .

n̄(c) 0 1 1 2 2 3 3 4 . . .

The intersection pairing on the middle dimension between the middle perversity
groups is

IHm̄
k (X) ⊗ IH n̄

k (X) −→ R. (6.1)

Since m̄(c) = n̄(c) for even values of c, and only these values are relevant for our
present X, we have IC•̄

m(X) = IC•̄
n(X) and thus IHm̄

k (X) = IH n̄
k (X). Therefore,

the pairing (6.1) becomes

IHm̄
k (X) ⊗ IHm̄

k (X) −→ R

(symmetric if k even), i.e. defines a quadratic form on the vector space IHm̄
k (X). Let

σ(X) be the signature of this quadratic form.

Remark 6.1.1 As IC•̄
m(X) = IC•̄

n(X), we have on the sheaf level DIC•̄
m(X)[n]

∼= IC•̄
m(X). Thus IC•̄

m(X) for X with only even-codimensional strata is our first
example of a self-dual sheaf. Self-dual sheaves will be discussed in generality later
in this book.
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The most important property of the signature is its bordism invariance, which we
shall now discuss in detail. We review first the classical statement for nonsingular
spaces (Thom’s theorem), followed by a sheaf-theoretic proof of the corresponding
statement for singular spaces with only even codimensional strata.

1. For manifolds: We digress briefly to explain some linear algebra that we will
need: Given linear maps f : A → B and g : C → D between k-vector spaces and a
commutative diagram

A
f � B

D∗

∼= φ

�
g∗
� C∗

ψ ∼=

�

where we use V ∗ to denote the linear dual V ∗ = Hom(V , k) and g∗ = Hom(g, 1).

Then the factorization of g as a surjection followed by an injection,

C
ḡ−→ im g ↪→ D,

induces a dual factorization of g∗ as a surjection followed by an injection,

D∗ −→ (im g)∗
ḡ∗
↪→ C∗,

and thus

(im g)∗ ∼= ḡ∗((im g)∗) = g∗(D∗) = g∗φ(A) = ψ(im f ) ∼= im f,

whence
A/ ker f ∼= (im g)∗. (6.2)

Theorem 6.1.2 (Thom) If the closed oriented manifold M4k is an oriented boundary
M = ∂W 4k+1 of a compact oriented manifold W 4k+1, then σ(M) = 0.

Proof. Consider the commutative diagram with exact rows

H 2k(W)
j∗
� H 2k(M)

δ∗
� H 2k+1(W,M)

H2k+1(W,M)

PD ∼=

�
∂∗� H2k(M)

PD ∼=

�
j∗� H2k(W)

PD ∼=

�

where PD denotes the Poincaré duality isomorphism. Let L = im j∗ ⊂ H 2k(M)

and K = ker j∗ ⊂ H2k(M). As an input for the digression preceding the theorem,
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take f = j∗, g = j∗ and as φ,ψ universal coefficient isomorphisms as in the
following commutative diagram:

H2k(M)
j∗� H2k(W)

H 2k(M)∗

∼= φ

�
(j∗)∗� H 2k(W)∗

ψ ∼=
�

Then (6.2) shows
H2k(M)/K ∼= L∗.

Now im j∗ = ker δ∗ PD∼= ker j∗, i.e. L ∼= K. Consequently, rk K = rk L =
rk H2k(M) − rk K and we conclude that

rk L = 1
2 rk H2k(M).

If x, y ∈ L then

〈x ∪ y, [M]〉 = 〈j∗x′ ∪ j∗y′, [M]〉 = 〈x′ ∪ y′, j∗[M]〉 = 0,

since j∗[M] = 0 as M bounds. Thus L is a Lagrangian (maximally self-annihilating)
subspace for the intersection form. The existence of a Lagrangian subspace implies
that the signature of the given form vanishes, σ(M) = 0. 
�

2. For singular spaces:

Definition 6.1.3 An n-dimensional pseudomanifold with boundary is a pair (Xn,A)

such that

1. A is an (n − 1)-dimensional pseudomanifold with singular set ΣA.

2. There exists a closed subset ΣX ⊂ X, dim ΣX ≤ n − 2 such that X − (ΣX ∪ A)

is an oriented n-manifold, dense in X.

3. A is collared in X: There exists a closed neighborhood N of A in X and an

orientation- and stratum-preserving isomorphism A × [0, 1] �−→ N.

4. X has a filtration by closed subsets

X = Xn ⊃ Xn−2 = ΣX ⊃ Xn−3 ⊃ · · · ⊃ X0

such that the sets Aj−1 = Xj ∩ A stratify A and the Xj − Aj−1 stratify X − A.

The following result is due to Goresky and MacPherson; see [GM80], where it is
proven for PL spaces. The proof we present here is entirely sheaf-theoretic and thus
works for any topological pseudomanifold.

Theorem 6.1.4 Let (X4k+1, ∂X = A) be a compact oriented pseudomanifold with
boundary. Assume that X has only strata of even codimension. Then

σ(A) = 0.
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Proof. Let Y 4k+1 be the closed pseudomanifold obtained from X by coning off the
boundary:

Y = X ∪A cA.

Let A• be the algebraic mapping cone of the canonical morphism (4.14) (Sect. 4.2),
IC•̄

m(Y ) → IC•̄
n(Y ), so that we have a distinguished triangle

IC•̄
m(Y ) IC•̄

n(Y )

A•
[1]

(6.3)

We observe that away from the cone-point, the canonical morphism is an isomor-
phism

IC•̄
m(Y )|Y−{c}

�−→ IC•̄
n(Y )|Y−{c}

(since Y − {c} has only strata of even codimension) so A•|Y−{c} ∼= 0 and A•
is supported over the cone-point. Moreover, A•

c is concentrated in degree s =
n̄(4k + 1) − (4k + 1). As n̄(4k + 1) = 2k, that degree is s = −2k − 1. For hyperco-
homology with compact supports we have the long exact sequence (cf. e.g. [Ive86])

Hs
c(Y − {c}; A•) � Hs

c(Y ; A•) � Hs
c({c}; A•) � Hs+1

c (Y − {c}; A•)
‖ ‖ � ‖ ‖
0 Hs(Y ; A•) Hs({c}; A•) 0

This allows us to identify the hypercohomology of A• as the intersection homology
of the boundary A:

Hs(Y ; A•) ∼= Hs({c}; A•)
∼= Hs(A•)c
∼= Hs(IC•̄

n(Y ))c (using the triangle (6.3))
∼= Hs(Link(c); IC•̄

n(Y ))

∼= H−2k(A; IC•̄
n(A))

= IHm̄
2k(A).

The triangle (6.3) induces on hypercohomology an exact sequence

Hs(Y ; IC•̄
m(Y )) −→ Hs(Y ; IC•̄

n(Y )) −→ Hs(Y ; A•) −→ Hs+1(Y ; IC•̄
m(Y )),

that is,

IHm̄
2k+1(Y ) −→ IH n̄

2k+1(Y )
j∗

−→ IHm̄
2k(A) −→ IHm̄

2k(Y ).

Let L = im j∗ ⊂ IHm̄
2k(A). Dualizing triangle (6.3) yields a distinguished triangle

DA• −→ DIC•̄
n −→ DIC•̄

m −→ DA•[1].
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We turn this once to obtain

DIC•̄
n −→ DIC•̄

m −→ DA•[1] −→ DIC•̄
n[1],

and then shift by [n]:
DIC•̄

n[n] −→ DIC•̄
m[n] −→ DA•[n + 1] −→ DIC•̄

n[n + 1].
The commutative square

DIC•̄
n[n] � DIC•̄

m[n]
‖ � ‖ �

IC•̄
m

� IC•̄
n

can be completed to an isomorphism of triangles

DIC•̄
n[n] � DIC•̄

m[n] � DA•[n + 1] � DIC•̄
n[n + 1]

‖ � ‖ � ‖ �
IC•̄

m
� IC•̄

n
� A•

∼=
�

� IC•̄
m[1]

so that A• is a self-dual complex, DA•[n + 1] ∼= A• (but note that the duality shift
is off by one). The self-duality isomorphism induces a nonsingular pairing

Hs(A•)c ⊗ Hs(A•)c −→ R

which is the intersection pairing

IHm̄
2k(A) ⊗ IHm̄

2k(A) −→ R.

We obtain thus a commutative diagram of paired sequences

IH n̄
2k+1(Y )

j∗
� IHm̄

2k(A) � IHm̄
2k(Y )

⊗ ⊗ ⊗
IHm̄

2k(Y ) � IHm̄
2k(A) �

j∗
IH n̄

2k+1(Y )

R

�
R

�
R

�

which implies as in the proof of Theorem 6.1.2 that L is a Lagrangian subspace and
σ(A) = 0. 
�

6.2 Introduction to Whitney Stratifications

We have previously defined topological and piecewise linear stratified spaces
(Sect. 4.1.2). To be able to apply methods from differential topology to stratified
spaces we need a suitable notion of “smoothly stratified” spaces. One such notion is
provided by the theory of Whitney stratifications. Within the world of Whitney strati-
fied spaces we will have powerful geometric tools available, such as certain transver-
sality techniques, tube neighborhoods of strata, stratified submersion and Thom’s
first isotopy lemma, and the important concept of a stratified map.



128 6 Invariants of Witt Spaces

Definition 6.2.1 Let S be a partially ordered set with order relation <. An
S-decomposition of a topological space Z is a locally finite collection of disjoint
locally closed subsets (called pieces) Sα ⊂ Z (α ∈ S) such that

1. Z = ⋃
α∈S Sα,

2. Sα ∩ S̄β �= ∅ ⇔ Sα ⊂ S̄β ⇔ α = β or α < β (we will write Sα < Sβ ).

A Whitney stratified space is a decomposed space with each piece a smooth
manifold, and pieces fit together via Whitney’s conditions A and B.

Definition 6.2.2 Let M be a smooth manifold and Z ⊂ M a closed subset. An
S-decomposition Z = ⋃

α∈S Sα is a Whitney stratification of Z if:

1. Each piece Sα is a locally closed smooth submanifold of M.

2. Every pair Sα < Sβ satisfies Whitney’s conditions A and B, see Fig. 6.1: Sup-
pose
• (xi) ⊂ Sβ is a sequence of points converging to a point y ∈ Sα.

• The tangent planes Txi
Sβ converge (in local coordinates of M near y) to a

limiting plane τ.

Then, whenever (yi) ⊂ Sα is a sequence yi → y such that the secant lines
li = xiyi converge to a limiting line l, we require that

l ⊂ τ.

This condition is called condition B. It is not hard to verify that it implies condi-
tion A: TySα ⊂ τ.

Figures 6.2–6.4 illustrate conditions A and B with algebraic surfaces in M = R
3.

Figure 6.2 shows Z = {x4 + y4 = xyz} with S-decomposition S1 = z-axis, S2 =
Z − S1, S1 < S2. Taking (xi) ⊂ S2 to be xi = ( 1

i
, 1

i
, 2

i2 ), we have y = 0 ∈ R
3,

TyS1 = z-axis, τ = xy-plane, and TyS1 �⊂ τ , so that condition A is violated. In a
similar fashion, the reader may investigate the example of Fig. 6.3 and of Fig. 6.4.

Fig. 6.1. Whitney’s conditions A and B.



6.2 Introduction to Whitney Stratifications 129

Fig. 6.2. x4 + y4 = xyz: Neither A nor B hold.

Fig. 6.3. x2 = zy2: Neither A nor B hold.

Fig. 6.4. y2 = z2x2 − x3: A holds, but not B.
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Any compact complex analytic variety has a canonical Whitney stratification
with only even codimensional strata. The Whitney conditions imply the following
properties:

• Whitney stratifications are locally topologically trivial along the strata.
• Whitney stratified spaces can be triangulated (compare J. H. C. Whitehead’s the-

orem for smooth manifolds).
• The transverse intersection of two Whitney stratified spaces is again Whitney

stratified by the intersections of the strata of the two spaces.

Definition 6.2.3 Let Z1 ⊂ M1 and Z2 ⊂ M2 be Whitney subsets of smooth mani-
folds and let f : M1 → M2 be a smooth map. We say that the restriction f |Z1 :
Z1 → M2 is transverse to Z2 if, for each stratum A ⊂ Z1 and for each stratum
B ⊂ Z2, the map f |A : A → M2 is transverse to B (i.e. for each x ∈ f −1(B),

df (x)(TxA) + Tf (x)B = Tf (x)M2).

If f |Z1 is transverse to Z2, it follows that (f |Z1)
−1(Z2) is Whitney stratified by

strata of the form A∩f −1(B). For the special case of an inclusion map, we obtain the
notion of a transverse intersection of two Whitney stratified sets, (f |Z1)

−1(Z2) =
Z1 ∩ Z2.

6.2.1 Local Structure

Choose a Riemannian metric on M and let Z ⊂ M be Whitney stratified. Fix a point
p ∈ Z; let S be the connected component containing p of the stratum containing p.
Locally at p we can always find a smooth submanifold N ′ of M , transverse to each
stratum of Z, intersecting S only at p, and satisfying dim S + dim N ′ = dim M. Let

Bδ(p) = {z ∈ M| dist(z, p) ≤ δ}
be the closed ball of radius δ around p with boundary

∂Bδ(p) = {z ∈ M| dist(z, p) = δ}.
Whitney’s condition B implies that if δ is sufficiently small, then ∂Bδ(p) is transverse
to each stratum of Z and also transverse to each stratum of Z ∩ N ′. Fix such δ > 0.

Definition 6.2.4 The normal slice to S at p is N(p) = N ′ ∩ Z ∩ Bδ(p). The link of
S at p is L(p) = N ′ ∩ Z ∩ ∂Bδ(p).

The normal slice and the link are canonically Whitney stratified, since they are
transverse intersections of Whitney stratified spaces. For δ sufficiently small, the
homeomorphism type of (N(p), L(p)) is independent of the choice of δ, the Rie-
mannian metric, N ′, and p ∈ S. There is a homeomorphism N(p) ∼= cL(p). In fact,
one can show:

Proposition 6.2.5 S has a closed neighborhood TS (“tube”) in Z and a locally triv-
ial projection π : TS → S such that the fiber π−1(p) is homeomorphic to the cone
on the link of S.
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6.2.2 Stratified Submersions

Recall that for manifolds, a smooth map f : M̄n+k → Mn is a submersion, if f is
surjective and for all x ∈ M̄, df (x) : TxM̄ → Tf (x)M has rank n. (It follows that
the fiber f −1(p) is a submanifold of M̄.)

Definition 6.2.6 Let Z ⊂ M be Whitney stratified and N be a smooth manifold. A
stratified submersion f : M → N is a smooth map such that

1. f |Z is proper.
2. For each stratum A of Z, f |A : A → N is a submersion.

If f : Z → R
n is a stratified submersion, then for all t ∈ R

n, Z ∩ f −1(t) is
Whitney stratified by its intersection with the strata of Z.

Theorem 6.2.7 (Thom’s first isotopy lemma) Given a stratified submersion f : Z →
R

n, there exists a stratum preserving homeomorphism

Z
∼=−→ R

n × (f −1(0) ∩ Z),

which is smooth on every stratum and commutes with the projection to R
n.

6.2.3 Stratified Maps

The concept of a stratified map between Whitney stratified spaces generalizes the
concept of a fiber bundle between smooth manifolds.

Definition 6.2.8 Let Z1 ⊂ M1, Z2 ⊂ M2 be Whitney stratified spaces, and let
f : M1 → M2 be a smooth map between the ambient manifolds such that f |Z1 is
proper and f (Z1) ⊂ Z2. The restriction f |Z1 : Z1 → Z2 is called a stratified map,
if

1. for each stratum A2 ⊂ Z2, f −1(A2) is a union of connected components of
strata of Z1, and

2. f takes each of these components submersively to A2.

If B is a connected component of a stratum of Z2 then f |f −1(B) is a stratified
submersion. Thom’s first isotopy lemma implies that f |f −1(B) is a locally trivial
fiber bundle in a stratum preserving way. In particular, the fibers over any two points
in B are homeomorphic. Also, the homeomorphism type of f −1N(b) is independent
of b ∈ B, where N(b) is the normal slice to B at b.

6.2.4 Normally Nonsingular Maps

Definition 6.2.9 An inclusion i : X ↪→ Y of locally compact Hausdorff spaces is
normally nonsingular if there exists a vector bundle E → X, an open neighborhood

U ⊂ E of the zero section, and a homeomorphism j : U
�−→ j (U) ⊂ Y such that

j (U) is open in Y and the composition X → U → Y is i.



132 6 Invariants of Witt Spaces

Transverse intersections give rise to normally nonsingular inclusions:

Proposition 6.2.10 Let Y ⊂ M be Whitney stratified and suppose N ⊂ M is a
smooth submanifold transverse to Y. Then X = N ∩ Y is Whitney stratified and

X ↪→ Y

is normally nonsingular.

Normally nonsingular inclusions play an important role in the theory of self-dual
sheaves, since self-duality is preserved under restriction to a normally nonsingular
subvariety.1 This observation will be used e.g. in Sect. 8.2 to construct the L-class of
an arbitrary self-dual sheaf.

6.3 The Goresky–MacPherson L-Class

Let Xn be a Whitney stratified, closed, oriented pseudomanifold which has only
even-codimensional strata. We will show how to adapt the Thom–Pontrjagin type
approach of Sect. 5.7 to construct the Goresky–MacPherson L-class L(X) of X. Let
M ⊃ X denote the ambient smooth manifold. In the context of the present section,
let us adopt the following language:

Definition 6.3.1 A continuous map f : X → Sk is transverse, if

1. f is the restriction of a smooth map f̃ : M → Sk,

2. the north pole N ∈ Sk is a regular value of f̃ , and
3. f̃ −1(N) is transverse to each stratum of X (that is, the submanifold f̃ −1(N) is

transverse to X in the sense of Whitney stratified sets).

Let f : X → Sk be transverse. Then f −1(N) = f̃ −1(N) ∩ X is Whitney
stratified with strata f̃ −1(N) ∩ A, for each stratum A of X. Note that all of these
strata f̃ −1(N) ∩ A are of even codimension in f −1(N). Therefore, the signature
σ(f −1(N)) is well-defined using middle perversity intersection homology as de-
scribed in Sect. 6.1.

Lemma 6.3.2 The map

σ : πk(X) −→ Z

[f ] �→ σ(f −1(N))

is a well-defined homomorphism (2k − 1 > n).

1 Self-duality is also preserved by restriction to open subsets, but it is not preserved under
general restrictions. For example, the inclusion of a stratum into the whole space is usually
not normally nonsingular, and the restriction of a self-dual sheaf to a lower-dimensional
stratum is typically not self-dual.
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Proof. Any continuous f : X → Sk is homotopic to a transverse map. Sup-
pose f and g are homotopic transverse maps. There exists a transverse homotopy
H : X × I → Sk from f to g. Then H−1(N) is a bordism with only even codimen-
sional strata between f −1(N) and g−1(N). By bordism invariance, Theorem 6.1.4,
σ(f −1(N)) = σ(g−1(N)). 
�

By Serre’s theorem, the Hurewicz map πk(X) ⊗ Q → Hk(X; Q) is an isomor-
phism for 2k − 1 > n. Thus, we may view the homomorphism of Lemma 6.3.2 as a
linear functional σ ⊗ Q ∈ Hom(Hk(X), Q) ∼= Hk(X). We define

Lk(X) = σ ⊗ Q ∈ Hk(X; Q).

• The restriction 2k−1 > n is removed by crossing with a high-dimensional sphere
as shown at the end of Sect. 5.7.

• In general, L(X) is not in the image of the duality map H ∗(X)
∩[X]−→ H∗(X). Thus

the Goresky–MacPherson L-class is in general only a homology characteristic
class.

• Using results of Sullivan, one can find an element in KO(X) ⊗ Z[ 1
2 ] whose

Pontrjagin character is L(X).

6.4 Witt Spaces

Let us start out with some remarks on singular bordism theories. Naively, we could
consider bordism based on all (say topological, or PL) closed pseudomanifolds,

Ω
all pseudomfds
∗ (Y ) = {[X f−→ Y ] | X a pseudomanifold},

where the admissible bordisms are compact pseudomanifolds with boundary, without
further restrictions. Now it is immediately clear that the associated coefficient groups
vanish, Ω

all pseudomfds∗ (pt) = 0, since any pseudomanifold X is the boundary of
the cone cX, which is an admissible bordism. Moreover, under such a notion of
bordism, the signature is not a bordism invariant—complex projective space CP 2

with σ(CP 2) = 1 is the boundary of the cone cCP 2, whence we are supposed to
have σ(CP 2) = 0. Thus this naive definition is not useful, and we conclude that
a subclass of pseudomanifolds has to be selected to define useful singular bordism
theories. Given the results on middle perversity intersection homology presented so
far, our next approach would be to select the class of all closed pseudomanifolds with
only even-codimensional strata,

Ωev∗ (Y ) = {[X f−→ Y ] | X has only even codim strata}
(and the same condition is imposed on all admissible bordisms). While we do know
that the signature is well-defined on Ωev∗ (pt), this is however still not a good theory
as this definition leads to a large number of geometrically insignificant generators.
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For instance, X may not even be bordant to a space Xref obtained by merely refining
the stratification of X. This demonstrates that we need to allow some strata of odd
codimension, but so as not to destroy Poincaré duality. This problem was solved by
Paul Siegel in [Sie83] by introducing a class of stratified spaces called Witt spaces
(because of a relation to Witt groups, as will be explained in the next section).

Let Xn be a stratified oriented pseudomanifold without boundary. We ask the fol-
lowing question: Under precisely which conditions on X is IC•̄

m(X) a self-dual sheaf,
DIC•̄

m(X)[n] ∼= IC•̄
m(X)? Since the lower middle perversity intersection sheaves are

always dual to the upper middle perversity intersection sheaves, IC•̄
m(X) is self-dual

if and only if the canonical morphism IC•̄
m(X) → IC•̄

n(X) is an isomorphism (in the
derived category). This can be analyzed by studying the mapping cone:

IC•̄
m IC•̄

n

S•
[1]

We make use of the following lemma.

Lemma 6.4.1 Suppose p̄(c) = q̄(c) for all c �= k and q̄(k) = p̄(k) + 1. If

IC•̄
p IC•̄

q

S•
[1]

is a distinguished triangle on the canonical morphism, then

1. supp Hi (S•) = cl(supp Hi (S•) ∩ (Xn−k − Xn−k−1)).

2. For x ∈ Xn−k − Xn−k−1:

Hi (S•)x =
{

0, i �= q̄(k) − n,

Hi (IC•̄
q)x, i = q̄(k) − n.

Factoring IC•̄
m → IC•̄

n through several perversities and applying the lemma to
each one-step increase, we see that IC•̄

m → IC•̄
n is an isomorphism iff

Hi (IC•̄
n)x = 0, i = n̄(k) − n, k ≥ 3 odd.

For k = 2l + 1,
Hn̄(2l+1)−n(IC•̄

n)x
∼= IHl(Link(x)).

Thus, self-duality of IC•̄
m(X) is characterized by the vanishing of the middle-

perversity middle-dimensional intersection homology of the links of odd-codimen-
sional strata.

Definition 6.4.2 Xn is a Witt space, if IHm̄
l (Link(x)) = 0 for all x ∈ Xn−2l−1 −

Xn−2l−2 and all l ≥ 1.
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Example 6.4.3 The suspension X7 = ΣCP 3 has two singular points which form a
stratum of odd codimension 7. The link is CP 3 with middle homology H3(CP 3) = 0.

Hence X7 is a Witt space. The suspension X3 = ΣT 2 has two singular points which
form a stratum of odd codimension 3. The space X3 is not Witt, since the middle Betti
number of the link T 2 is 2.

We summarize:

Theorem 6.4.4 (Siegel) X is Witt iff IC•̄
m(X) → IC•̄

n(X) is an isomorphism. On
a Witt space X, IC•̄

m(X) is self-dual, and if X is compact, we have a nonsingular
pairing IHm̄

i (X) ⊗ IHm̄
n−i (X) → R.

Let ΩWitt
i denote the bordism group based on i-dimensional Witt spaces, i.e.

ΩWitt
i = {[Xi] | Xi PL closed oriented Witt},

where two spaces X and X′ represent the same class, [X] = [X′], if there exists an
(i + 1)-dimensional oriented compact PL stratified pseudomanifold-with-boundary
Y i+1 such that each stratum of odd codimension in Y−∂Y satisfies the Witt condition
and ∂Y ∼= X � −X′ under an orientation-preserving PL-isomorphism.

When is a Witt space Xi a boundary? Suppose i is odd. Then X = ∂Y with
Y = cX, the cone on X. The cone Y is a Witt space, since the cone-point is a stratum
of even codimension in Y (we stratify the cone of a stratified pseudomanifold as
in Example 4.1.15). This shows that ΩWitt

2k+1 = 0 for all k. If i = 2k is even, then
Y = cX is Witt only if IHk(X) = 0. Thus we have [X] = 0 ∈ ΩWitt

2k provided the
middle-dimensional middle-perversity intersection homology of X vanishes.

6.5 Siegel’s Calculation of Witt Bordism

We give a complete calculation of the Witt bordism coefficient groups ΩWitt∗ , due to
P. Siegel. Our exposition is guided by M. Goresky’s report [B+84, VII] on [Sie83].
Let us first recall definition and structure of the Witt group W(Q) of the ring Q of
rational numbers. Define W(Q) to be the free abelian group generated by Q-vector
spaces V equipped with a symmetric bilinear nondegenerate pairing β : V ×V → Q,

modulo the relations (V1, β1)+(V2, β2) = (V1 ⊕V2, β1 ⊕β2) (orthogonal sum), and
(V , β) = 0 if V contains a self-annihilating subspace W such that dim W = 1

2 dim V.

The structure of W(Q) is known:

W(Q) ∼= W(Z) ⊕
⊕

p prime

W(Z/p),

where W(Z) ∼= Z via the signature, W(Z/2) ∼= Z/2, and for p �= 2, W(Z/p) ∼= Z/4
or Z/2 ⊕ Z/2.

Let X4k be a (PL) Witt space. Define an invariant w(X) as follows:

w(X) = (IHm̄
2k(X; Q), intersection pairing) ∈ W(Q).
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Theorem 6.5.1 (Siegel) The assignment X �→ w(X) induces an isomorphism

w : ΩWitt
4k

�−→ W(Q)

for k ≥ 1 and ΩWitt
0

∼= Z. If i �≡ 0(4), then ΩWitt
i = 0.

Proof. 1. w is well-defined: If X = ∂Y, then the image of IH n̄
2k+1(Y ∪X cX) →

IHm̄
2k(X) is a self-annihilating subspace of half the dimension (cf. the proof of The-

orem 6.1.4). Thus w(X) = 0 in the Witt ring.
2. w is surjective: This is a geometric realization problem, which is solved by the

following plumbing result:

Theorem 6.5.2 Let A be a symmetric n × n-matrix with integer entries and only
even entries on the diagonal. For k ≥ 1, there exists a manifold (M4k, ∂M) such
that the matrix of intersections H2k(M; Z) ⊗ H2k(M; Z) → Z is given by A.2

Given (V , β) ∈ W(Q), we can find a basis of V with respect to which the inter-
section matrix A = A(β) satisfies the conditions of the theorem. Then H2k(M; Q)

represents (V , β) and

IHm̄
2k(M ∪∂M c∂M; Q) ∼= H2k(M; Q).

The space X = M ∪∂M c∂M is Witt, since the cone vertex is of even codimension,
and we have w(X) = (V , β).

3. w is injective: Suppose that X4k is a connected Witt space such that w(X) =
0. This means there exists a maximally self-annihilating subspace in IHm̄

2k(X). It
suffices to find a bordism X ∼ X′ such that IHm̄

2k(X
′) = 0, for then X′ = ∂cX′ and

the cone cX′ is Witt. There exists a symplectic basis (see e.g. [MH73]) for IHm̄
2k(X),

i.e. a basis in which the intersection matrix takes the form
(

0 I

I 0

)

.

Siegel shows that every basis element can be represented by an irreducible3 PL-
cycle in X. Let ξ be such a cycle, let N(ξ) be a regular neighborhood of |ξ | with
boundary ∂N(ξ). We will construct the required X′ in stages, where each stage is an
elementary singular surgery as follows:

Claim: X′ = (X − int N(ξ)) ∪ c∂N(ξ) is Witt-bordant to X,
rk IHm̄

2k(X
′) = rk IHm̄

2k(X) − 2.

We supply some of the arguments involved in proving the claim:

2 In fact, we can find (M, ∂M) with M (2k − 1)-connected and ∂M a homology sphere.
Then H2k(M) is free abelian and i∗ : H2k(M) → H2k(M, ∂M) is an isomorphism. Hence
the pairing H2k(M) ⊗ H2k(M) → Z can be identified with the Poincaré duality pairing
H2k(M) ⊗ H2k(M, ∂M) → Z via i∗.

3 Definition: A representative cycle z for α ∈ IH
p̄
j

(X; Q) is irreducible if (1) Hj (|z|; Z) =
Z, and (2) the generator of Hj (|z|; Z) has coefficient ±1 on every j -simplex of |z|.
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• Thinking of X′ as obtained from X by collapsing N(ξ) to a point, it is clear that
the class [ξ ] is killed in X′.

• Let [ξ∗] denote the class dual to [ξ ] in the symplectic basis, that is, we have the
intersection [ξ ] ∩ [ξ∗] = 1. Then [ξ∗] is also killed by the surgery: Since |ξ∗|
intersects |ξ | in X, it passes through the cone-point c in X′. But if ξ∗ were an
allowable chain in IHm̄

2k(X
′), it would have to satisfy

dim(|ξ∗| ∩ {c}) ≤ 2k − 4k + (2k − 1) = −1.

Thus ξ∗ is not m̄-allowable in X′.
• The bordism between X and X′ is given by the “trace of the surgery”: Let coll :

X → X′ be the collapse map, and let cyl(coll) be the mapping cylinder. Define
Y 4k+1 to be cyl(coll) with a collar X′ × I attached on X′,

Y 4k+1 = cyl(coll) ∪X′ X′ × I.

Then ∂Y = X � −X′.
• Y is Witt: No problems arise from the stratum {c} × (0, 1) in the collar, since

it is of even codimension in Y. The stratum {c} × {0} in the interior of Y is of
odd codimension, so that we need to check the Witt condition there. The link of
{c} × {0} in Y is

L4k = Lk({c} × {0}) = N(ξ) ∪∂N(ξ) c∂N(ξ).

We have to show that IHm̄
2k(L) = 0. Any 2k-cycle in L must miss the cone-

point (again by m̄-allowability) and can therefore be deformed into N(ξ) and
then further deformed onto |ξ |. Now ξ was chosen irreducible. We conclude that

rk IHm̄
2k(L) ≤ 1,

generated by [ξ ]. As L is a Witt space, IHm̄
2k(L) × IHm̄

2k(L) → Q is nondegen-
erate. But the original basis was symplectic. Thus the self-intersection number
[ξ ] ∩ [ξ ] = 0 in (X and hence in) L. It follows that IHm̄

2k(L) = 0. 
�

6.6 Application of Witt Bordism: Novikov Additivity

Definition 6.6.1 If (X4k, ∂X) is a Witt space with boundary, let

w(X) = w(X ∪∂X c(∂X)).

Theorem 6.6.2 (Additivity) Let Y 4k be an oriented closed Witt space and Z,X1, X2
⊂ Y such that

1. Y = X1 ∪ X2,
2. X1 ∩ X2 = Z,
3. Z is bicollared in Y ,
4. (X1, Z1) and (X2,−Z) are oriented 4k-dimensional Witt spaces with boundary.
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Then
w(Y) = w(X1) + w(X2).

Remark 6.6.3 Composing with the signature W(Q) → Z, it follows that σ(Y ) =
σ(X1)+σ(X2). In the manifold situation, this property is referred to as Novikov ad-
ditivity. In general, this formula does not suggest that we can calculate the signature
of a space by decomposing it into small pieces, since “corners” will develop and the
formula does not remain applicable. There is, however, a refinement of the formula
due to C. T. C. Wall involving Maslov indices.

Proof. (of Theorem 6.6.2) The following geometric argument rests on the pinch bor-
dism, see Fig. 6.5, and is due to Siegel. Let

Y ′ = Y/Z ∼= (X1 ∪ cZ) ∪c (X2 ∪ cZ),

where c denotes the common cone-point. We define the pinch bordism P to be the
mapping cylinder of the collapse Y → Y ′ with a collar Y ′ × I attached. The main
point is to verify that P is a Witt space. One needs to check that

IHm̄
2k(Lk({c} × {0}, P )) = 0.

Now the link is

Lk = Z × [−1, 1] ∪ c∂(Z × [−1, 1])
∼= suspension(Z)/(cone-points identified).

Fig. 6.5. The pinch bordism P .
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As the intersection homology of a space does not change under normalization, see
Remark 6.6.4 below, we have IHm̄

2k(Lk) ∼= IHm̄
2k(Σ(X)), where Σ denotes suspen-

sion. We claim that the latter group vanishes. If ξ ∈ ICm̄
2k(ΣZ) is an intersection

cycle, then by allowability ξ ∩ {c±} = ∅ (with c± the two suspension points). Thus
we can find a representative [ξ ′] = [ξ ], |ξ ′| ⊂ Z. But ξ ′ = ∂(c+ξ ′), and c+ξ ′ is
m̄-allowable. Therefore [ξ ′] = 0.

Knowing that P is a Witt bordism, we can now invoke bordism invariance to
conclude

w(Y) = w(Y ′).
By Definition 6.6.1, w(Y ′) = w(X1) + w(X2). 
�
Remark 6.6.4 We call a pseudomanifold X normal, if it has connected links.

Definition 6.6.5 A normalization of an n-dimensional pseudomanifold X is a nor-
mal pseudomanifold X̃ together with a finite-to-one projection π : X̃ → X such that
for all p ∈ X

π∗ :
⊕

q∈π−1(p)

Hn(X̃, X̃ − q) −→ Hn(X,X − p)

is an isomorphism.

Every PL pseudomanifold can be normalized by the following procedure: Given a
triangulation T of X, we construct X̃. Let

Y =
⊔

σn∈T
n- simplex

σ.

If we let f : Y → X be the characteristic map and put

X̃ = Y/∼,

where ∼ means identify two (n − 1)-simplices τ and τ ′ iff f (τ) = f (τ ′), then X̃ is
a simplicial complex such that the link of every simplex σi, i ≤ n − 2, is connected.

Theorem 6.6.6 If X is a pseudomanifold with normalization X̃
π−→ X, then π∗ :

C∗(X̃) → C∗(X) induces isomorphisms IH
p̄∗ (X̃) ∼= IH

p̄∗ (X) for any p̄.

Fig. 6.6. The normalization of a pinched torus.
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Proof. Check IC
p̄
i (X̃) ∼= IC

p̄
i (X). 
�

Example 6.6.7 Let X be the pinched torus, Fig. 6.6. Its normalization is the 2-sphere,
X̃ = S2. The 1-cycle ξ1 in X (which disappears in X̃) is not p̄-allowable for any p̄,
since the condition is

dim(|ξ1| ∩ pt) ≤ 1 − 2 + p̄(2) = −1.
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T-Structures

7.1 Basic Definitions and Properties

In discussing the proof of the Kazhdan–Lusztig conjecture, Beilinson, Bernstein and
Deligne discovered that the essential image of the category of regular holonomic
D-modules under the Riemann–Hilbert correspondence gives a natural abelian sub-
category of the nonabelian bounded constructible derived category on a smooth com-
plex algebraic variety. An intrinsic characterization of this abelian subcategory was
obtained by Deligne (based on discussions with Beilinson, Bernstein, and MacPher-
son), and independently by Kashiwara. It was then realized that one still gets an
abelian subcategory if the axioms of the characterization are modified to accommo-
date an arbitrary perversity function, with the original axioms corresponding to the
middle perversity. The objects of these abelian subcategories were termed perverse
sheaves (they are actually still complexes of sheaves, but behave in many ways like
sheaves). The middle perversity intersection chain sheaves IC•̄

m(X) are examples of
perverse sheaves. For a detailed account of the history of this subject we refer the
reader to [Kle89].

Our presentation of the theory is based on the authoritative monograph [BBD82],
as well as [KS90]. First we develop the general theory of t-structures on any trian-
gulated category. We define the notion of the heart of a t-structure and prove that
the heart is always an abelian category (Theorem 7.1.11). In Sect. 7.2, we describe a
procedure which takes as its input a t-structure on an open subset and a t-structure on
the closed complement, and produces as an output a t-structure on the union. This is
the important gluing Theorem 7.2.2. Starting with natural t-structures shifted by the
values of a chosen perversity function, one applies the gluing theorem inductively to
the various strata of a filtered space X to obtain the perverse t-structure on X. We
define the category of perverse sheaves on X as the heart of the perverse t-structure.
In the process, we shall also obtain numerous functors operating on t-structures and
perverse sheaves.

Let D be a triangulated category. We will write the translation functor as [1].
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Definition 7.1.1 Let D≤0 and D≥0 be strictly1 full subcategories of D. Put D≤n =
D≤0[−n], D≥n = D≥0[−n]. The pair (D≤0,D≥0) is a t-structure on D if

1. D≤−1 ⊂ D≤0, D≥1 ⊂ D≥0,

2. HomD(X, Y ) = 0 for X ∈ D≤0, Y ∈ D≥1,

3. For every X ∈ D there exists a distinguished triangle

X0 −→ X −→ X1
+1−→

in D with X0 ∈ D≤0, X1 ∈ D≥1.

Remark 7.1.2 If (D≤0,D≥0) is a t-structure, then so is (D≤n,D≥n) (“shifted
t-structure”).

Example 7.1.3 The natural t-structure: Let A be an abelian category and D = D(A)

its derived category. We claim that setting

D≤0(A) = full subcategory of D of objects X• such that

Hj(X•) = 0 for j > 0,

D≥0(A) = full subcategory of D of objects X• such that

Hj(X•) = 0 for j < 0,

yields a t-structure (D≤0(A),D≥0(A)). Requirement (1) in Definition 7.1.1 is obvi-
ous. We prove (2): Let X• ∈ D≤0(A), Y • ∈ D≥1(A). In D(A), the natural morphism
Y • → τ≥1Y

• is an isomorphism and thus

HomD(X•, Y •) ∼= HomD(X•, τ≥1Y
•).

Let
Z•

Qis f

X• τ≥1Y
•

be a morphism in HomD(X•, τ≥1Y
•) and consider the diagram

Z•
Qis f

X• τ≤0Z
•

Qisincl

Qis
τ≥1Y

•

τ≤0Z
•

Qis f ◦incl

1 Strictly full means that X ∈ D, X′ ∈ D≤0, and X ∼= X′ in D implies X ∈ D≤0.
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But f ◦ incl : τ≤0Z
• → τ≥1Y

•, a morphism in the homotopy category K(A), can
only be represented by the zero-morphism in C(A). Therefore, HomD(X•, τ≥1Y

•) =
0. To satisfy requirement (3), take the distinguished triangle

τ≤0X
•

X•

τ≥1X
•

[1]

from Example 2.4.15.

Definition 7.1.4 The heart (or core) of a t-structure is the full subcategory D≤0 ∩
D≥0.

Example 7.1.5 The heart of the natural t-structure (D≤0(A),D≥0(A)), D≤0(A)

∩D≥0(A), is equivalent to A.

Proposition 7.1.6

1. The inclusion D≤n → D (resp. D≥n → D) has a right adjoint functor
τ≤n : D → D≤n (resp. left adjoint τ≥n : D → D≥n), i.e. there exist natural
morphisms τ≤nX → X (resp. X → τ≥nX) such that the induced map

HomD≤n(X, τ≤nY )
�−→ HomD(X, Y )

is an isomorphism for all X ∈ D≤n, Y ∈ D (resp.

HomD≥n(τ≥nX, Y )
�−→ HomD(X, Y )

for all X ∈ D,Y ∈ D≥n).
2. There exists a unique morphism

d : τ≥n+1(X) → (τ≤n(X))[1]
such that the triangle

τ≤nX• X•

τ≥n+1X•

[1]
d

is distinguished. Moreover, d is functorial.

Proof. We will assume n = 0. For every X ∈ D choose a distinguished triangle

X0 X

X1

[1]
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with X0 ∈ D≤0, X1 ∈ D≥1. This is possible by axiom (3). Put

τ≤0X = X0,

τ≥1X = X1.

Let Y be any object in D≤0. In the long exact sequence

Hom(Y,X1[−1]) −→ HomD(Y,X0) −→ HomD(Y,X) −→ Hom(Y,X1)

the term Hom(Y,X1) = 0 by (2) since Y ∈ D≤0, and X1 ∈ D≥1. Similarly,
Hom(Y,X1[−1]) = 0 since Y ∈ D≤0, and X1[−1] ∈ D≥2 so that

Hom(Y,X0)
�−→ Hom(Y,X).

We take τ≤0X → X to be X0 → X from the triangle. Next, we define τ≤0 on
morphisms. If we are given a morphism f : X → Y, let τ≤0f : τ≤0X → τ≤0Y

be the unique preimage of the composition (τ≤0X → X
f→ Y) ∈ Hom(τ≤0X, Y)

under the isomorphism Hom(τ≤0X, τ≤0Y) ∼= Hom(τ≤0X, Y). We verify

τ≤0(gf ) = τ≤0g ◦ τ≤0f

for X
f−→ Y

g−→ Z, leaving τ≤01X = 1τ≤0X to the reader. Let

X0
cX

X

X1

[1]

Y0
cY

Y

Y1

[1]

Z0
cZ

Z

Z1

[1]

be the triangles associated to X, Y,Z. Now τ≤0f is defined by the equation

cY ◦ τ≤0f = f ◦ cX

and τ≤0g is defined by the equation

cZ ◦ τ≤0g = g ◦ cY .

Then

cZ ◦ (τ≤0g ◦ τ≤0f ) = g ◦ cY ◦ τ≤0f

= g ◦ f ◦ cX

= cZ ◦ (τ≤0(gf ))

shows that τ≤0(gf ) = τ≤0g ◦ τ≤0f . Analogous considerations apply to τ≥0. Take

d : τ≥1X −→ τ≤0X[1]
to be X1 → X0[1] from the distinguished triangle. Its uniqueness follows from
Lemma 2.2.6 as indeed Hom(X0[1], X1) = 0 (X0[1] ∈ D≤−1, X1 ∈ D≥1). �
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Note that

τ≤n(X[m]) ∼= (τ≤n+m(X))[m],
τ≥n(X[m]) ∼= (τ≥n+m(X))[m].

It is frequently convenient to write τ<n = τ≤n−1 and τ>n = τ≥n+1 (similarly
D<n,D>n).

Proposition 7.1.7

1. If X ∈ D≤n, then τ≤nX → X is an isomorphism.
2. Let X ∈ D. Then X ∈ D≤n iff τ>nX ∼= 0. Similar statements hold for D≥n.

Proof. Use the morphism of triangles

X ========= X � 0
+1�

τ≤nX

�

� X

����������

� τ>nX

�

+1�

�


Proposition 7.1.8 Let
X′ X

X′′
[1]

be distinguished in D. If X′, X′′ ∈ D≥0, then X ∈ D≥0 (similarly for D≤0).

Proof. The assumption X′, X′′ ∈ D≥0 implies

Hom(τ<0X,X′) = 0 = Hom(τ<0X,X′′)

by axiom (2). Looking at the long exact sequence obtained from applying
Hom(τ<0X, −) to the triangle, we conclude Hom(τ<0X,X) = 0. By Proposition
7.1.6, this latter group is isomorphic to Hom(τ<0X, τ<0X). Hence 1τ<0X = 0 and
so τ<0X ∼= 0. This means that X ∈ D≥0 using Proposition 7.1.7. �

Proposition 7.1.9

1. b ≥ a ⇒ τ≥b ◦ τ≥a ∼= τ≥a ◦ τ≥b ∼= τ≥b,

τ≤b ◦ τ≤a ∼= τ≤a ◦ τ≤b ∼= τ≤a.

2. a > b ⇒ τ≤b ◦ τ≥a ∼= τ≥a ◦ τ≤b ∼= 0.

3. For X ∈ D, there exists an isomorphism τ≥a ◦ τ≤bX
�−→ τ≤b ◦ τ≥aX.
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Proof. 1. Since τ≥bX ∈ D≥b ⊂ D≥a, the canonical morphism τ≥bX → τ≥a(τ≥bX)

is an isomorphism by Proposition 7.1.7, (1).
2. Follows from Proposition 7.1.7, (2).
3. The nontrivial case is b ≥ a. The distinguished triangles

τ<aX τ≤bX

τ≥aτ≤bX

[1]

τ≤bX X

τ>bX

[1]

τ<aX X

τ≥aX

[1]

can be placed into an octahedron

τ<aX τ≤bX X

τ≥aτ≤bX

[1]
τ>bX

[1]

[1]

τ≥aX

yielding the distinguished triangle

τ≥aτ≤bX τ≥aX

τ>bX

[1] (7.1)

Comparing this triangle to the canonical

τ≤bτ≥aX τ≥aX

τ>bX

[1]

induces the sought isomorphism. �

Let C = D≤0 ∩ D≥0 be the heart in D. By the last proposition, τ≤0τ≥0 ∼=

τ≥0τ≤0. Define a functor
H 0 : D −→ C

by
H 0(X) = τ≤0τ≥0X ∼= τ≥0τ≤0X.

Also set Hn(X) = H 0(X[n]).
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Proposition 7.1.10 Suppose X ∈ D≥a for some a. Then:

X ∈ D≥0 ⇔ Hn(X) = 0 for n < 0.

Proof. This is clear from the axioms if a ≥ 0. Let a < 0. The triangle (7.1)

τ≥aτ≤bX τ≥aX

τ>bX

[1]

obtained from the octahedron above becomes

Ha(X)[−a] τ≥aX

τ>aX

[1]

after taking b = a. Thus, if X
�−→ τ≥aX is an isomorphism and Ha(X) = 0, then

X
�−→ τ>aX is an isomorphism. �


Theorem 7.1.11 The heart C = D≤0 ∩ D≥0 is an abelian category.

Proof.

• C is an additive category: In any triangulated category, the following criterion
holds:

Let Xi → Yi → Zi
+1→, i = 1, 2, be two triangles. They are distinguished

iff X1 ⊕ X2 → Y1 ⊕ Y2 → Z1 ⊕ Z2
+1→ is distinguished.

Given X, Y ∈ C, we apply the criterion to X
1→ X → 0

+1→ and 0 → Y
1→ Y

+1→
to see that

X −→ X ⊕ Y −→ Y
+1−→

is distinguished. By Proposition 7.1.8, X ⊕ Y ∈ C.

• Construction of cokernels: Before discussing the construction, we briefly review
the universal property characterizing the cokernel. Let f : X → Y be a mor-
phism, say, in the category of modules over a ring. The module coker f =
Y/ im f satisfies the following universal property: If g : Y → W is any ho-
momorphism such that gf = 0, then there exists a unique homomorphism
ḡ : coker f → W such that the diagram

X
f

Y
g

γcanon

W

Y/ im f

ḡ
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commutes. More generally, in any additive category C an object coker f is called
a cokernel for f , if there exists a morphism γ : Y → coker f solving the univer-
sal problem

X
f

Y
g

γ

W

coker f

∃! if gf =0

Now let f : X → Y be a given morphism in the heart C. Embed f in a distin-
guished triangle

X
f

Y

Z

[1]

Using Proposition 7.1.8, the shifted triangle Y → Z → X[1] +1−→ shows that

Z ∈ D≤0 ∩ D≥−1

since Y ∈ D≤0∩D≥0 ⊂ D≤0∩D≥−1 and X[1] ∈ D≤−1∩D≥−1 ⊂ D≤0∩D≥−1.

We claim
H 0(Z) ∼= τ≥0Z ∼= coker f.

Define γ to be the composition Y −→ Z
canon−→ τ≥0Z. Let W ∈ C. Studying the

long exact sequence

Hom(X[1],W) −→ Hom(Z,W) −→ Hom(Y,W)
−◦f−→ Hom(X,W),

we observe that Hom(X[1],W) = 0 as X[1] ∈ D≤−1, W ∈ D≥0. Suppose
g ∈ Hom(Y,W) such that gf = 0. Since τ≥0 is an adjoint for the inclusion, the
sequence can be rewritten as

0 −→ Hom(τ≥0Z,W)
−◦γ−→ Hom(Y,W)

−◦f−→ Hom(X,W),

g �→ 0 = gf.

By exactness, there exists a unique ḡ ∈ Hom(τ≥0Z,W) such that ḡγ = g; the
claim is established.

• Construction of kernels: We claim

H 0(Z[−1]) ∼= τ≤0(Z[−1]) ∼= ker f.

We take ker f → X to be the composition τ≤0(Z[−1]) canon−→ Z[−1] −→ X, and
consider the exact sequence

Hom(W, Y [−1]) −→ Hom(W,Z[−1]) −→ Hom(W,X)
f ◦−−→ Hom(W, Y ).
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After observing Hom(W, Y [−1]) = 0 and

Hom(W,Z[−1]) ∼= Hom(W, τ≤0(Z[−1])),
the claim is easily established as above.

• Coim f ∼= im f : Coimage and image are defined as

Coim f = coker(ker f → X), im f = ker(Y → coker f ).

To construct these objects in C, embed Y → τ≥0Z in a distinguished triangle

Y τ≥0Z

I [1]
[1]

defining I (up to isomorphism). We prove first that I ∈ C. Since τ≥0Z ∈
D≥0 ⊂ D≥−1 and Y [1] ∈ D≥−1, we conclude from the shifted triangle

τ≥0Z → I [1] → Y [1] +1→ that I [1] ∈ D≥−1 and thus I ∈ D≥0. Use the
triangles

Y Z

X[1]
[1]

τ<0Z Z

τ≥0Z

[1]

to build an octahedron

Y Z τ≥0Z

X[1]
[1]

(τ<0Z)[1]
[1]

[1]

I [1]

which produces a distinguished triangle X → I → (τ<0Z)[1] +1→ (with
X, (τ<0Z)[1] ∈ D≤0), i.e.

ker f ∼= τ≤0(Z[−1]) X

I

[1]

(7.2)
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It follows that I ∈ D≤0, and thus I ∈ C. Triangle (7.2) shows that

Coim f = coker(ker f → X) = τ≥0I ∼= I.

On the other hand, the triangle

Y coker f = τ≥0Z

I [1]
[1]

implies that

im f = ker(Y → coker f ) = τ≤0(I [1][−1]) ∼= I.

Thus Coim f ∼= I ∼= im f. �

Proposition 7.1.12 H 0 : D → C is a cohomological functor.

Proof. (Sketch.) Given a distinguished triangle

X Y

Z

[1]

in D, one has to show that

H 0(X) −→ H 0(Y ) −→ H 0(Z)

is exact in C. The argument can be divided into four steps:

1. We prove that X, Y,Z ∈ D≥0 implies that

0 → H 0(X) −→ H 0(Y ) −→ H 0(Z)

is exact: If W ∈ C, then

HomC(W,H 0(X)) ∼= HomD(W, τ≤0τ≥0X) ∼= HomD(W, τ≥0X)

as τ≤0 is a right adjoint for the inclusion, and

HomD(W, τ≥0X) ∼= HomD(W,X)

since X ∈ D≥0. We note that HomD(W,Z[−1]) = 0 follows from W ∈ D≤0

and Z[−1] ∈ D≥1. Thus, the long exact sequence

HomD(W,Z[−1]) → HomD(W,X) → HomD(W, Y ) → HomD(W,Z)
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induced by the triangle is isomorphic to

0 → HomC(W,H 0(X)) → HomC(W,H 0(Y )) → HomC(W,H 0(Z)).

2. Only assume Z ∈ D≥0 and reach the same conclusion as in the previous step (to
carry this out, use an appropriate octahedron to reduce to the previous step).

3. Similarly, show the dual statement: If X ∈ D≤0, then

H 0(X) −→ H 0(Y ) −→ H 0(Z) → 0

is exact.
4. General case: Consider the octahedron based on the composition

τ≤0X −→ X −→ Y. �

Remark 7.1.13 If 0 → X → Y → Z → 0 is an exact sequence in C, then there
exists a unique morphism h : Z → X[1] such that

X Y

Z

[1]
h

is a distinguished triangle in D.

Definition 7.1.14 Let Di, i = 1, 2, be two triangulated categories with t-structures
(D

≤0
i , D

≥0
i ), let Ci be the heart of Di and εi : Ci → Di the inclusion functor.

A functor F : D1 → D2 of triangulated categories is called left t-exact if F(D
≥0
1 ) ⊂

D
≥0
2 , and right t-exact if F(D

≤0
1 ) ⊂ D

≤0
2 . F is t-exact if it is both left and right t-

exact. Furthermore, we put

pF = H 0 ◦ F ◦ ε1 : C1 → C2.

Proposition 7.1.15 If F : D1 → D2 is left t-exact, then

1. X ∈ D
≥0
1 ⇒ H 0(F (X)) ∼= pF (H 0(X)).

2. pF : C1 → C2 is left exact.

(Analogously: F right t-exact, X ∈ D
≤0
1 , pF right exact.)

Remark 7.1.16 If F : D1 → D2 is t-exact, then F sends C1 to C2 and F |C1 is
exact. Moreover, F |C1

∼= pF and F(Hn(X)) ∼= Hn(F(X)) for all X ∈ D1.

Example 7.1.17 Let C1, C2 any two abelian categories and F : C1 → C2 an ad-
ditive, left exact functor. Assume that C1 has enough injectives. Then the derived
functor

RF : D+(C1) −→ D+(C2)

is left t-exact with respect to the natural t-structures.
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7.2 Gluing of t-Structures

7.2.1 Gluing Data

Let X be a topological space, U ⊂ X an open subset, and F = X − U ⊂ X the
closed complement. We denote the inclusions by

U ⊂ i� X �
j

⊃ F.

The following discussion will involve the derived categories D+(U),D+(F ), and
D+(X). We wish to describe a construction, which, given a t-structure on D+(U)

and a t-structure on D+(F ), produces a t-structure on D+(X). The following table
summarizes the various sheaf theoretic functors associated to the two inclusions, as
well as their exactness properties:

i! : Sh(U) → Sh(X) extension by 0 exact
i! = i∗ : Sh(X) → Sh(U) restriction exact
i∗ : Sh(U) → Sh(X) direct image left exact
j∗ : Sh(X) → Sh(F ) restriction exact
j! = j∗ : Sh(F ) → Sh(X) extension by 0 exact
j ! : Sh(X) → Sh(F ) sections supported in F left exact

On the corresponding derived categories, these induce the derived functors i!, i∗,
Ri∗, j∗, j∗, Rj !. In our notation we will henceforth drop the R—the appropriate
derived functor will be understood. It is convenient to set DU = D+(U), DF =
D+(F ), D = D+(X). Thus, we have three triangulated categories DU,D,DF

which are related by two functors of triangulated categories

DF
j∗−→ D

i∗−→ DU

satisfying the following properties:

(G1) j∗ has a left adjoint j∗, and a right adjoint j !. The functors j∗ and j ! are
functors of triangulated categories.

(G2) i∗ has a left adjoint i!, and a right adjoint i∗. The functors i! and i∗ are functors
of triangulated categories.

(G3) Since j∗ = j! is extension by 0, we have i∗j∗ = 0. By adjunction, we also
have j∗i! = 0:

Hom(j∗i!A•, B•) = Hom(i!A•, j∗B•)
= Hom(A•, i∗j∗B•)
= Hom(A•, 0)

= 0.

Similarly, j !i∗ = 0.
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(G4) In Sh(−), the adjunction morphisms give rise to exact sequences

0 −→ i!i∗A −→ A −→ j∗j∗A −→ 0,

0 −→ j∗j !A −→ A −→ i∗i∗A −→ 0

(for the surjectivity of A → i∗i∗A, assume A injective). In D+(−), these give
rise to distinguished triangles

i!i∗A• A•

j∗j∗A•
[1]

and

j∗j !A• A•

i∗i∗A•
[1]

(G5) The following adjunction morphisms are isomorphisms:

j∗j∗
�−→ 1

�−→ j !j∗, i∗i∗
�−→ 1

�−→ i∗i!.

The following definition emphasizes that we may as well forget that DU,D,DF

are the derived categories on various spaces and that j∗, i∗ are induced by inclusions,
to arrive at an abstract version of a notion of gluing data.

Definition 7.2.1 A triple of triangulated categories DU,D,DF together with func-

tors DF
j∗−→ D

i∗−→ DU satisfying (G1)–(G5) is called gluing data.

7.2.2 The Gluing Theorem

Let DU,D,DF be a triple of triangulated categories, for example DU = D+(U),

D = D+(X), DF = D+(F ). Suppose gluing data DF
j∗−→ D

i∗−→ DU are given.
Let (D

≤0
F ,D

≥0
F ) be a t-structure on DF , and (D

≤0
U ,D

≥0
U ) a t-structure on DU. The

gluing of the two t-structures is achieved by defining

D≤0 = {X ∈ D | i∗X ∈ D
≤0
U , j∗X ∈ D

≤0
F },

D≥0 = {X ∈ D | i∗X ∈ D
≥0
U , j !X ∈ D

≥0
F }.

Theorem 7.2.2 (D≤0,D≥0) is a t-structure on D.

Proof. We have to verify axioms (1)–(3) of Definition 7.1.1. Axiom (1) requires
D≤−1 ⊂ D≤0 and D≥1 ⊂ D≥0. This follows immediately from axiom (1) for DU

and DF .

Axiom (2): Let X ∈ D≤0, Y ∈ D≥1. The triangle

i!i∗X −→ X −→ j∗j∗X +1−→
induces an exact sequence
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Hom(j∗j∗X, Y) −→ Hom(X, Y ) −→ Hom(i!i∗X, Y).

Since j ! is a right adjoint for j∗, we have Hom(j∗j∗X, Y) = Hom(j∗X, j !Y). But
as j∗X ∈ D

≤0
F and j !Y ∈ D

≥1
F , the group Hom(j∗X, j !Y) = 0 by axiom (2) for

DF . Similarly, Hom(i!i∗X, Y) = Hom(i∗X, i∗Y) = 0 as i∗X ∈ D
≤0
U , i∗Y ∈ D

≥1
U ,

and using axiom (2) for DU. Thus Hom(X, Y ) = 0.

Axiom (3): Let X ∈ D. We need to construct a distinguished triangle

A X

B

[1]

with A ∈ D≤0 and B ∈ D≥1. In the following discussion, the symbols τ≤0, τ≥0, etc.
denote t-structure truncation in DU when applied to an object in DU (such as e.g.
i∗X), and they denote t-structure truncation in DF when applied to an object in DF

(such as e.g. j∗X). The canonical morphism i∗X → τ>0i∗X induces a morphism

i∗i∗X −→ i∗τ>0i∗X.

Composing with the adjunction X → i∗i∗X yields a morphism

X −→ i∗τ>0i∗X.

Embed this morphism in a distinguished triangle

Y X

i∗τ>0i∗X
[1]

to define (up to isomorphism) the object Y ∈ D. Embedding the morphism

Y −→ j∗τ>0j∗Y
in a distinguished triangle

A Y

j∗τ>0j∗Y
[1]

defines A ∈ D. Consider the octahedron built on the two triangles:

A Y X

j∗τ>0j∗Y
[1]

i∗τ>0i∗X
[1]

[1]

B
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In particular, this structure defines B ∈ D and gives a distinguished triangle

A X

B

[1]

To prove that A ∈ D≤0 and B ∈ D≥1, we apply the functors i∗, j∗, j ! to various
triangles in the octahedron. Applying i∗, we obtain

i∗j∗τ>0j∗Y i∗i∗τ>0i∗X
+1

i∗B

which is

0 τ>0i∗X
+1

i∗B
so that

i∗B ∼= τ>0i∗X. (7.3)

Thus the triangle
i∗A i∗X

i∗B
[1]

is
i∗A i∗X

τ>0i∗X
[1]

which implies the identification

i∗A ∼= τ≤0i∗X. (7.4)

Applying j∗ yields

j∗A j∗Y

j∗j∗τ>0j∗Y
[1]
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which is
j∗A j∗Y

τ>0j∗Y
[1]

Consequently,
j∗A ∼= τ≤0j∗Y. (7.5)

Finally, we apply j ! to get a triangle

j !j∗τ>0j∗Y j !B

j !i∗τ>0i∗X
[1]

isomorphic to

τ>0j∗Y j !B

0

[1]

This proves that
j !B ∼= τ>0j∗Y. (7.6)

The identifications (7.3)–(7.6) place A in D≤0 and B in D≥1. �

If, as in Sect. 7.2.1, X is a topological space, U ⊂ X an open subset, F = X−U

with inclusions
U ⊂ i� X �

j
⊃ F,

and DU = D+(U), DF = D+(F ), D = D+(X), then let CU,CF ,C be the hearts
of DU,DF ,D, respectively, and let ε denote any of the inclusion functors

CU ↪→ DU, CF ↪→ DF , C ↪→ D.

For G ∈ {i!, i∗, i∗, j∗, j∗, j !}, we define functors

pG = H 0 ◦ G ◦ ε

(cf. Definition 7.1.14). For example i! : DU → DX gives rise to a functor
pi! : CU → C, and j∗ gives rise to pj∗ : C → CF , etc. The definition of the
t-structure (D≤0,D≥0) implies the following t-exactness properties:

i∗ t-exact
j∗ right t-exact
j ! left t-exact
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By adjointness,

i! right t-exact
j∗ t-exact
i∗ left t-exact

Thus, by Proposition 7.1.15:
pi∗, pj∗ exact
pj∗, pi! right exact
pj !, pi∗ left exact

Without proof, we record the following facts:

Proposition 7.2.3

• pi∗ ◦ pj∗ = 0; hence also pj∗ ◦ pi! = 0 = pj ! ◦ pi∗.
• There are exact sequences (A ∈ C)

0 → pj∗H−1j∗A −→ pi!pi∗A −→ A −→ pj∗pj∗A → 0

and
0 → pj∗pj !A −→ A −→ pi∗pi∗A −→ pj∗H 1j !A → 0.

• pj∗pj∗
�−→ 1

�−→ pj !pj∗, pi∗pi∗
�−→ 1

�−→ pi∗pi!.
We have adjunction morphisms pj∗pj ! → 1 → pj∗pj∗. Applying pj∗, one

obtains a morphism of functors
pj ! −→ pj∗.

Similarly, an application of pi∗ to pi!pi∗ → 1 → pi∗pi∗ produces a morphism of
functors

pi! −→ pi∗.
The functor

i!∗ : CU −→ C

defined by
i!∗(X) = im(pi!X −→ pi∗X)

is characterized by the following property:

Proposition 7.2.4 For X ∈ CU, i!∗X is the unique extension Y of X in D (i.e. i∗Y =
X), such that

j∗Y ∈ D
≤−1
F and j !Y ∈ D

≥1
F .

7.3 The Perverse t-Structure

Let p̄ be any function p̄ : {U,F } → Z (a “perversity”).2 We think of X as a two-
strata space X ⊃ F ⊃ ∅, so that U is the “top-stratum.” Let (D≤0(U),D≥0(U))

2 In this context, we do not place any additional conditions (as in Definition 4.1.7) on the
function p̄.
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and (D≤0(F ),D≥0(F )) be the natural t-structures on the derived categories D+(U)

and D+(F ), respectively (Example 7.1.3). Then (D≤p̄(U)(U), D≥p̄(U)(U))

and (D≤p̄(F )(F ), D≥p̄(F )(F )) are t-structures as well (the shifted t-structures of
Remark 7.1.2). We will denote these shifted t-structures by (p̄D

≤0
U , p̄D

≥0
U ) and

(p̄D
≤0
F , p̄D

≥0
F ), resp. Thus, more explicitly,

p̄D
≤0
U = {A• ∈ D+(U) | Hn(A•) = 0, n > p̄(U)},

p̄D
≥0
U = {A• ∈ D+(U) | Hn(A•) = 0, n < p̄(U)},

p̄D
≤0
F = {B• ∈ D+(F ) | Hn(B•) = 0, n > p̄(F )},

p̄D
≥0
F = {B• ∈ D+(F ) | Hn(B•) = 0, n < p̄(F )}.

Definition 7.3.1 The perverse t-structure (p̄D≤0, p̄D≥0) (for perversity p̄) on D =
D+(X) is the t-structure obtained by gluing the t-structures (p̄D

≤0
U , p̄D

≥0
U ) on DU =

D+(U) and (p̄D
≤0
F , p̄D

≥0
F ) on DF = D+(F ).

Again, more concretely we have

p̄D≤0 = {X• ∈ D+(X) | i∗X• ∈ p̄D
≤0
U , j∗X• ∈ p̄D

≤0
F }

= {X• ∈ D+(X) | Hn(i∗X•) = 0, n > p̄(U),

Hn(j∗X•) = 0, n > p̄(F )},
p̄D≥0 = {X• ∈ D+(X) | i∗X• ∈ p̄D

≥0
U , j !X• ∈ p̄D

≥0
F }

= {X• ∈ D+(X) | Hn(i∗X•) = 0, n < p̄(U),

Hn(j !X•) = 0, n < p̄(F )}
(recall i! = i∗).

Definition 7.3.2 We call X• ∈ D+(X) (p̄-)perverse, if X• is in the heart of the
p̄-perverse t-structure, that is, if X• ∈ p̄D≤0 ∩ p̄D≥0.

By applying the gluing Theorem 7.2.2 inductively, the notion of a p̄-perverse t-
structure quickly generalizes to spaces with more than two strata: Let X be filtered
by closed subsets, let {S} be the set of components of pure strata, let p̄ : {S} → Z

be any function and jS : S ↪→ X the inclusion. Then the perverse t-structure on X is
given by

p̄D≤0 = {X• ∈ D+(X) | Hn(j∗
S X•) = 0, n > p̄(S), all S},

p̄D≥0 = {X• ∈ D+(X) | Hn(j !
SX•) = 0, n < p̄(S), all S}.

Definition 7.3.3 The category p̄P (X) of p̄-perverse sheaves on X is the heart

p̄P (X) = p̄D≤0 ∩ p̄D≥0.

By Theorem 7.1.11, the category of perverse sheaves is an abelian subcategory
of the nonabelian derived category D+(X). The general theory of t-structures devel-
oped above automatically provides us with perverse truncation functors
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p̄τ≤0 : D+(X) −→ p̄D≤0,

p̄τ≥0 : D+(X) −→ p̄D≥0,

p̄H 0 : D+(X) −→ p̄P (X)

(p̄H 0 = p̄τ≥0 ◦ p̄τ≤0). If U is an open union of strata with inclusion i : U ↪→ X,

then we have e.g.
p̄i∗, p̄i! : p̄P (U) −→ p̄P (X),

etc.



8

Methods of Computation

8.1 Stratified Maps and Topological Invariants

8.1.1 Introduction

Given spaces X and Y and a continuous map f : X → Y , it is a fundamental problem
in topology to relate the invariants of X to the invariants of Y via f .

Example 8.1.1 All spaces in this example are assumed to be finite CW complexes.
Consider the Euler characteristic

χ(X) =
∑

i

(−1)i rk Hi(X) =
∑

i

(−1)i(number of i-cells of X).

A well-known result asserts that χ is multiplicative for fiber bundles:

Theorem 8.1.2 If F −→ E
π−→ B is a fiber bundle, then the Euler characteristic of

the total space is related to the Euler characteristics of base and fiber by the formula

χ(E) = χ(B)χ(F ).

Proof. 1. If A and B are identified along a subspace C, then χ(A ∪C B) = χ(A) +
χ(B)−χ(C). Obtain this either by counting the numbers of cells, or use the Mayer–
Vietoris sequence

Hi(C) → Hi(A) ⊕ Hi(B) → Hi(A ∪C B)
∂→ Hi−1(C)

and the fact that exactness of a long sequence · · · → Vi → Vi−1 → · · · implies∑
(−1)i rk Vi = 0.

2. χ(A × B) = χ(A)χ(B) follows from the Künneth theorem.
3. Consider the fiber bundle F −→ E

π−→ B. We can assume that the bundle is
trivial when restricted to a cell. We proceed by induction on the number of cells. Let
B ′ ⊂ B be a subcomplex where the result has been established. Then, using step 1,
the effect of attaching a k-cell ek is
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χ(π−1(B ′ ∪Sk−1 ek)) = χ(π−1(B ′)) + χ(π−1(ek)) − χ(π−1(Sk−1)).

The induction hypothesis is χ(π−1(B ′)) = χ(B ′)χ(F ), and on π−1(ek) and
π−1(Sk−1) we use step 2, since these spaces are products. ��
Example 8.1.3 The signature of fiber bundles: Let F −→ E

π−→ B be a fiber
bundle of oriented closed manifolds. Then the theorem of Chern, Hirzebruch and
Serre [CHS57] states that under the assumption that the base B is simply connected
(or, more generally, that the action of the fundamental group π1(B) on the middle
cohomology of the fiber is trivial), the signatures are multiplicative,

σ(E) = σ(B)σ(F ).

The proof uses the Serre spectral sequence.

8.1.2 Behavior of Invariants under Stratified Maps

The Chern–Hirzebruch–Serre formula assumes all spaces to be nonsingular, and it
assumes the map E → B to be a locally trivial bundle projection. One may thus
raise the questions: How does the signature behave if

• the involved spaces are singular?
• the fiber of the map is allowed to change from point to point?

For target spaces with only even-codimensional strata and stratified maps, these ques-
tions have been answered by Cappell and Shaneson [CS91]. We will first describe
their results, and subsequently discuss the proofs in some detail. We will make use of
the material on t-structures and perverse sheaves as developed in Sects. 7.1–7.3. Let
X and Y be closed Whitney stratified spaces with only even-codimensional strata.
All strata and links are assumed to be compatibly oriented. Let f : X −→ Y be a
stratified map (cf. Definition 6.2.8) of even relative dimension. If V denotes the set
of components of pure strata of Y , then the theory of Whitney stratifications provides
us, for every y ∈ V ∈ V, with a normal slice N(y) and a link L(y) = ∂N(y) of V

at y (N(y) ∼= cL(y)). Define

Ey = f −1N(y) ∪f −1L(y) cf −1L(y),

that is, Ey is obtained from the preimage of the normal slice at y by coning off
the boundary. Hence Ey is a closed stratified pseudomanifold. If y is a point in the
top stratum, we set Ey = f −1(y). Since the dimension of Ey is the sum of the
codimension of V and the relative dimension of f , the cone-point is a stratum of even
codimension in Ey. Consequently, the lower middle perversity chain sheaf IC•̄

m(Ey)

is self-dual and the signature σ(Ey) = σ(IC•̄
m(Ey)) is defined, see Sect. 6.1. For

V ∈ V , let j : V ↪→ Y denote the inclusion of the closure V of V in Y . On
rational homology, j induces j∗ : H∗(V ) → H∗(Y ). As X has only strata of even
codimension, the Goresky–MacPherson L-classes Li(X) ∈ Hi(X; Q) are defined
(Sect. 6.3). Similarly, every V has L-classes Li(V ).
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Theorem 8.1.4 (Cappell–Shaneson) Assume each V ∈ V is simply connected.
Choose a base point yV ∈ V for every V ∈ V . Then

f∗Li(X) =
∑

V ∈V
σ(EyV

)j∗Li(V ). (8.1)

In particular, for the signature L0(X) = σ(X):

Corollary 8.1.5
σ(X) =

∑

V ∈V
σ(EyV

)σ (V ). (8.2)

If V is a component of the top stratum, then the term

σ(EyV
)σ (V ) = σ(f −1(yV ))σ (V )

corresponds to the term σ(F )σ (B) in the formula of Chern, Hirzebruch and Serre,
Example 8.1.3. Thus, formulae (8.1) and (8.2) show that in general the singularities
of Y and of f may contribute additional terms. It is also interesting to note that
only the bottom component L0(EyV

) of the L-class in the fiber-direction enters into
formula (8.1).

The above formulae follow rather rapidly from a sheaf-theoretic orthogonal de-
composition theorem, which comprises the core of the proof: Suppose S• ∈ Db

c (X)

is self-dual, DS•[dim X] ∼= S•. Let f : Xp → Yn be a stratified map as above,
except that for the following it is only necessary to assume that Y has no strata of
odd-codimension. Put t = 1

2 (p − n) ∈ Z. For y ∈ V ∈ V we have the inclusions

Ey
�iy

⊃ f −1
◦
N(y) ⊂ ρy� X.

On the category Db
c (Ey), let τ

{cone}
≤ denote truncation over the distinguished cone-

point of Ey , i.e. the point with link f −1L(y). Define a sheaf S•(y) on Ey by

S•(y) = τ
{cone}
≤−c−t−1Riy∗ρ!

yS•,

where c = 1
2 codim V. Let us explain why S•(y) is again self-dual.

Lemma 8.1.6 If α : Rr ↪→ Ss is a normally nonsingular inclusion (Sect. 6.2.4), and
T• ∈ Db

c (S) a self-dual sheaf, then α!T• ∈ Db
c (R) is again self-dual.

Proof. The point is that if R sits in a vector-bundle neighborhood, then the restriction
with compact supports α! is merely a degree-shift by the negative of the codimension:
α! ∼= α∗[r − s]. Therefore, an isomorphism DST•[s] ∼= T• induces

DR(α!T•)[r] ∼= α∗DST•[r] ∼= α∗T•[r−s] ∼= α!T•. ��
The normal slice N(y) is clearly transverse to the strata of Y . Since f is a strat-

ified map, f −1N(y) is transverse to the strata of X. By Proposition 6.2.10, ρy is a
normally nonsingular inclusion, so that ρ!

yS• is self-dual by the lemma. The functor
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τ
{cone}
≤−c−t−1Riy∗ is a one-step Deligne extension of the type used in formula (4.13)

of Sect. 4.2 to construct an incarnation of the intersection chain complex. Since the
truncation-value −c − t − 1 is precisely the middle perversity, S•(y) is self-dual.
Note that we are only truncating over the cone-point since we do not assume any
stalk conditions on the complement of that point, and thus a global truncation may
destroy self-duality. Let HV (S•) be the local coefficient system over V with stalks

HV (S•)y = H−c−t (Ey; S•(y)).

This local system comes equipped with a nonsingular bilinear pairing on each stalk
which is induced by the self-duality of S•(y). Alternatively, we may regard HV (S•)
as a Verdier self-dual locally constant sheaf on V. The Deligne extension process
defines the intersection chain sheaf IC•̄

m(V ; HV (S•)) on V with coefficients HV (S•).
This sheaf is self-dual on V (since V has only strata of even codimension), and the
self-duality isomorphism restricts on V to the isomorphism induced by the bilinear
pairing on HV (S•). In the following theorem, ∼ denotes the equivalence relation of
algebraic bordism of self-dual sheaves, a concept which will be defined precisely
later on in the present section. Suffice it to say at the moment that the invariants
associated to self-dual sheaves are preserved under algebraic bordisms.

Theorem 8.1.7 (Cappell–Shaneson [CS91])

Rf∗S•[−t] ∼
⊕

V ∈V
j∗IC•̄

m(V ; HV (S•))[c].

Some preparatory homological algebra in the derived category is required.

Proposition 8.1.8 Let f : A• → B• be a morphism in Db(X) between complexes
satisfying Hi (A•) = 0 for i > p and Hi (B•) = 0 for i < p. Then taking cohomology
induces an isomorphism

HomDb(X)(A
•, B•) �−→ HomSh(X)(Hp(A•), Hp(B•)).

Proof. Replace B• by an injective resolution I• with Ii = 0 for i < p. Then f is
represented by an actual morphism (in C(X)) of complexes A• → I•. ��
Proposition 8.1.9 Let A•, B•, C• ∈ Db(X). If Hi (A•) = 0 for i > p and ψ :
B• → C• is a morphism such that τ≤pψ is an isomorphism, then

HomDb(X)(A
•, B•) ψ◦−−→ HomDb(X)(A

•, C•)

is an isomorphism.

Proof. Embed ψ into a distinguished triangle

B• ψ � C•

M•�

θ

�

[1]
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and observe that Hi (M•) = 0 for i < p. Since Hp(ψ) : Hp(B•) �−→ Hp(C•)
is an isomorphism, exactness implies that Hp(θ) = 0 : Hp(C•) −→ Hp(M•).
In particular, if φ : A• → C• is any morphism, then θ ◦ φ induces the zero map
Hp(A•) → Hp(M•). But by the previous Proposition 8.1.8, a morphism A• → M•
is completely determined on Hp,

HomDb(X)(A
•, M•) ∼= HomSh(X)(Hp(A•), Hp(M•)).

This shows that the map

HomDb(X)(A
•, C•) θ◦−−→ HomDb(X)(A

•, M•)

is zero. As Hi (M•[−1]) = 0 for i ≤ p, we have Hom(A•, M•[−1]) = 0. The
statement follows from the exactness of the sequence

0 = Hom(A•, M•[−1]) → Hom(A•, B•) → Hom(A•, C•) 0→ Hom(A•, M•). ��
Let jx : {x} ↪→ X denote the inclusion of a point. If a sheaf A• satisfies stalk

conditions and a sheaf B• satisfies corresponding costalk conditions, then morphisms
A• → B• in the derived category are determined by their restriction to the top stra-
tum:

Proposition 8.1.10 Let Xn be a stratified pseudomanifold with singular set Σ,

A•, B• ∈ Db
c (X), p̄ a perversity (in the sense of Definition 4.1.7). Assume A• satis-

fies the stalk conditions Hi (j∗
x A•) = 0, i > p̄(k) − n, x ∈ Xn−k − Xn−k−1, k ≥ 2.

Then:

1. The weak costalk conditions Hi (j !
xB•) = 0, i ≤ p̄(k) − k imply that restriction

to the top stratum induces a monomorphism

HomDb(X)(A
•, B•) ↪→ HomDb(X−Σ)(A

•|X−Σ, B•|X−Σ).

2. The strong costalk conditions Hi (j !
xB•) = 0, i ≤ p̄(k) − k + 1 imply that

restriction to the top stratum induces an isomorphism

HomDb(X)(A
•, B•) �−→ HomDb(X−Σ)(A

•|X−Σ, B•|X−Σ).

The mentioned stalk and strong costalk conditions are precisely the Goresky–
MacPherson intersection chain axioms (AX2) and (AX3′′), respectively
(cf. Sect. 4.1.4).

Proof. (of Proposition 8.1.10) We shall use the notation Uk = X−Xn−k, ik : Uk ↪→
Uk+1, A•

k = A•|Uk
, B•

k = B•|Uk
. We proceed by induction on the codimension k.

The result holds trivially for A•
2 and B•

2 over U2. Assume the result holds over Uk

(that is, restriction from Uk to the top stratum induces a mono- or isomorphism). We
will use Proposition 8.1.9 applied to the adjunction

ψ : B•
k+1 −→ Rik∗i∗k B•

k+1 = Rik∗B•
k.
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Let us verify the hypotheses, say under the assumption of strong costalk vanishing.
First, ψ is an isomorphism over Uk. Over Uk+1 − Uk , use the distinguished triangle

j∗
k B•

k+1 j∗
k Rik∗B•

k

[1]

j !
kB•

k+1

(where jk : Uk+1 −Uk ↪→ Uk+1) to see that τ≤p̄(k)−nψ is an isomorphism. The stalk
conditions on A• ensure that Hi (A•

k+1) = 0 for i > p̄(k)−n. Thus Proposition 8.1.9
is applicable and asserts that ψ induces an isomorphism

HomDb(Uk+1)
(A•

k+1, B•
k+1)

�−→ HomDb(Uk+1)
(A•

k+1, Rik∗B•
k)

∼= HomDb(Uk)
(i∗k A•

k+1, B•
k)

= HomDb(Uk)
(A•

k, B•
k)

(using adjointness, Proposition 1.1.11). Now apply the induction hypothesis.
Under the weak costalk assumption, the map induced by ψ

Hp̄(k)−n(B•
k+1) −→ Hp̄(k)−n(Rik∗B•

k)

is only injective. Thus Hom(A•
k+1, B•

k+1) only injects into Hom(A•
k+1, Rik∗B•

k).��
The decomposition in Theorem 8.1.7 is achieved up to algebraic bordism of self-

dual sheaves. We shall now discuss this concept in detail. To motivate the purely
algebraic definition, we consider the geometric situation of an oriented compact man-
ifold W with boundary W = M � −N, i.e. a bordism from M to N . How are the
various associated chain complexes related? The inclusion M → (W,N) induces a
map

C∗(M)
v−→ C∗(W,N).

The algebraic mapping cone on v can be identified with C∗(W,M ∪ N) and there is
a distinguished triangle

C∗(M)
v � C∗(W,N)

C∗(W,M ∪ N)
�

�

[−1]
∂

The boundary map
C∗+1(W,M)

u−→ C∗(M)

lifts to C∗+1(W,M ∪ N) with respect to C∗+1(W,M ∪ N) → C∗(M); the lift
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u′ : C∗+1(W,M) −→ C∗+1(W,M ∪ N)

is the map induced by the inclusion (W,M) → (W,M ∪ N). The mapping cone on
u′ however can be identified with C∗(N) and there is a distinguished triangle

C∗+1(W,M)
u′

C∗+1(W,M ∪ N)

∂

C∗(N)

[−1]

which is just the above triangle with the roles of M and N reversed. Note also that u

and v satisfy vu = 0 and they are dual to each other under Poincaré duality. Retain-
ing the above algebraic properties will naturally lead us to a definition of algebraic
bordism of complexes.

Let X• u−→ Y• v−→ Z• be morphisms in Db
c (Y ) with vu = 0. Let C•

v be a
mapping cone on v:

Y• v
Z•

C•
v

[1]

This defines a morphism C•
v[−1] → Y•, and it follows from the exact sequence

Hom(X•, Z•[−1]) → Hom(X•, C•
v[−1]) → Hom(X•, Y•) → Hom(X•, Z•)

u �→ vu = 0

that u can be lifted to u′ : X• → C•
v[−1]:

C•
v[−1]

X• u �

u′

�

Y•
�

This is well-defined (i.e. u′ is unique) if Hom(X•, Z•[−1]) = 0. Define

C•
u,v = C•

u′

to be a mapping cone of u′ so that there is a distinguished triangle

X• u′
C•

v[−1]

C•
u,v

[1]



168 8 Methods of Computation

This construction is actually symmetric in u and v, for if we define a morphism
Y• → C•

u by using the triangle

X• u � Y•

C•
u

�

�

[1]

then v can be factored as

Y• v � Z•

C•
u

�
v′

�

and it is a formal exercise to show that C•
v′ [−1] ∼= C•

u,v (use the octahedral axiom

on Y• → C•
u

v′→ Z•). To analyze the dual of C•
u,v consider the triangle

Y• v � Z•

C•
v

�

�

[1]

Its dual is
DZ• Dv � DY•

DC•
v[1]

�

�

[1]

which proves that DC•
v[1] ∼= C•

Dv
. Therefore,

DC•
u,v

∼= DC•
u′ ∼= C•

Du′ [−1] ∼= C•
Dv,Du

.

Assume now that Y• is self-dual on Ym and that we are given an isomorphism
DX•[m] ∼= Z• such that

Y• v � Z•

DY•[m]

∼=

�

Du[m]� DX•[m]

∼=

�
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commutes. We will abbreviate such a situation by writing Du[m] = v. Using this
notation, we have

C•
u,v

∼= DC•
Dv,Du

∼= D(C•
u,v[−m]) ∼= DC•

u,v[m],
that is, C•

u,v is again self-dual.

Definition 8.1.11 We say that Y•
1 = C•

u,v is obtained from Y• by an elementary
bordism. The sheaf Y• is bordant to Ŷ • if there exists a sequence Y• = Y•

0,

Y•
1, . . . , Y•

n = Ŷ • such that Y•
i is obtained from Y•

i−1 by an elementary bordism.

This notion of bordism is an equivalence relation.
We shall describe the version of the decomposition theorem to be proved first.

Let Ym be an oriented pseudomanifold, S• ∈ Db
c (Y ), d : S• ∼=−→ DS•[m], V ∈

V, c = 1
2 codim V. Consider the local coefficient system YV (S•) = Hc−m(j !

V S•),
where jV : V ↪→ Y , and the composition

j !
V S• −→ j∗

V S• d−→ j∗
VDS•[m] ∼= D(j !

V S•)[m]. (8.3)

With jy : {y} ↪→ V the inclusion of a point and using j !
y = j∗

y [2c − m] (as V is
nonsingular),

Hc−m(D(j !
V S•)[m])y = Hc−m(D{y}(j !

yj
!
V S•)[m])

= Hc({y};D(j !
yj

!
V S•))

∼= Hom(H−c({y}; j !
yj

!
V S•), R)

= Hom(H−c(j !
yj

!
V S•), R)

= Hom(H−c(j∗
y (j !

V S•)[2c − m]), R)

= Hom(Hc−m(j !
V S•)y, R).

Thus on Hc−m(·), (8.3) induces

YV (S•) −→ Hom(YV (S•), RV ) = YV (S•)∗.

Define
X V = ker(YV (S•) −→ YV (S•)∗),
ZV = YV /X V .

Then YV → YV ∗ induces a nonsingular bilinear pairing

PV (S•) : ZV ⊗ ZV −→ RV .

Since V is oriented, PV may be viewed as a self-duality isomorphism

ZV [dim V ] ∼=−→ D(ZV [dim V ])[dim V ].
By Proposition 8.1.10, this isomorphism has a unique extension over V ,
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IC•̄
m(V ;Z)

∼=−→ DIC•̄
m(V ;Z)[m − 2c]

(dim V = m − 2c). If j : V ↪→ Y denotes the inclusion, then j! = j∗ (since V is
closed in Y ), and thus

j∗IC•̄
m(V ;Z)[c] ∼= j∗DIC•̄

m[m − 2c][c] ∼= D(j!IC•̄
m)[m − c] ∼= D(j∗IC•̄

m[c])[m],
i.e. j∗IC•̄

m(V ;Z)[c] is self-dual on Y . Note that at this point it is crucial that V is of
even codimension. We will prove the following decomposition theorem:

Theorem 8.1.12 If Y has only strata of even codimension and S• ∈ Db
c (Y ) is self-

dual, then there exists an orthogonal1 decomposition

S• ∼
⊕

V ∈V
j∗IC•̄

m(V ;ZV (S•))[c(V )],

where ∼ denotes algebraic bordism of self-dual sheaves.

The strategy is to prove this first for middle perverse sheaves S•, since those are
already close to intersection chain sheaves. Then we will obtain the statement for all
S• by constructing an elementary bordism from any given sheaf to a middle perverse
one.

Let us briefly review middle perverse sheaves. We have to be somewhat careful
with our notation, so as not to confuse the perversity notation of Sect. 4.1.3 (see in
particular Examples 4.1.8) with the one customarily used in the theory of perverse
t-structures, Sect. 7.3. Thus, let m̄ : V → Z be the function m̄(V ) = c(V ) − m. We
distinguish between m̄ and m̄. The latter function was defined in Examples 4.1.8. Its
value on an even codimension k is given by m̄(k) = k

2 − 1. The relation between the
two is as follows: If V ∈ V has codimension k = 2c(V ), then

m̄(V ) = c(V ) − m =
(

k

2
− 1

)

+ 1 − m = m̄(k) + 1 − m.

This shows that the value of m̄ is precisely one higher than the cut-off value specified
in the axiomatics for the middle perversity intersection chain complex. The function
m̄ has a corresponding t-structure (m̄D≤0, m̄D≥0), its heart m̄P(Y ) = m̄D≤0 ∩ m̄D≥0

and associated functors m̄τ≤0, m̄τ≥0, m̄H 0, m̄j ! and m̄j∗. Explicitly, we have

m̄P(Y ) = {A• ∈ Db
c (Y ) | Hn(j∗

V A•) = 0, n > c(V ) − m,

Hn(j !
V A•) = 0, n < c(V ) − m},

where jV : V ↪→ Y. In the following, when we say “A• is perverse on a subspace
A ⊂ Y ” we mean A• ∈ m̄P(A) for the m̄ defined exactly as above, and not that A•
is intrinsically perverse on A, which would be equivalent to A• ∈ p̄P (A), where
p̄(V ) = 1

2 codim(V ↪→ A) − dim A.

1 Meaning: not only the sheaf complex, but also the self-duality isomorphism decomposes
into blocks.
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Remark 8.1.13 If we assume that S• is self-dual on Y and S• ∈ m̄D≤0, i.e.
Hn(j∗

V S•) = 0, n > c − m, for all V , then a duality calculation2 shows that
Hn(j !

V S•) = 0, n < c − m. Hence S• is already m̄-perverse, S• ∈ m̄P(Y ).

Technically, the splitting itself will emerge through the next simple observation
for triangulated categories:

Lemma 8.1.14 Let D be a triangulated category with translation functor [1] and
X, Y,Z ∈ ObD. Let

X −→ Y −→ Z
η−→ X[1]

be a distinguished triangle. If η = 0, then

Y ∼= X ⊕ Z.

Proof. Triangles of the form

X
inclX−→ X ⊕ Z

projZ−→ Z
η′

−→ X[1]
are distinguished (see the first bullet in the proof of Theorem 7.1.11). Let inclZ :
Z → X ⊕ Z be the canonical inclusion so that projZ ◦ inclZ = 1. Then

η′ = η′ ◦ projZ ◦ inclZ = 0 ◦ inclZ = 0.

By axiom (TR4), the commutative square

Z
η=0� X[1]

Z

����������
η′=0� X[1]

����������

can be embedded into a morphism of triangles

X � Y � Z
η=0� X[1]

X

����������
inclX� X ⊕ Z

α

� projZ� Z

����������
η′=0� X[1]

����������

By Example 2.2.5, α is an isomorphism. ��
Definition 8.1.15 A complex of sheaves S• ∈ m̄P(Y ) is called locally nonsingular,
if the canonical map

Hc(V )−m(j !
V S•) −→ Hc(V )−m(j∗

V S•)

is an isomorphism for all pure strata V ∈ V .

2 Hn(j !
V

S•) = Hn(j !
V
DS•[m]) = Hn+m(D(j∗

V
S•)) = etc.
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As announced above, we will first construct orthogonal decompositions into
twisted intersection chain sheaves for self-dual sheaves which are in addition as-
sumed to be m̄-perverse:

Proposition 8.1.16 If Y has only strata of even codimension and S• ∈ m̄P(Y ) is
self-dual, then there exists an orthogonal decomposition

S• ∼
⊕

V ∈V
j∗IC•̄

m(V ;ZV (S•))[c(V )].

If S• is in addition locally nonsingular, then

S• ∼=
⊕

V ∈V
j∗IC•̄

m(V ;ZV (S•))[c(V )].

Proof. Let V ∈ V be a component of maximal codimension 2c such that

YV = YV (S•) = Hc−m(j !
V S•) �= 0.

(If such V does not exist, jump close to the end of this proof.) Let j denote the
closed inclusion j = jV : V ↪→ Y. Using the fact that S• ∈ m̄P(Y ) together
with the maximality assumption, it follows that j !S•[−c] satisfies the strong costalk
condition for m̄ (see Proposition 8.1.10). Thus by Proposition 8.1.10, there exists a
unique morphism

λ0 : IC•̄
m(V ;YV )[c] −→ j !S•

which induces the identity on stalks over V. By definition, m̄j ! = m̄H 0 ◦ j ! =
m̄τ≥0m̄τ≤0j !. Thus for S•, m̄j !S• ∼= m̄τ≤0j !S• (the other truncation is not needed
since clearly j !S• ∈ m̄D≥0; use Proposition 7.1.7). The sheaf m̄j !S• is m̄-perverse
on V , but not intrinsically perverse on V . However, the shifted complex m̄j !S•[−c]
is intrinsically perverse on V . Consider the canonical morphism ω : m̄j !S• ∼=
m̄τ≤0(j !S•) → j !S• and embed it into a distinguished triangle

m̄j !S• ω � j !S•

E• �

�

[1]

This defines E• up to isomorphism in the derived category, and the triangle implies
E• ∈ m̄D≥1 (in fact, we recognize E• as E• ∼= m̄τ≥1j !S•). Consequently, if P• ∈
m̄D≤0(Y ) (in particular for P• ∈ m̄P(Y )), then

HomD(Y)(P•, j∗E•) = 0 = HomD(Y)(P•, j∗E•[−1])
(cf. the axioms for a t-structure, Definition 7.1.1). The triangle induces an exact se-
quence
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Fig. 8.1. The stalks of j∗S• over the strata of V .

0 = Hom(P•, j∗E•[−1]) � Hom(P•, j∗m̄j !S•) ω◦−
∼=
� Hom(P•, j∗j !S•)

� Hom(P•, j∗E•) = 0.

Now take P• = j∗IC•̄
m(V ;YV )[c], which is indeed perverse on Y . Then the exact

sequence implies the existence of a unique morphism

λ : IC•̄
m(V ;YV )[c] −→ m̄j !S•

such that λ0 = ωλ.

Using the self-duality isomorphism for S•, we identify

Hc−m(j∗
V S•) ∼= Hc−m(j∗

VDS•[m]) ∼= Hc(D(j !
V S•)) ∼= (YV )∗.

The self-duality of S• also implies that V is a component of maximal codimension
such that Hc−m(j∗

V S•) �= 0. Thus for all lower-dimensional strata of V this derived
sheaf vanishes and so j∗S•[−c] satisfies the m̄-stalk condition in Proposition 8.1.10.

The stalks of j∗S• and j∗S•[−c] over the various strata of V are shown in
Figs. 8.1 and 8.2, respectively. Figures 8.3 and 8.4 display the stalks of IC•̄

m(V ;YV ∗)
and IC•̄

m(V ;YV ∗)[c], respectively. Since of course IC•̄
m(V ;YV ∗) satisfies the strong

costalk, the proposition implies that there exists a unique morphism

μ0 : j∗S• −→ IC•̄
m(V ;YV ∗)[c]

which induces the identity on stalks over V . When applied to S•, the functor m̄j∗ =
m̄τ≥0 ◦ m̄τ≤0 ◦ j∗ can be calculated as m̄j∗S• ∼= m̄τ≥0(j∗S•), since j∗S• is already
in m̄D≤0. The sheaf m̄j∗S• is perverse on V (but not intrinsically perverse on V ). For
the canonical morphism ψ : j∗S• → m̄τ≥0(j∗S•) ∼= m̄j∗S•, an argument similar to
the one above shows that there exists a unique morphism
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Fig. 8.2. The stalks of j∗S•[−c] over the strata of V .

Fig. 8.3. The stalks of IC•̄
m

(V ;YV ∗) over the strata of V .

μ : m̄j∗S• −→ IC•̄
m(V ;YV ∗)[c]

such that μ0 = μψ.

The square

j∗S• μ0 � IC•̄
m(V ;YV ∗)[c]

D(j !S•)[m]

∼= j∗d

�
Dλ0[m]� D(IC•̄

m(V ;YV )[c])[m]

GM ∼=
�
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Fig. 8.4. The stalks of IC•̄
m

(V ;YV ∗)[c] over the strata of V .

commutes, since μ0 and Dλ0[m] induce the identity on stalks over V , and μ0 is
unique with respect to this property. In the factorization

j∗S• ψ � m̄j∗S• μ � IC•̄
m(V ;YV ∗)[c]

D(j !S•)[m]

∼= j∗d

�
Dω[m]� D(m̄j !S•)[m]

∼= m̄j∗d

�
Dλ[m]� D(IC•̄

m(V ;YV )[c])[m]

GM ∼=
�

the left square commutes. Hence

GM ◦ μ0 = Dλ0[m] ◦ j∗d
= Dλ[m] ◦ Dω[m] ◦ j∗d
= Dλ[m] ◦ m̄j∗d ◦ ψ,

and μ0 = GM−1 ◦ Dλ[m] ◦ m̄j∗d ◦ ψ. But μ is the unique morphism such that
μ0 = μψ. Thus μ = GM−1 ◦ Dλ[m] ◦ m̄j∗d, and the right square commutes as
well. Thus, in abbreviated notation,

μ = Dλ[m].
Applying Hc−m(·)|V to j !S• → j∗S• defines a map YV → YV ∗ (cf. also the discus-
sion preceding the statement of Theorem 8.1.12). Let X V denote the kernel. Then
we have an exact sequence

0 −→ X V −→ YV −→ YV ∗ −→ X V ∗ −→ 0.

The map YV → YV ∗ induces an isomorphism ζV : ZV
∼=−→ ZV ∗, where ZV =

YV /X V . If S• is locally nonsingular, then YV → YV ∗ is an isomorphism, X V = 0,
and ZV = YV . The composite
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IC•̄
m(V ;YV ∗)

m̄j !S•[−c] canon�

�

m̄j∗S•[−c]

μ[−c]
�

induces YV → YV ∗ on H|V . So the composite

m̄j !S•[−c] −→ IC•̄
m(V ;YV ∗) −→ IC•̄

m(V ;X V ∗) (8.4)

is zero, since it induces

X V ∗

YV �

0
�

YV ∗

�

on H|V (and using Proposition 8.1.10). Note that Ri∗ and τ≤ are additive functors.
This implies that IC•̄

m(V ; ·) is an additive functor by Deligne’s formula. Now YV →
YV ∗ factors through ZV ,

YV quotient�� ZV � YV ∗,

and we have the exact sequence

0 −→ ZV −→ YV ∗ −→ X V ∗ −→ 0,

which splits over the field R. So YV ∗ ∼= ZV ⊕ X V ∗, and consequently

IC•̄
m(V ;YV ∗) ∼= IC•̄

m(V ;ZV ) ⊕ IC•̄
m(V ;X V ∗).

Triangles of the form

X• incl−→ X• ⊕ Y• proj−→ Y• +1−→
are distinguished (see also the first bullet in the proof of Theorem 7.1.11). This way,
we obtain a distinguished triangle

IC•̄
m(V ;ZV ) � IC•̄

m(V ;YV ∗)

IC•̄
m(V ;X V ∗)

�

�

[1]

(the morphisms are induced uniquely by the maps over V ). Consider the induced
exact sequence
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Hom(m̄j !S•[−c], IC•̄
m(ZV ))

→ Hom(m̄j !S•[−c], IC•̄
m(YV ∗)) → Hom(m̄j !S•[−c], IC•̄

m(X V ∗)).
μ[−c] ◦ canon �→ 0

The morphism μ[−c] ◦ canon maps to zero, since the composition (8.4) vanishes.
Therefore, there exists

λ1 : m̄j !S• −→ IC•̄
m(V ;ZV )[c],

which is the unique morphism inducing the quotient map YV � ZV on Hc−m(·)|V .
Similarly, there exists a unique morphism

μ1 : IC•̄
m(V ;ZV ∗)[c] −→ m̄j∗S•

inducing the inclusion ZV ∗ ↪→ YV ∗. Using μ = Dλ[m], we have by uniqueness

μ1 = Dλ1[m].
Define X•

1, Z•
1, as well as u1, v1, by distinguished triangles

X•
1

u1 � m̄j !S•

IC•̄
m(V ;ZV )[c]

�
λ1

�

[1]

IC•̄
m(V ;ZV ∗)[c] μ1 � m̄j∗S•

Z•
1

�
v1

�

[1]

It follows that Z•
1

∼= DX•
1[m] and v1 = Du1[m].

We claim that setting X• = j∗X•
1 and Z• = j∗Z•

1 yields perverse sheaves
X•, Z• ∈ m̄P(Y ): The restriction to V of the composition

(λ1 ◦ λ)[−c] : IC•̄
m(V ;YV ) −→ m̄j !S•[−c] −→ IC•̄

m(V ;ZV )

induces YV � ZV which splits back. The backwards map ZV → YV has a unique
extension to a morphism IC•̄

m(V ;ZV ) → IC•̄
m(V ;YV ) (by Proposition 8.1.10),

whose composition with (λ1 ◦ λ)[−c] is the identity. Thus, (λ1 ◦ λ)[−c] induces
surjections on all derived stalks and costalks. Therefore, λ1 induces surjections on
all derived stalks and costalks. Then the left triangle above implies that u1 induces
injections on all derived stalks and costalks. This means that X•

1 satisfies at least
the stalk and costalk axioms that m̄j !S• does, and the latter sheaf is perverse. (In
fact, X•

1[−c] satisfies the strong m̄-costalk condition, i.e. Hi(j !
yX•

1[−c]) = 0 for

i ≤ m̄(k) − k + 1 and y ∈ V m−2c−k − V m−2c−k−1.) As j∗ is just extension by zero,
we have j∗X•

1 ∈ m̄P(Y ). The statement for Z• follows from duality, Z•
1

∼= DX•
1[m].

This establishes the claim.
The isomorphism ζV : ZV → ZV ∗ induces an isomorphism of intersection

chain sheaves ζV : IC•̄
m(V ;ZV ) → IC•̄

m(V ;ZV ∗). Using Proposition 8.1.10 with
the weak costalk assumption, the square
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m̄j !S• λ1� IC•̄
m(V ;ZV )[c]

m̄j∗S•

canon

�
�μ1 IC•̄

m(V ;ZV ∗)[c]

∼= ζV

�

(8.5)

commutes. Consider the diagram

X•
1

u1 � m̄j !S• λ1� IC•̄
m(V ;ZV )[c]

Z•
1
� v1 m̄j∗S•

canon

�
�μ1 IC•̄

m(V ;ZV ∗)[c]

∼=
�

Note that λ1u1 = 0, since they are adjacent arrows in a distinguished triangle (Propo-
sition 2.2.2). This shows that the composite

X•
1

u1−→ m̄j !S• canon−→ m̄j∗S• v1−→ Z•
1 (8.6)

is zero.
If S• is locally nonsingular, then set S•

0 = S•. Otherwise, we shall now set up an
elementary bordism from S• to a self-dual sheaf S•

0 which splits off an intersection
chain sheaf. Precisely, it will be shown to have the following properties:

• S•
0|Y−V

∼= S•|Y−V ,

• S•
0

∼= j∗IC•̄
m(V ;ZV )[c] ⊕ Ŝ•,

• Ŝ• is perverse on Y , and satisfies Hc−m(j !
W Ŝ•) = 0 for every stratum W of Y

such that c(W) > c(V ), as well as for W = V .

The composition j∗m̄τ≤0j ! → j∗j ! → 1 defines an adjunction j∗m̄j !S• → S•.
Similarly, we have a morphism S• → j∗m̄j∗S•. Let u be the composition

X• = j∗X•
1

j∗u1−→ j∗m̄j !S• −→ S•,

and let v be the composition

S• −→ j∗m̄j∗S• j∗v1−→ j∗Z•
1 = Z•.

To verify that the diagram
X• u−→ S• v−→ Z•

defines a bordism, we have to check that vu = 0 and that v = Du[m]. Now vu = 0
follows from (8.6), since j∗m̄j !S• → S• → j∗m̄j∗S• is j∗ of m̄j !S• → m̄j∗S•. From
Z•

1
∼= DX•

1[m], v1 = Du1[m], we conclude Z• ∼= DX•[m], v = Du[m] (recall
j∗ = j!). Hence, we have constructed an elementary bordism from S• to S•

0 = C•
u,v .
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Let us verify S•
0|Y−V

∼= S•|Y−V : Since Z• = j∗Z•
1, its restriction away from V

is the zero sheaf. Thus the triangle on v|Y−V has the form

S•|Y−V

v|=0 � Z•|Y−V = 0•

C•
v|Y−V

�

0

�

[1]
∼=

The zero morphism X•|Y−V

0−→ C•
v[−1]|Y−V is the lift u′| of u| = 0 : X•|Y−V =

0• → S•|Y−V . Consequently, the triangle on u′| has the form

0• = X•|Y−V

u′|=0 � C•
v[−1]|Y−V

S•
0|Y−V

�

∼=

�

[1]
0

and
S•

0|Y−V
∼= C•

v[−1]|Y−V
∼= S•|Y−V .

The sheaf S•
0 is m̄-perverse on Y: Since S•

0 is bordant to S•, it is automatically
self-dual. Therefore, it suffices to verify S•

0 ∈ m̄D≤0. Consider the distinguished
triangle

IC•̄
m(V ;ZV )[c] −→ X•

1[1] −→ (m̄j !S•)[1] +1−→ .

We have IC•̄
m(V ;ZV )[c] ∈ m̄D≤0(V ) and

(m̄j !S•)[1] ∈ m̄D≤0(V )[1] = m̄D≤−1(V ) ⊂ m̄D≤0(V ).

By Proposition 7.1.8, X•
1[1] ∈ m̄D≤0(V ), whence X•[1] = j∗X•

1[1] ∈ m̄D≤0. Using
the triangle

IC•̄
m(V ;ZV ∗)[c] −→ m̄j∗S• −→ Z•

1
+1−→,

one deduces similarly that Z•[−1] ∈ m̄D≤0. Now C•
v[−1] ∈ m̄D≤0 follows from the

triangle

Z•[−1] −→ C•
v[−1] −→ S• +1−→,

using Z•[−1], S• ∈ m̄D≤0. Finally, we conclude that S•
0 ∈ m̄D≤0 from the triangle

C•
v[−1] −→ S•

0 −→ X•[1] +1−→ .

Next, we shall produce splittings for the perverse restrictions m̄j∗S•
0 and m̄j !S•

0
of S•

0. Since j∗m̄j !S•
0 is m̄-perverse on Y , the restriction to V satisfies the stalk condi-

tion
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Hi (m̄j !S•
0)|V = Hi (j∗

V j∗m̄j !S•
0) = 0, i > c − m,

and the costalk condition

Hi (j !
V j∗m̄j !S•

0) = 0, i < c − m.

The latter condition is equivalent to Hi (m̄j !S•
0)|V = 0, i < c−m, as, with j̄V : V ↪→

V the open inclusion,
j !
V j∗ = j̄!V j !j∗ = j̄!V = j̄∗V ,

using property (G5) of Sect. 7.2.1. It follows that j∗
V
m̄j !S•

0 is concentrated in degree
c − m. By construction, this local system is ZV ,

Hc−m(j∗
V
m̄j !S•

0) = ZV , j∗
V
m̄j !S•

0
∼= ZV [m − c].

Similarly, j∗
V
m̄j∗S•

0 is concentrated in degree c − m and

Hc−m(j∗
V
m̄j∗S•

0) = ZV ∗, j∗
V
m̄j∗S•

0
∼= ZV ∗[m − c].

A morphism
λ10 : m̄j !S•

0 −→ IC•̄
m(V ;ZV )[c],

is obtained in the same way as we obtained λ1 earlier. It is the unique morphism
inducing the identity map ZV → ZV on Hc−m(·)|V . Thus j∗

V λ10 is an isomorphism.
Similarly, there exists a unique morphism

μ10 : IC•̄
m(V ;ZV ∗)[c] −→ m̄j∗S•

0

inducing the identity ZV ∗ → ZV ∗. The restriction j∗
V μ10 is an isomorphism. The

commutative diagram

m̄j !S•
0

λ10� IC•̄
m(V ;ZV )[c]

m̄j∗S•
0

canon

�
�μ10 IC•̄

m(V ;ZV ∗)[c]

∼= ζV

�

(which is the analog of diagram (8.5) above) shows that the canonical map

Hc−m(m̄j !S•
0)|V −→ Hc−m(m̄j∗S•

0)|V
is the isomorphism ζV : ZV → ZV ∗. Note that if S• is locally nonsingular, then
this canonical map is already an isomorphism for S•

0 = S•, so that no bordism is
required. Define X•

10 and u10 by the distinguished triangle

X•
10

u10 � m̄j !S•
0

IC•̄
m(V ;ZV )[c]

�
λ10

�

[1] (8.7)
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Applying j∗
V to this triangle, we obtain

j∗
V X•

10
� ZV [m − c]

ZV [m − c]

�

=

�

[1]

This implies that j∗
V X•

10 = 0•. As pointed out above, X•
1[−c] satisfies the strong

m̄-costalk condition. So also X•
10[−c] satisfies the strong costalk condition, and

X•
10[1 − c] satisfies the weak costalk condition. By Proposition 8.1.10, restriction

to the top stratum V of V is an injection

HomDb(V )(IC•̄
m(V ;ZV ), X•

10[1− c]) ↪→ HomDb(V )(IC•̄
m(V ;ZV )|V , X•

10[1− c]|V )

= HomDb(V )(ZV [m − 2c], 0•) = 0.

Hence the morphism
IC•̄

m(V ;ZV )[c] −→ X•
10[1]

in triangle (8.7) is zero. By Lemma 8.1.14,

m̄j !S•
0

∼= IC•̄
m(V ;ZV )[c] ⊕ X•

10.

Similarly,
m̄j∗S•

0
∼= IC•̄

m(V ;ZV ∗)[c] ⊕ Z•
10.

We shall now use these splittings to obtain the required splitting for S•
0 itself. Let

ψ0, ω0 denote the canonical morphisms

j∗S•
0

ψ0−→ m̄j∗S•
0,

m̄j !S•
0

ω0−→ j !S•
0,

and let

j∗j !S•
0

adj!−→ S•
0

adj∗−→ j∗j∗S•
0

be the canonical adjunction morphisms, forming a factorization of j∗c, where c :
j !S•

0 → j∗S•
0 is the canonical morphism. Let

κ : S•
0 −→ j∗IC•̄

m(V ;ZV ∗)[c]
be the composition

S•
0

adj∗−→ j∗j∗S•
0

j∗ψ0−→ j∗m̄j∗S•
0

∼= j∗IC•̄
m(V ;ZV ∗)[c]⊕j∗Z•

10
proj−→ j∗IC•̄

m(V ;ZV ∗)[c].
We will construct a backwards map κ ′ : j∗IC•̄

m(V ;ZV ∗)[c] → S•
0, κκ ′ = 1. The

canonical morphism c0 : m̄j !S•
0 → m̄j∗S•

0 splits as
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m̄j∗S•
0

∼= IC•̄
m(V ;ZV ∗)[c] ⊕ Z•

10

m̄j !S•
0

c0

�

∼= IC•̄
m(V ;ZV )[c] ⊕ X•

10

(ζV ,0)

�

(by Proposition 8.1.10). Extension by zero induces the commutative square

j∗m̄j∗S•
0

∼= j∗IC•̄
m(V ;ZV ∗)[c] ⊕ j∗Z•

10

j∗m̄j !S•
0

j∗c0

�

∼= j∗IC•̄
m(V ;ZV )[c] ⊕ j∗X•

10

(j∗ζV ,0)

�

The diagram

j∗IC•̄
m(V ;ZV ∗)[c] ⊕ j∗Z•

10
proj� j∗IC•̄

m(V ;ZV ∗)[c]

j∗IC•̄
m(V ;ZV )[c] ⊕ j∗X•

10

(j∗ζV ,0)

�

�incl
j∗IC•̄

m(V ;ZV )[c]

j∗ζV

�

commutes, and
m̄j !S•

0
ω0−→ j !S•

0
c−→ j∗S•

0
ψ0−→ m̄j∗S•

0

is a factorization of c0. Thus with

κ ′ = adj! ◦j∗ω0 ◦ incl ◦j∗ζ−1
V

: j∗IC•̄
m(V ;ZV ∗)[c] −→ S•

0

we have
κκ ′ = proj ◦j∗ψ0 ◦ adj∗ ◦ adj! ◦j∗ω0 ◦ incl ◦j∗ζ−1

V

= proj ◦j∗ψ0 ◦ j∗c ◦ j∗ω0 ◦ incl ◦j∗ζ−1
V

= proj ◦j∗(ψ0cω0) ◦ incl ◦j∗ζ−1
V

= proj ◦j∗c0 ◦ incl ◦j∗ζ−1
V

= proj ◦(j∗ζV , 0) ◦ incl ◦j∗ζ−1
V= 1.

Define Ŝ •[1] as the mapping cone of j∗ζ−1
V

κ , so that there is a distinguished triangle

S•
0

j∗ζ−1
V

κ
� j∗IC•̄

m(V ;ZV )[c]

Ŝ •[1]
�

η

�

[1] (8.8)
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Using the backwards map, we see that η vanishes:

η = η ◦ j∗ζ−1
V

κ ◦ κ ′j∗ζV = 0 ◦ κ ′j∗ζV = 0.

Thus, by Lemma 8.1.14,

S•
0

∼= j∗IC•̄
m(V ;ZV )[c] ⊕ Ŝ •.

If S• is locally nonsingular, then

S• ∼= j∗IC•̄
m(V ;ZV )[c] ⊕ Ŝ •.

The sheaf Ŝ • is m̄-perverse on Y , since S•
0 is m̄-perverse on Y . The long exact se-

quence of derived sheaves associated to the triangle (8.8) shows that Hc−m(j !
V Ŝ •)

= 0.
Inductively, one obtains thus an orthogonal decomposition

S• ∼
⊕

V ∈V
j∗IC•̄

m(V ;ZV (S•))[c(V )] ⊕ S•
1,

such that S•
1 is m̄-perverse and Hc(V )−m(j !

V S•
1) = 0 for all V ∈ V , that is, S•

1 satisfies
the stalk and strong costalk axioms for m̄. Since the top stratum V = Y − Ym−2 is
open in Y , we have j !

V S•
1

∼= j∗
V S•

1, and therefore

Hi (j∗
V S•

1) =

⎧
⎪⎨

⎪⎩

0, i > −m, since S•
1 is perverse,

Hc−m(j∗
V S•

1) = Hc−m(j !
V S•

1) = 0, i = c − m = −m,

0, i < −m, since S•
1 is perverse.

Hence S•
1|Y−Ym−2 = 0•, and, by Proposition 8.1.10, S•

1 = 0•. ��
To complete the proof of Theorem 8.1.12, it remains to reduce the general de-

composition problem to the decomposition problem for perverse sheaves. This is
carried out in the next proposition.

Proposition 8.1.17 Any self-dual complex of sheaves S• ∈ Db
c (Y ) is bordant to a

perverse sheaf S•
1 ∈ m̄P(Y ) with

(ZV (S•),PV (S•)) ∼= (ZV (S•
1),PV (S•

1)).

Proof. Set S•
1 = m̄H 0(S•), d1 = m̄H 0(d). Define E•, F• as the mapping cones of the

canonical morphisms c1 : m̄τ≤0S• → S•, c2 : S• → m̄τ≥0S•, respectively, so that
there are two distinguished triangles

m̄τ≤0S• c1 � S• c2 � m̄τ≥0S•

E• �

v

�

[1]

F• �

�

w

[1]
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(E• ∈ m̄D≥1(Y )). We claim that

F•[−1] u=w[−1]−→ S• v−→ E•

sets up an elementary bordism on S•: One has to verify that v is the dual of u and
that vu = 0. The commutative diagram

m̄τ≤0S• c1 � S•

D(m̄τ≥0S•)[m]

∼=
�

Dc2[m]� DS•[m]

∼= d

�

implies E• ∼= D(F•[−1])[m] and v = Du[m]. As F•[−1] ∈ m̄D≤−1 ⊂ m̄D≤0,
one has Hom(F•[−1], E•) = 0, by axiom (2) of the axioms of a t-structure (cf.
Definition 7.1.1). Hence vu = 0 and S• is bordant to C•

u,v . Now

C•
u,v = m̄τ≥0m̄τ≤0S• = m̄H 0(S•) = S•

1.

The stated isomorphism of local systems and their pairings clearly holds. ��
Proposition 8.1.16 together with Proposition 8.1.17 prove Theorem 8.1.12.
Let us now return to the situation of a stratified map f : Xp → Ym, where X

and Y are oriented, Whitney stratified pseudomanifolds, X is compact, Y has only
strata of even codimension and p − m is even. Set t = 1

2 (p − m). Given a self-dual
sheaf S• ∈ Db

c (X), the pushforward Rf∗S•[−t] is again self-dual on Y , since f is a
proper map and thus Rf! ∼= Rf∗ (cf. Sect. 3.1, (3.2)). Applying Theorem 8.1.12 to
Rf∗S•[−t], we obtain the following result:

Theorem 8.1.18 Let f : Xp → Ym be a stratified map, where X and Y are ori-
ented, Whitney stratified pseudomanifolds, X is compact, Y has only strata of even
codimension and p − m is even. Set t = 1

2 (p − m). If S• ∈ Db
c (X) is any self-dual

complex of sheaves on X, then

Rf∗S•[−t] ∼
⊕

V ∈V
j∗IC•̄

m(V ;ZV (Rf∗S•[−t]))[c(V )].

It remains to provide a more useful and direct description of the local systems
ZV (Rf∗S•[−t]). Recall that for a point y ∈ V ∈ V, we have defined the pseudo-
manifold

Ey = f −1N(y) ∪f −1L(y) cf −1L(y)

to be the space obtained from the preimage of the normal slice at y by coning off
the boundary. (If y is a point in the top stratum, we set Ey = f −1(y).) Furthermore,
using the inclusions

Ey
�iy

⊃ f −1
◦
N(y) ⊂ ρy� X,
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we have defined a self-dual sheaf

S•(y) = τ
{cone}
≤−c−t−1Riy∗ρ!

yS•

on Ey . Then
ZV (Rf∗S•[−t])y ∼= H−c−t (Ey; S•(y)),

and indeed ZV (Rf∗S•[−t]) ∼= HV (S•). Moreover, the nonsingular pairings

PV (Rf∗S•[−t])y : ZV (Rf∗S•[−t])y ⊗ ZV (Rf∗S•[−t])y −→ R

coincide under the above isomorphism with the nonsingular pairings

H−c−t (Ey; S•(y)) ⊗ H−c−t (Ey; S•(y)) −→ R

induced on hypercohomology by the self-duality isomorphism DS•(y)[dim Ey] ∼=
S•(y). This completes the proof of Theorem 8.1.7:

Rf∗S•[−t] ∼
⊕

V ∈V
j∗IC•̄

m(V ; HV (S•))[c].

8.2 The L-Class of Self-Dual Sheaves

8.2.1 Algebraic Bordism of Self-Dual Sheaves and the Witt Group

Let Ym, m = 2n, be an oriented, stratified pseudomanifold, and let S• ∈ Db
c (Y ) be a

self-dual sheaf. We wish to develop the notion “S• is an (algebraic) boundary.”
Suppose that S• is bordant to 0•. This means that we have a diagram

X• u � S• v � Y•

C•
u,v = C•

u′ = 0•

[1]
�

� C•
v[−1]

z

�
u′

�

C•
v

�

�

z[1]
[1]

containing two distinguished triangles, one on the lift u′ and one on v; vu = 0,

Du[m] = v, zu′ = u. Thus u′ is an isomorphism,

C•
v[−1] ∼= X• ∼= DY•[m],

and there is a distinguished triangle

S• � Y•

DY•[m + 1]

�

�

[1]
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After turning this once and writing B• = Y•[−1], it becomes

B• β � DB•[m − 1]

S• �

�

[1]

with Dβ[m − 1] = β.
Conversely, suppose a morphism β : B• → DB•[m − 1] is given such that

Dβ[m − 1] = β. Embed β into a distinguished triangle

B• β−→ DB•[m − 1] u−→ S•
β

v−→ B•[1],
dualize

DS•
β

Du−→ D(DB•[m − 1]) Dβ−→ DB• Dv[1]−→ DS•
β [1],

turn

DDB•[1 − m] Dβ−→ DB• Dv[1]−→ DS•
β [1] −Du[1]−→ DDB•[2 − m],

shift by [m − 1]

DDB• Dβ[m−1]−→ DB•[m − 1] Dv[m]−→ DS•
β [m] (−1)m−1(−Du[1])[m−1]−→ DDB•[1].

Compare this to the original triangle:

B• β � DB•[m − 1] u � S•
β

v � B•[1]

DDB•

can ∼=

� Dβ[m−1]� DB•[m − 1]

����������
Dv[m]� DS•

β [m]

dβ
∼=

� Du[m]� DDB•[1]

∼= can[1]

�

(Note that the leftmost square commutes because Dβ[m − 1] = β.) This yields an
isomorphism dβ : S•

β
∼= DS•

β [m]. Thus S•
β is self-dual and obviously nullbordant:

DB•[m − 1] u � S•
β

v � B•[1]

C•
u,v = 0•

[1]
�

� DB•[m − 1]

�
u′=1

�

C•
v = DB•[m]

�

β[1]

�

[1]

This leads us in a natural way to the following definition:

Definition 8.2.1 A self-dual sheaf (S•, d) is the boundary of β : B• → DB•[m−1],
Dβ[m − 1] = β, if (S•, d) ∼= (S•

β, dβ).
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This notion will again play an important role in Sect. 9.1, when we define La-
grangian structures on non-Witt spaces.

Lemma 8.2.2 If S• ∼ S•
1 and S• is a boundary, then S•

1 is a boundary.

We leave the easy proof to the reader.
Now assume that Y is compact. The self-duality isomorphism d of a self-dual

sheaf (S•, d) on Y induces

H−n(Y ; S•) ∼= Hn(Y ;DS•) ∼= Hom(H−n(Y ; S•), R),

i.e. a nonsingular, bilinear pairing

QS• : H−n(Y ; S•) ⊗ H−n(Y ; S•) −→ R.

Proposition 8.2.3 Let W(R) denote the Witt group of symmetric (skew-symmetric)
bilinear forms over R. If S• is a boundary, then

QS• = 0 ∈ W(R).

Proof. Suppose that S• is the boundary of β so that there is a distinguished triangle

B• β � DB•[m − 1]

S• �

�

[1]

As in the proofs of Theorems 6.1.2 and 6.1.4, we shall establish the statement by
constructing a Lagrangian subspace in H−n(Y ; S•). The composition

H−n+1(Y ; B•) ∼= H−n+1(Y ;DDB•) ∼= Hom(Hn−1(Y ;DB•), R)

= Hom(Hn−1−(m−1)(Y ;DB•[m − 1]), R)

= Hom(H−n(Y ;DB•[m − 1]), R)

defines a nonsingular pairing

H−n+1(Y ; B•) ⊗ H−n(Y ; A•) −→ R,

where A• = DB•[m − 1]. Similarly, there is a pairing

H−n(Y ; B•) ⊗ H−n+1(Y ; A•) −→ R,

so that there is a commuting diagram of pairings

H−n(Y ; B•) � H−n(Y ; A•) � H−n(Y ; S•) � H−n+1(Y ; B•) � H−n+1(Y ; A•)
⊗ ⊗ ⊗ ⊗ ⊗

H−n+1(Y ; A•) � H−n+1(Y ; B•) � H−n(Y ; S•) � H−n(Y ; A•) � H−n(Y ; B•)

R

�
R

�
R

QS•�
R

�
R

�

in which the exact rows are induced by the triangle. Thus im(H−n(Y ; A•) →
H−n(Y ; S•)) is a Lagrangian subspace for QS• . ��
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Proposition 8.2.4 If S•
1 and S•

2 are bordant, then QS•
1

= QS•
2

∈ W(R).

Proof. On the one hand, (S•
2, d2) ⊕ (S•

2,−d2) is the boundary of the zero morphism

S•
2

0−→ DS•
2[m−1], on the other hand, (S•

2, d2)⊕ (S•
2,−d2) is bordant to (S•

1, d1)⊕
(S•

2,−d2). By Lemma 8.2.2, (S•
1, d1)⊕(S•

2,−d2) is a boundary. By Proposition 8.2.3,

QS•
1
⊕ −QS•

2
= QS•

1⊕−S•
2

= 0 ∈ W(R). ��
Corollary 8.2.5 If S•

1 and S•
2 are bordant, then σ(S•

1) = σ(S•
2).

8.2.2 Geometric Bordism of Spaces Covered by Sheaves

Consider a triple
(Y n+1, B•, δ),

where

• Yn+1 is an (n + 1)-dimensional, compact, oriented pseudomanifold with bound-
ary (see Definition 6.1.3),

• B• ∈ Db
c (int Y),

• δ : DB•[n + 1] ∼=−→ B•.
Let i, j denote the inclusions i : int Y ↪→ Y, j : ∂Y ↪→ Y.

Lemma 8.2.6 If B• ∈ Db
c (int Y), then there is a natural isomorphism

j∗Ri∗B• ∼=−→ j !Ri!B•[1].
Proof. Consider the distinguished triangle (A• ∈ Db

c (Y ))

Ri!i∗A• � A•

j∗j∗A•�

�

[1]

(cf. gluing data axiom (G4) in Sect. 7.2.1. To construct it, take the triangle

j∗j !A• −→ A• −→ Ri∗i∗A• [1]−→
constructed in our discussion of the attaching axiom (AX3) in Sect. 4.1.4, and apply
the Verdier dualizing functor D to it.) Apply j∗:

j∗Ri!i∗A• � j∗A•

j∗A•�

∼=

�

[1]
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It follows that j∗Ri!i∗A• ∼= 0•. Substituting A• = Ri∗B• and using i∗Ri∗B• ∼= B•,
we see

j∗Ri!B• ∼= 0•.

In the triangle
j !A• � j∗A•

j∗Ri∗i∗A•�

�

[1]

set A• = Ri!B•. We obtain

j !Ri!B• � j∗Ri!B• ∼= 0•

j∗Ri∗i∗Ri!B• ∼= j∗Ri∗B•�

�

[1]

and hence j∗Ri∗B• ∼=−→ j !Ri!B•[1]. ��
An application of the functor j∗Ri∗ to δ produces an induced isomorphism

j∗Ri∗(δ) : j∗Ri∗DB•[n + 1] ∼=−→ j∗Ri∗B•.

We have
j∗Ri∗DB•[n + 1] ∼= D(j !Ri!B•)[n + 1]

and according to Lemma 8.2.6,

j∗Ri∗B• ∼= j !Ri!B•[1].
Hence δ induces a self-duality isomorphism d for j !Ri!B•:

d : D(j !Ri!B•)[n] ∼=−→ j !Ri!B•.

Definition 8.2.7 We call the triple (∂Y, j !Ri!B•, d) the boundary of (Y n+1, B•, δ)
and write

∂(Y n+1, B•, δ) = (∂Y, j !Ri!B•, d).

Given a triple (X2s , A•, d), where

• X2s is a 2s-dimensional, closed, oriented pseudomanifold,
• A• ∈ Db

c (X),

• d : DA•[2s] ∼=−→ A•,
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d induces a nonsingular pairing

H−s(X; A•) ⊗ H−s(X; A•) −→ R.

Let σ(X, A•, d) denote the signature of this pairing and set σ(Xn, A•, d) = 0 for n

odd.

Proposition 8.2.8 If (Xn, A•, d) = ∂(Y n+1, B•, δ), n = 2s, then

σ(X, A•, d) = 0.

Proof. Let E• = Ri!B• and consider the canonical morphism Ri∗i∗E• → j∗j !E•[1].
We will show that the image

im(H−s−1(Y ; Ri∗i∗E•) → H−s(Y ; j∗j !E•))

is a Lagrangian subspace in H−s(Y ; j∗j !E•) ∼= H−s(∂Y ; j !E•). We have

δ : DB•[n + 1] ∼=−→ B•

and
∂δ = d : D(j !E•)[n] ∼=−→ j !E•.

Since j∗j ! → 1 is a natural transformation of functors, we have a commutative
diagram

j∗j !(Ri!B•) −−−−→ Ri!B•

j∗j !Ri!δ


⏐
⏐



⏐
⏐Ri!δ

j∗j !(Ri!DB•[n + 1]) −−−−→ Ri!DB•[n + 1]
Now

Ri!DB•[n + 1] ∼= Ri!D(i∗E•)[n + 1] ∼= Ri!i∗DE•[n + 1]
and using Lemma 8.2.6,

j !Ri!DB•[n+1] ∼= D(j∗Ri∗B•)[n+1] ∼= D(j !Ri!B•[1])[n+1] ∼= D(j !Ri!B•)[n].
Therefore, we get a commutative diagram

j∗j !E• −−−−→ E•

j∗∂δ



⏐
⏐



⏐
⏐Ri!δ

j∗j∗DE•[n] −−−−→ Ri!i∗DE•[n + 1]
(8.9)

We show that the given data give rise to an isomorphism between the triangle

j∗j !E• � E•

Ri∗i∗E•�

�

[1]
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and the triangle

Ri!i∗DE•[n + 1] � DE•[n + 1]

j∗j∗DE•[n + 1]
�

�

[1]

Consider the composition

DE•[n + 1] ∼= D(Ri!B•)[n + 1] ∼= Ri∗DB•[n + 1] ∼= Ri∗B• ∼= Ri∗i∗E•

and the composition

Ri!i∗DE•[n + 1] ∼= Ri!D(i∗E•)[n + 1] ∼= Ri!DB•[n + 1] ∼= Ri!B• ∼= E•.

These fit into a commutative square

E• −−−−→ Ri∗i∗E•

∼=


⏐
⏐



⏐
⏐∼=

Ri!i∗DE•[n + 1] −−−−→ DE•[n + 1]
Applying the dualizing functor to diagram (8.9) one obtains

DE• −−−−→ j∗j∗DE•

∼=
⏐
⏐
�

⏐
⏐
�∼=

Ri∗i∗E•[−n − 1] −−−−→ j∗j !E•[−n]
Shifting the square by n + 1 yields

DE•[n + 1] −−−−→ j∗j∗DE•[n + 1]
∼=
⏐
⏐
�

⏐
⏐
�∼=

Ri∗i∗E• −−−−→ j∗j !E•[1]
Putting our squares together, we obtain the isomorphism between the two triangles:

j∗j !E• � E• � Ri∗i∗E• � j∗j !E•[1]

j∗j∗DE•[n]

∼=
�

� Ri!i∗DE•[n + 1]

∼=

�

� DE•[n + 1]

∼=
�

� j∗j∗DE•[n + 1]

∼=
�

Taking hypercohomology, we compute using Borel–Moore duality
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Hk(j∗j !E•) ∼= Hk(j∗j∗DE•[n])
∼= Hk+n(D(j∗j !E•)) ∼= Hom(H−k−n(j∗j !E•), R),

Hk(E•) ∼= Hk(Ri!i∗DE•[n + 1]) ∼= Hk+n+1(Ri!i∗DE•)
∼= Hk+n+1(D(Ri∗i∗E•)) ∼= Hom(H−k−n−1(Ri∗i∗E•), R),

and

Hk(Ri∗i∗E•) ∼= Hk(DE•[n + 1]) ∼= Hk+n+1(DE•)
∼= Hom(H−k−n−1(E•), R).

For k = −s we have −k − n = −s. Therefore, the long exact hypercohomology
sequence associated with the first triangle is dually paired to itself:

→ H−s−1(E•) → H−s−1(Ri∗i∗E•) → H−s(j∗j !E•) → H−s(E•)
⊗ ⊗ ⊗ ⊗

← H−s(Ri∗i∗E•) ← H−s(E•) ← H−s(j∗j∗E•) ← H−s−1(Ri∗i∗E•)
↓ ↓ ↓ ↓
R R R R

Thus,
im(H−s−1(Ri∗i∗E•) → H−s(j∗j !E•))

is a Lagrangian subspace in H−s(∂Y ; j !E•) ∼= H−s(Y ; j∗j !E•). ��

8.2.3 Construction of L-Classes

Let Ym be an oriented, closed, Whitney stratified pseudomanifold and let S• ∈
Db

c (Y ) be a self-dual sheaf on Y . We shall construct L-classes Lk(S•) ∈ Hk(Y ; Q)

employing, as in the construction of the Goresky–MacPherson L-class, the method
of Thom and Pontrjagin. Let f : Ym → Sk be transverse in the sense of Definition
6.3.1. Then jf : f −1(N) ↪→ Y is normally nonsingular, so D(j !

f S•)[m− k] ∼= j !
f S•

by Lemma 8.1.6. (Recall N ∈ Sk is the north pole.) If m − k is odd (i.e. f −1(N) is
odd-dimensional), set σ(j !

f S•) = 0. If m − k = 2l, we have a middle-dimensional
nonsingular pairing

H−l (f −1(N); j !
f S•) ⊗ H−l (f −1(N); j !

f S•) −→ R,

and σ(j !
f S•) denotes the signature of this pairing. The assignment

σ : πk(Y ) −→ Z

[f ] �→ σ(j !
f S•)

is a well-defined homomorphism (2k−1 > m) by Proposition 8.2.8. By Serre’s theo-
rem, the Hurewicz map πk(Y )⊗Q → Hk(Y ; Q) is an isomorphism for 2k−1 > m.
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Thus, the above homomorphism is a linear functional σ ⊗ Q ∈ Hom(Hk(Y ), Q) ∼=
Hk(Y ). We define

Lk(S•) = σ ⊗ Q ∈ Hk(Y ; Q).

In order to remove the dimensional restriction, we will proceed as in Sect. 5.7,
however, we will need the following fact about pullbacks of self-dual sheaves under
projections with nonsingular fiber:

Lemma 8.2.9 Let Mm be an orientable manifold, Xn an oriented pseudomanifold,
S• ∈ Db

c (X) a self-dual sheaf, and π1 : X × M → X the first-factor projection.
Then π !

1S• is self-dual on X × M,

D(π !
1S•)[n + m] ∼= π !

1S•.

Proof. Let π2 : X × M → M denote the second-factor projection. Choose an ori-
entation for M , D

•
M [−m] ∼= OM

∼= RM . (Recall OM denotes the orientation sheaf.)
Then the dualizing complex on the product is the pullback of the dualizing complex
on X:

D
•
X×M

∼= π∗
1 D

•
X ⊗ π∗

2 D
•
M

∼= π∗
1 D

•
X ⊗ π∗

2 RM [m] ∼= π∗
1 D

•
X[m].

So for any A• ∈ Db
c (X),

π∗
1 (DA•)[m] ∼= π∗

1 RHom•(A•, D
•
X)[m]

∼= RHom•(π∗
1 A•, π∗

1 D
•
X[m])

∼= RHom•(π∗
1 A•, D

•
X×M)

= D(π∗
1 A•)

∼= π !
1(DA•).

There is thus an isomorphism
π !

1
∼= π∗

1 [m].
It follows that

D(π !
1S•)[n+m] ∼= π∗

1DS•[n][m] ∼= π∗
1 S•[m] ∼= π !

1S•. ��
Form the product Y × SN , where SN is a sphere of sufficiently large dimension

N . By Lemma 8.2.9, π !
1S• ∈ Db

c (Y × SN) is self-dual, π1 : Y × SN → Y . The class

Lk+N(π !
1S•) ∈ Hk+N(Y × SN)

is defined, since m + N < 2(k + N) − 1 for sufficiently large N . Using

Hk+N(Y × SN) ∼= Hk+N(Y ) ⊕ Hk(Y )
p2−→ Hk(Y ),

we define
Lk(S•) = p2(Lk+N(π !

1S•)).
This completes the construction of Lk(S•) for all k ≥ 0. Note that Lk(S•) = 0 for
m − k odd.
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Let Xn be a closed, oriented, Whitney stratified pseudomanifold and let

j : Ym ↪→ Xn

be a normally nonsingular inclusion of an oriented, stratified pseudomanifold Ym.

Consider an open neighborhood E ⊂ X of Y, the total space of an R
n−m-vector

bundle over Y, and put E0 = E − Y, the total space with the zero section removed.
Let u ∈ Hn−m(E,E0) denote the Thom class. If π : E → Y denotes the projection,
then the composition

Hk(X)
i∗→ Hk(X,X − Y)

e∗←∼= Hk(E,E0)
u∩−→∼= Hk−n+m(E)

π∗→∼= Hk−n+m(Y )

defines a map
j ! : Hk(X) −→ Hk−n+m(Y ).

Let ι ∈ Hn−m(Sn−m) denote the generator such that 〈ι, [Sn−m]〉 = 1.

Lemma 8.2.10 Let Xn be a closed, oriented, Whitney stratified pseudomanifold, and
let f : X → Sn−m be transverse to N ∈ Sn−m. Then

f ∗(ι) ∩ x = jf ∗j !
f (x)

for any x ∈ H∗(X), where jf : f −1(N) ↪→ X.

Proof. Set Y = f −1(N), let x ∈ Hk(X), and put u′ = (e∗)−1(u), where e∗ :
Hn−m(X,X−Y)

∼=−→ Hn−m(E,E0) is the excision isomorphism. The commutative
square

Hn−m(X,X − Y) ⊗ Hk(X,X − Y)
e∗⊗e−1∗� Hn−m(E,E0) ⊗ Hk(E,E0)

Hk−n+m(X)

∩

�
� jf ∗

Hk−n+m(Y )

∩

�

yields the relation

u′ ∩ i∗(x) = jf ∗(u ∩ e−1∗ i∗(x)) = jf ∗j !
f (x).

Viewing ι as a class in Hn−m(Sn−m, Sn−m − N), we can interpret it as the Thom
class of {N} ↪→ Sn−m. Thus, by naturality of the Thom class,

i∗(u′) = f ∗(ι).

The commutativity of
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Hn−m(X,X − Y) ⊗ Hk(X)
1⊗i∗� Hn−m(X,X − Y) ⊗ Hk(X,X − Y)

Hn−m(X) ⊗ Hk(X)

i∗⊗1

� ∩ � Hk−n+m(X)

∩

�

implies

u′ ∩ i∗(x) = i∗(u′)∩x = f ∗(ι)∩x. ��
The construction of L∗(S•) implies the following existence and uniqueness result

for L-classes of self-dual complexes of sheaves:

Proposition 8.2.11 Let S• ∈ Db
c (X) be a self-dual complex of sheaves. There exist

unique classes Lk(S•) ∈ Hk(X; Q), k ≥ 0, with the following properties:

(i) ε∗L0(S•) = σ(S•),
(ii) If j : Ym ↪→ Xn is a normally nonsingular inclusion with trivial normal bundle,

then
Lk−n+m(j !S•) = j !Lk(S•).

Proof. For the existence part, we shall verify that the classes constructed above in-
deed enjoy properties (i) and (ii). Note that (i) and (ii) are equivalent to the statement

(iii) ε∗j !Ln−m(S•) = σ(j !S•)

for every normally nonsingular inclusion j : Ym ↪→ Xn with trivial normal bundle.
Thus it suffices to prove (iii). First, let us construct a map f : X → Sn−m, transverse
to N , such that Y = f −1(N), j = jf . A neighborhood of Y in X is a product
Y × Dn−m. Let T (Y × Dn−m) denote the Thom space of the trivial normal bundle.
Collapsing the complement of the tube to a point defines a map

X −→ T (Y × Dn−m).

More precisely, this map is the identity on Y × int(Dn−m) and maps the complement
of Y × int(Dn−m) to the point in T (Y × Dn−m) which is the image of Y × ∂Dn−m.
Composing this with the map

T (Y × Dn−m) ∼= Y × Dn−m ∪Y×Sn−m−1 c(Y × Sn−m−1)

proj2−→ Dn−m ∪Sn−m−1 cSn−m−1 ∼= Sn−m

induced by the second-factor projection yields the desired map f : X → Sn−m.
Under the homeomorphism Dn−m ∪Sn−m−1 cSn−m−1 ∼= Sn−m, the north pole N ∈
Sn−m is to correspond to the center of the disk Dn−m. Then Y = f −1(N) and
j = jf .

By construction,
〈f ∗(ι), Ln−m(S•)〉 = σ(j !

f S•),
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cf. also the proof of Proposition 5.7.2. Thus, with the aid of Lemma 8.2.10,

σ(j !
f S•) = ε∗(f ∗(ι) ∩ Ln−m(S•))

= ε∗jf ∗j !
f Ln−m(S•)

= ε∗j !
f Ln−m(S•),

H0(Y )
jf ∗� H0(X)

Q

ε∗

�

ε∗
�

As for uniqueness, assume that L∗(S•) and L′∗(S•) are homology classes such
that

ε∗j !Ln−m(S•) = σ(j !S•) = ε∗j !L′
n−m(S•) (8.10)

for every normally nonsingular inclusion j with trivial normal bundle. Let f : X →
Sk be an arbitrary transverse map; jf : f −1(N) ↪→ X is a normally nonsingular
inclusion with trivial normal bundle. According to Lemma 8.2.10,

〈f ∗(ι), Lk(S•)〉 = ε∗j !
f Lk(S•),

〈f ∗(ι), L′
k(S

•)〉 = ε∗j !
f L′

k(S
•).

By (8.10),
〈f ∗(ι), Lk(S•)〉 = 〈f ∗(ι), L′

k(S
•)〉,

and this holds for every transverse map f : X → Sk . This implies Lk(S•) =
L′

k(S
•). ��

What can we say about the top L-class, Ln(S•)? Let us assume that Xn is con-
nected, n ≥ 2. Take ξ ∈ Hn(Xn) to be the cohomology class with 〈ξ, [X]〉 = 1. For
k = n, the inequality 2k−1 > n holds, whence the Hurewicz map is an isomorphism
and ξ can be represented by a map f : Xn → Sn such that ξ = f ∗(ι) (ι ∈ Hn(Sn),

〈ι, [Sn]〉 = 1). Since Hn(S
n) has rank one, f∗[X] is some scalar multiple of [Sn]:

f∗[X] = d · [Sn], d = deg f. The calculation

d = d〈ι, [Sn]〉 = 〈ι, d[Sn]〉
= 〈ι, f∗[X]〉 = 〈f ∗(ι), [X]〉
= 〈ξ, [X]〉 = 1

shows that f has degree one. The map f is the restriction of a smooth map F : M →
Sn, where M ⊃ X is the ambient manifold. Since f has degree one, f −1(N) = {p}.
As F is transverse to N ∈ Sn, we have for every pure stratum V ⊂ X containing p,

dF(p)(TpV ) = TNSn.
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This can only be satisfied if p is located in the top stratum of X. Therefore, j !
f S• =

j∗
f S• = S•

p and with Ln(S•) = λ[X] ∈ Hn(X
n) for some λ ∈ Q, we have

λ = λ〈ι, [Sn]〉
= λ〈ι, f∗[X]〉
= 〈f ∗(ι), λ[X]〉
= 〈f ∗(ι), Ln(S•)〉
= σ(j !

f S•)
= σ(S•

p).

We obtain the following formula for the top-dimensional L-class of a self-dual com-
plex of sheaves:

Ln(S•) = σ(S•
p) · [X] ∈ Hn(X

n),

where p ∈ X is a point in the top stratum.

Proposition 8.2.12 If S•
1, S•

2 ∈ Db
c (X) are bordant, self-dual sheaves on X, then

Lk(S•
1) = Lk(S•

2) for all k ≥ 0.

Proof. Let j : Ym ↪→ Xn be a normally nonsingular inclusion with trivial nor-
mal bundle. Since j ! is a functor of triangulated categories, i.e. takes distinguished
triangles over X to distinguished triangles over Y , we may apply it to a bordism be-
tween S•

1 and S•
2 and obtain a bordism between j !S•

1 and j !S•
2. By Corollary 8.2.5,

σ(j !S•
1) = σ(j !S•

2). Hence, by uniqueness of classes satisfying (iii) in (the proof of)
Proposition 8.2.11, the two sets of classes must be identical. ��

The proofs of the next three propositions are obtained similarly by appealing to
the uniqueness statement of Proposition 8.2.11. We leave the details to the reader.

Proposition 8.2.13 Suppose X has only strata of even codimension. Let V be a con-
nected component of the stratum of codimension 2c of X, and let S• ∈ Db

c (V ) be
a self-dual sheaf on the closure V . If j : V ↪→ X is the inclusion, then j∗S•[c] is
self-dual on X and

Lk(j∗S•[c]) = j∗Lk(S•), k ≥ 0.

Proposition 8.2.14 For self-dual sheaves S•
1, S•

2 ∈ Db
c (X),

Lk(S•
1 ⊕ S•

2) = Lk(S•
1) + Lk(S•

2).

Proposition 8.2.15 Let f : Xp → Ym be a stratified map of even relative dimension
between closed, oriented, Whitney stratified pseudomanifolds, and let S• ∈ Db

c (X)

be self-dual. Then

Lk(Rf∗S•[−t]) = f∗Lk(S•), k ≥ 0,

t = 1
2 (p − m) ∈ Z.
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8.2.4 Poincaré Local Systems

This section discusses in some more detail intersection chain sheaves with coeffi-
cients in a local system (= locally constant sheaf) given on the top stratum (“twisted
intersection sheaves”). In order to get Verdier self-duality, and consequently gener-
alized Poincaré duality, for twisted intersection chain sheaves, the local system has
to be equipped with a self-duality isomorphism on the top stratum, that is, a nonsin-
gular, symmetric or antisymmetric, bilinear pairing. This leads us to the notion of a
Poincaré local system. (For untwisted intersection sheaves with R-coefficients, this
pairing is 1 : RX−Σ ⊗RX−Σ → RX−Σ given by v ⊗w �→ vw.) We will see that on
a space with only even-codimensional strata, the duality of the Poincaré local system
extends to a duality for the corresponding twisted intersection chain sheaf. Thus one
obtains in particular a twisted signature. We shall define morphisms of Poincaré local
systems and prove that isomorphic systems have equal twisted signatures. Next, we
will show that if the system is untwisted (but the pairing is still arbitrary), then the
“twisted” signature is the product of the signature of the pairing and the signature of
the space. This implies a corresponding multiplicative formula for L-classes.

Definition 8.2.16 A Poincaré local system on a topological space X is a pair (S, φ),
where S is a locally constant sheaf S ∈ Sh(X) whose stalks are real vector
spaces, and φ is a nondegenerate, symmetric or antisymmetric, bilinear pairing φ :
S ⊗ S → RX.

We have seen in Examples 1.1.6 how a linear monodromy representation of
π1(X) gives rise to a locally constant sheaf on a path connected space X. Let (S, φ)

be a Poincaré local system of stalk dimension m on the space X and let Π1(X) de-
note the fundamental groupoid of X. By Vectm denote the category whose objects
are pairs (V ,ψ), with V an m-dimensional real vector space and ψ : V ⊗ V → R a
nondegenerate, symmetric or antisymmetric, bilinear pairing, and whose morphisms
are linear maps preserving the pairings:

HomVectm
((V1, ψ1), (V2, ψ2))

= {A : V1 → V2 linear |ψ2(Av,Aw) = ψ1(v,w), v,w ∈ V1}.
The system (S, φ) induces a covariant monodromy functor

μ(S) : Π1(X) −→ Vectm

as follows: For x ∈ X, let
μ(S)(x) = (Sx, φx)

and for a path class [ω] ∈ π1(X, x1, x2) = HomΠ1(X)(x2, x1), ω : I → X, ω(0) =
x1, ω(1) = x2, define the linear operator

μ(S)[ω] : μ(S)(x2) −→ μ(S)(x1)

to be the composition
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μ(S)(x2) = Sω(1)
∼= (ω∗S)1

∼=←
restr

Γ (I ; ω∗S)
∼=→

restr
(ω∗S)0 ∼= Sω(0) = μ(S)(x1).

If we choose a base point x ∈ X, then restricting μ(S) to the fundamental group
π1(X, x) = HomΠ1(X)(x, x) gives an assignment of a linear automorphism on the
stalk Sx,

μ(S)x(g) : Sx −→ Sx,

preserving the pairing φx : Sx ⊗ Sx → R, to each g ∈ π1(X, x). Thus one obtains
the monodromy representation

μ(S)x : π1(X, x) −→ O(p, q; R)

in the symmetric case (p + q = m is the rank of S, p − q the signature of φx), and

μ(S)x : π1(X, x) −→ Sp(2r; R)

in the antisymmetric case (m = 2r is the rank of S).
Conversely, as already indicated in Examples 1.1.6, a given functor μ : Π1(X) →

Vectm determines a Poincaré local system: Let X0 be a path component of X, and
x0 ∈ X0. Then π(X0, x0) acts on μ(x0) = (V , φ) by the restriction μx0 and we have
the associated local system

S|X0 = X̃0 ×π1(X0,x0) V

over X0 with an induced pairing φ, where X̃0 denotes the universal cover of X0.

In our notation, we will frequently omit the pairing and simply write S for a
Poincaré local system. As we have seen in Sect. 8.1, geometric mapping situations
involving stratified maps generally lead to Poincaré local systems that are only de-
fined on the top stratum of a stratified space X. Let Xn be an orientable, topological
stratified pseudomanifold (without boundary) with singular set Σ , and let (S, φ) be a
Poincaré local system on the top stratum X−Σ . The pairing φ, being nondegenerate,
induces an isomorphism

dφ : Hom(S, RX−Σ)
∼=−→ S.

As X − Σ is a manifold,

DS[−n] = Hom(S, RX−Σ) ⊗ OX−Σ,

where OX−Σ is the orientation sheaf on X − Σ and D the Borel–Moore–Verdier
dualizing functor. Thus φ induces an isomorphism

DS[−n] ∼= S ⊗ OX−Σ.

Orient X by choosing an isomorphism OX−Σ
∼= RX−Σ. Using the orientation, φ

induces a self-duality isomorphism

dφ : DS[−n] ∼= S. (8.11)
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The twisted intersection chain complex IC•̄
m(X;S) can be defined by the Goresky–

MacPherson–Deligne extension process, i.e.

IC•̄
m(X;S) = τ≤m̄(n)−nRin∗ . . . τ≤m̄(2)−nRi2∗S[n]

(ik : X −Xn−k ↪→ X −Xn−k−1 is the inclusion). (Note that if we construct IC•̄
m this

way, then IC•̄
m(X; −) becomes a functor from locally constant sheaves on X − Σ

to Db
c (X).) For certain classes of spaces, the self-duality isomorphism (8.11) will

extend to a self-duality isomorphism for IC•̄
m(X;S). Consider the case of a space X

with only even-codimensional strata. Then dφ extends to

d̄φ : DIC•̄
m(X;S)[n] ∼=−→ IC•̄

m(X;S)

without any further obstruction, as follows from Proposition 8.1.10. Alternatively, d̄φ

can be constructed inductively through the Goresky–MacPherson–Deligne extension
process:

D(τ≤m̄(2)−nRi2∗S[n])[n]
∼= τ≤m̄(2)−nRi2∗(DS[−n])[n] τ≤m̄(2)−nRi2∗dφ [n]� τ≤m̄(2)−nRi2∗S[n],

etc. If X possesses strata of odd codimension as well, then such an extension need
not exist.

Definition 8.2.17 Let (S, φ) and (T , ψ) be Poincaré local systems on a space X. A
morphism (S, φ) → (T , ψ) of Poincaré local systems is a morphism γ : S → T of
sheaves such that

S ⊗ S φ � RX

T ⊗ T

γ⊗γ

�
ψ

�

commutes.

In order to explain how an isomorphism of Poincaré local systems on the top
stratum induces a commutative duality diagram between the associated twisted in-
tersection chain sheaves, let us first recall some basic linear algebra. Let V,W be
vector spaces over some field k and let V ∗ = Hom(V , k),W ∗ denote the linear du-
als. Let φ : V ⊗ V → k, ψ : W ⊗ W → k be nondegenerate forms, and let

γ : V
∼=−→ W be a linear isomorphism such that

V ⊗ V
φ � k

W ⊗ W

γ⊗γ

�

ψ

�
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commutes. What does the corresponding diagram, reformulated in terms of duality
isomorphisms, look like? The form φ induces a duality isomorphism

dφ : V ∗ ∼=−→ V

given by
dφ(l) = vl,

where vl is the unique vector such that φ(vl, v) = l(v) for all v ∈ V . Similarly, ψ

induces
dψ : W ∗ ∼=−→ W

such that ψ(dψ(l), w) = l(w) for all w ∈ W . The dual of γ ,

γ ∗ : W ∗ −→ V ∗,

is given by
γ ∗(l)(v) = l(γ (v)).

Let l ∈ W ∗. Then
φ(dφ(γ ∗l), v) = (γ ∗l)(v) = l(γ (v))

for all v ∈ V , and

ψ(γ dφ(γ ∗l), w) = ψ(γ dφ(γ ∗l), γ (γ −1w))

= φ(dφ(γ ∗l), γ −1w)

= l(γ (γ −1w))

= l(w)

= ψ(dψ(l), w)

for all w ∈ W . Since ψ is nondegenerate, this implies

(γ dφγ ∗)(l) = dψ(l).

In other words, the square

V ∗ dφ � V

W ∗

γ ∗

�

dψ

� W

γ

�

commutes.
Let (S, φ), (T , ψ) be Poincaré local systems on the top stratum X − Σ of a

pseudomanifold Xn, and let γ : (S, φ)
∼=−→ (T , ψ) be an isomorphism. Then the

square
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S∗ dφ � S

T ∗

γ ∗

�

dψ

� T

γ

�

commutes in Sh(X − Σ), and

DS[−n] dφ� S

DT [−n]

Dγ [−n]
�

dψ

� T

γ

�

commutes in Db
c (X − Σ). The induced diagram of extensions

DIC•̄
m(X;S)[n] d̄φ� IC•̄

m(X;S)

DIC•̄
m(X; T )[n]

Dγ̄ [n]
�

d̄ψ

� IC•̄
m(X; T )

γ̄=IC•̄
m(X;γ )

�

commutes in Db
c (X) by Proposition 8.1.10.

If X is compact, then an application of middle-dimensional hypercohomology
to this diagram, together with Borel–Moore duality (3.5), Sect. 3.4, shows that the
self-dual sheaves (IC•̄

m(X;S), d̄φ) and (IC•̄
m(X; T ), d̄ψ ) have the same signature.

Summarizing, we have shown:

Proposition 8.2.18 Let Xn be a closed, oriented, topological stratified pseudoman-
ifold with singular set Σ having only even-codimensional strata. Let (S, φ) and
(T , ψ) be isomorphic Poincaré local systems on the top stratum X − Σ . Then φ,ψ

induce self-duality isomorphisms

d̄φ : DIC•̄
m(X;S)[n] ∼= IC•̄

m(X;S), d̄ψ : DIC•̄
m(X; T )[n] ∼= IC•̄

m(X; T ),

and
σ(IC•̄

m(X;S), d̄φ) = σ(IC•̄
m(X; T ), d̄ψ ).

For untwisted Poincaré local systems, the signature is multiplicative:

Proposition 8.2.19 Let Xn be a closed, oriented pseudomanifold with only even-
codimensional strata and top stratum X − Σ . Let (Rr

X−Σ, φ) be an untwisted, sym-
metric Poincaré local system. Then

σ(X; (Rr
X−Σ, φ)) = σ(φpt )σ (X).
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Proof. The symmetric, bilinear, nondegenerate form φ can be diagonalized, i.e. there
exists a linear isomorphism γ : R

r
X−Σ → R

r
X−Σ such that the composition ψ,

R
r
X−Σ ⊗ R

r
X−Σ

ψ� RX−Σ

R
r
X−Σ ⊗ R

r
X−Σ

γ⊗γ ∼=

�
φ

�

is given at any point by the matrix

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

+1
. . .

+1
−1

. . .

−1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

in the standard basis of R
r . In other words,

(Rr
X−Σ,ψ) =

P⊕
(RX−Σ, 1) ⊕

N⊕
(RX−Σ,−1),

where P is the number of positive entries, N the number of negative entries, and 1 :
RX−Σ ⊗ RX−Σ → RX−Σ denotes the form v ⊗w �→ vw. The pairings φ,ψ, 1,−1
induce isomorphisms

dφ, dψ : DR
r
X−Σ [−n] ∼= R

r
X−Σ,

d1, d−1 : DRX−Σ [−n] ∼= RX−Σ

on the top stratum. Since X has only strata of even codimension, these isomorphisms
have extensions

d̄φ, d̄ψ : DIC•̄
m(X; R

r
X−Σ)[n] ∼= IC•̄

m(X; R
r
X−Σ),

d̄1, d̄−1 : DIC•̄
m(X; RX−Σ)[n] ∼= IC•̄

m(X; RX−Σ),

where d̄ψ has an orthogonal splitting

(IC•̄
m(X; R

r
X−Σ), d̄ψ) =

P⊕
(IC•̄

m(X; RX−Σ), d̄1) ⊕
N⊕

(IC•̄
m(X; RX−Σ), d̄−1).

By Proposition 8.2.18,
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σ(X; (Rr
X−Σ, φ)) = σ(IC•̄

m(X; R
r
X−Σ), d̄φ)

= σ(IC•̄
m(X; R

r
X−Σ), d̄ψ)

= σ

( P⊕
(IC•̄

m(X; RX−Σ), d̄1) ⊕
N⊕

(IC•̄
m(X; RX−Σ), d̄−1)

)

=
P∑

σ(X) −
N∑

σ(X)

= (P − N) · σ(X)

= σ(φpt )σ (X). ��
This result for the signature implies a multiplicative formula for the L-class with

coefficients in an untwisted Poincaré local system:

Proposition 8.2.20 Let Xn be a closed, oriented, Whitney stratified pseudomanifold
with only even-codimensional strata and top stratum X − Σ . Let (Rr

X−Σ, φ) be an
untwisted, symmetric Poincaré local system. Then

Lk(X; (Rr
X−Σ, φ)) = σ(φpt )Lk(X) ∈ Hk(X; Q).

Proof. Set S• = IC•̄
m(X; R

r
X−Σ). This is a self-dual sheaf complex with duality

isomorphism d̄φ : DS•[n] ∼= S•, since X has only even-codimensional strata. For
any normally nonsingular inclusion j : Ym ↪→ Xn with trivial normal bundle, define

L′
k(j

!S•) = σ(φpt )Lk(Y ).

(In particular, L′
k(S

•) = σ(φpt )Lk(X) for j the identity map.) Then

ε∗j !L′
n−m(S•) = σ(φpt ) · ε∗j !Ln−m(X)

= σ(φpt ) · ε∗j !Ln−m(IC•̄
m(X))

= σ(φpt ) · σ(j !IC•̄
m(X))

= σ(φpt ) · σ(IC•̄
m(Y )) (as j norm. nonsing.)

= σ(φpt ) · σ(Y )

= σ(Y ; (Rr
Y−Σ, φ)) (by Prop. 8.2.19)

= σ(j !S•).

(During this calculation, the base point is of course chosen in the top stratum of Y .)
By the uniqueness statement with respect to property (iii) of Proposition 8.2.11,

L′
k(S

•) = Lk(S•) = Lk

(
X; (Rr

X−Σ, φ)
)
. ��

If a Poincaré local system on the top stratum is not constant, then it may or may
not extend as a local system (not via the Goresky–MacPherson–Deligne extension as
a complex of sheaves) to the entire stratified space. Let us thus seek a characterization
of those systems that do extend.

Definition 8.2.21 Let X be a stratified pseudomanifold with singular set Σ and let V
denote the set of components of open strata of X of codimension at least 2. Each V ∈
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V has a link Lk(V ). Call a Poincaré local system S on X −Σ strongly transverse to
Σ if the composite functor

Π1(Lk(V ) − Σ)
incl∗−→ Π1(X − Σ)

μ(S)−→ Vectm

is isomorphic to the trivial functor for all V ∈ V.

On normal spaces (in the sense of Remark 6.6.4), strong transversality of lo-
cal systems characterizes those systems that extend as local systems over the whole
space:

Proposition 8.2.22 Let Xn be normal. A Poincaré local system S on X − Σ is
strongly transverse to Σ if and only if it extends as a Poincaré local system over
all of X. Such an extension is unique.

See [BCS03] for a proof. The normality assumption is not necessary for the “if”-
direction. The following examples show that the normality assumption can not be
omitted in the “only if”-direction and in the uniqueness statement.

Example 8.2.23 (We suppress mentioning pairings φ.) Let X3 be the pseudoman-
ifold X = S1 × S1 × R/∼, where (x1, y1, z1) ∼ (x2, y2, z2) iff x1 = x2 and
z1 = z2 = 0. We denote the image of (x, y, z) under the collapse S1 × S1 × R → X

by (x, [y], z). X is stratified as X ⊃ Σ ⊃ ∅, with singular set Σ = S1 ×[S1]× {0}.
Note that X is not normal, the link of Σ at the point (x, [y], 0) is the disjoint union
{x} × S1 × {−1} � {x} × S1 × {+1}. We define a local system S on X − Σ as fol-
lows: Over S1 × S1 × (−∞, 0), let S be the constant sheaf with stalk R. Let M
denote the Möbius sheaf with stalk R over a circle. Over S1 × S1 × (0,+∞), let S
be π∗

1M, π1 : S1 × S1 × (0,+∞) → S1 projection to the first coordinate. Now
as S{x}×S1×{−1}�{x}×S1×{+1} is constant for all x ∈ S1, S is strongly transverse to

Σ. However, an extension S̄ to all of X does clearly not exist, as the restriction of S̄
to say S1 × {[y]} × R would have to be of the form (S̄|S1×{[y]}×{0}) × R, which is
impossible.

Example 8.2.24 Consider the projection to the first coordinate π1 : S1 × S1 → S1

and fix p ∈ S1. Let X2 be the singular space obtained from the torus by collapsing
π−1

1 (p) = {p} × S1 to a point. The projection induces a map f : X → S1 so that

S1 × S1 coll � X

S1

�

fπ1

�

commutes. The local system S̄ = f ∗M, with M as in the previous example, is
nontrivial on X as it has nontrivial monodromy around the generator of π1(X). On
the other hand, the restriction away from the singularity, S̄|X−Σ , is trivial, and so can
also be extended trivially into Σ. This shows that if X is not normal, then uniqueness
of extensions fails as well.
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Proposition 8.2.22 allows us to state yet another useful characterization of
strongly transverse local systems:

Corollary 8.2.25 Let Xn be normal. A Poincaré local system S on X−Σ is strongly
transverse to Σ if and only if its monodromy functor μ(S) : Π1(X − Σ) → Vectm

factors (up to isomorphism of functors) through Π1(X):

Π1(X − Σ)
incl∗� Π1(X)

Vectm

�
μ(S)

�

Remark 8.2.26 The normality assumption is not necessary for the “if”-direction.

Corollary 8.2.27 Let Xn be normal. A Poincaré local system (S, φ) on Xn − Σ

strongly transverse to Σ has a K-theory signature

[S]K ∈
{

KO(X), if n ≡ 0(4),

KU(X), if n ≡ 2(4).

Proof. By Proposition 8.2.22, (S, φ) has a unique extension to a Poincaré local sys-
tem (S̄, φ̄) on X. We now proceed as in [Mey72]. Let Sc denote the flat vector bundle
associated to the locally constant sheaf S̄, that is

Sc|X0 = X̃0 ×π R
m

over a path component X0 of X, where R
m is given the usual topology, π = π1(X0),

and π acts on R
m by means of the monodromy μ(S̄) of S̄. A suitable choice of

Euclidean metric on Sc induces (using φ̄) a vector bundle automorphism

A : Sc −→ Sc

such that A2 = 1 (if φ̄ is symmetric) or A2 = −1 (if φ̄ is anti-symmetric). Thus in
the case n ≡ 0(4), Sc decomposes as a direct sum of vector bundles

Sc = S+ ⊕ S−

corresponding to the ±1-eigenspaces of A. Put

[S]K = [S+] − [S−] ∈ KO(X).

In the case n ≡ 2(4), A defines a complex structure on Sc and we obtain the complex
vector bundle SC and its conjugate bundle S∗

C
; we put

[S]K = [S∗
C
] − [SC] ∈ KU(X). ��
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8.2.5 Computation of L-Classes

Combining the sheaf-theoretic decomposition of Theorem 8.1.7 with the properties
of L-classes of self-dual sheaves as developed in the previous section, we obtain
a formula that computes the pushforward of L-classes under a stratified map. Let
f : Xp → Yn be a stratified map, X compact, Y has only even-codimensional strata
and t = 1

2 (p − n) ∈ Z. We have seen that the pushforward under f of a self-dual
sheaf S• ∈ Db

c (X) decomposes, up to bordism, as an orthogonal sum of intersection
chain complexes,

Rf∗S•[−t] ∼
⊕

V ∈V
j∗IC•̄

m(V ; HV (S•))[c].

Let us introduce the notation Lk(V ; HV (S•)) for the L-classes of the self-dual sheaf
IC•̄

m(V ; HV (S•)),

Lk(V ; HV (S•)) = Lk(IC•̄
m(V ; HV (S•))).

The image f∗Lk(S•) can then be calculated as follows:

f∗Lk(S•) = Lk(Rf∗S•[−t]), by Prop. 8.2.15,
= Lk(

⊕
j∗IC•̄

m(V ; HV (S•))[c]), by Prop. 8.2.12,
= ∑

Lk(j∗IC•̄
m(V ; HV (S•))[c]), by Prop. 8.2.14,

= ∑
j∗Lk(V ; HV (S•)), by Prop. 8.2.13.

We have proved:

Theorem 8.2.28 (Cappell–Shaneson)

f∗Lk(S•) =
∑

V ∈V
j∗Lk(V ; HV (S•)).

This statement is already very useful for f the identity map. For k = 0, we obtain
the signature formula

σ(S•) =
∑

V ∈V
σ(V ; HV (S•)).

Another important instance of this result is the case where X is a Witt space. We have
seen in Sect. 6.4 that on such a space S• = IC•̄

m(X) is a self-dual sheaf. The asso-
ciated L-classes L∗(IC•̄

m(X)) are the Goresky–MacPherson–Siegel L-classes L∗(X)

of X. For a point y ∈ V ∈ V, the self-dual sheaf

S•(y) = τ
{cone}
≤−c−t−1Riy∗ρ!

yS•

(Ey = f −1N(y) ∪f −1L(y) cf −1L(y),

Ey
�iy

⊃ f −1
◦
N(y) ⊂ ρy� X)
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on Ey is simply IC•̄
m(Ey) (check this by verifying the axioms [AX]). The group

H−c−t (Ey; S•(y)) = IHm̄
c+t (Ey)

is the stalk at y of the local system HV = HV (S•). The nonsingular pairing

PV : HV ⊗ HV −→ RV

is given at y by the intersection pairing

IHm̄
c+t (Ey) ⊗ IHm̄

c+t (Ey) −→ R

with signature σ(Ey). Now suppose that V happens to be simply connected. Then
(HV ,PV ) is a constant Poincaré local system, and the term σ(V ; HV ) can be com-
puted as

σ(V ; HV ) = σ(Ey)σ (V ),

according to Proposition 8.2.19. Thus

σ(X) =
∑

V ∈V
σ(EyV

)σ (V )

(yV ∈ V for all V ∈ V), provided all components V of strata of Y are simply
connected. This proves Corollary 8.1.5. More generally, of course, this formula holds
if all the Poincaré local systems HV are constant coefficient systems. As for the
L-classes, Proposition 8.2.20 shows that

Lk(V ; HV ) = σ(Ey)Lk(V ).

Therefore, provided all coefficient systems are untwisted,

f∗Lk(X) =
∑

V ∈V
σ(EyV

)j∗Lk(V ),

and we have established Theorem 8.1.4.
At this point, two natural questions present themselves:

• How does one compute the twisted L-classes arising e.g. in the formula of The-
orem 8.2.28 if the local system is not constant?

• What if the space has strata of odd codimension?

We will attack the former question in the next section for the case of a Witt space.
For a general pseudomanifold, the question is settled in Sect. 9.4. The latter question
is answered in Chap. 9.
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8.3 The Presence of Monodromy

Let E be an oriented closed smooth manifold, the total space of a fiber bundle F →
E → B. It is a classical result of Chern, Hirzebruch and Serre [CHS57] that if B is
simply connected (or the fundamental group of B acts trivially on the cohomology
of F ), then the signatures satisfy the multiplicative formula

σ(E) = σ(B)σ(F ).

Kodaira [Kod67], Atiyah [Ati69] and Hirzebruch [Hir69] constructed various exam-
ples of fiber bundles in which π1(B) acts nontrivially on H ∗(F ; R) and the signature
is not multiplicative. (See also Example 8.3.1 below.) In the case where both B and F

are even-dimensional, the Hirzebruch signature theorem and the Atiyah–Singer in-
dex theorem were used by Atiyah [Ati69] to obtain a characteristic class formula for
σ(E) involving a contribution from the π1(B)-action on H ∗(F ): Let k = dim(F )/2.

The flat (symmetric if k even, anti-symmetric if k odd) bundle S over B with fibers
Hk(Fx; R) (x ∈ B), has a real (resp. complex) K-theory signature [S]K ∈ KO(B)

for k even (resp. KU(B) for k odd) and the twisted signature theorem is

σ(E) = 〈ch([S]K) ∪ �̃(B), [B]〉
with �̃ the modification of the Hirzebruch �-genus defined by

�̃(B) =
r∏

i=1

yi

tanh yi/2
∈ H 4∗(B; Q)

and y1, . . . , yr notional elements of degree 2 such that the i-th Pontrjagin class of
the tangent bundle of B is the i-th elementary symmetric function in y2

1 , . . . , y2
r .

8.3.1 Meyer’s Generalization

For a complex vector bundle ξ over a base space B, let

c̃h(ξ) ∈ H 2∗(B; Q)

denote the modified Chern character c̃h = ch ◦ψ2 obtained by composition with the
second Adams operation ψ2, that is, if ξ has total Chern class

c(ξ) = (1 + y1) · · · (1 + yr)

(r = rankξ ), then

ch(ξ) =
r∑

i=1

eyi ∈ H 2∗(B; Q)

and ψ2(ξ) is a bundle with
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ch(ψ2(ξ)) =
r∑

i=1

e2yi .

Hence,
c̃h(ξ)2k = 2k ch(ξ)2k ∈ H 2k(B; Q)

(see [HBJ92]).
Now W. Meyer [Mey72] considers a locally constant sheaf S, not necessarily

arising from a fiber bundle projection, over a closed oriented smooth manifold B of
even dimension such that the stalks Sx (x ∈ B) are nondegenerate (anti-) symmetric
bilinear forms over R. The twisted signature σ(B;S) ∈ Z is defined to be the sig-
nature of the nondegenerate form on the sheaf cohomology group H dim(B)/2(B;S).

The twisted signature formula of [Mey72] is

σ(B;S) = 〈c̃h([S]K) ∪ �(B), [B]〉,
where � is the original Hirzebruch �-genus.

Example 8.3.1 The following example of a Poincaré local system S over a surface
Σ2 of genus 2 such that σ(Σ2;S) �= σ(Sx)σ (Σ2) = 0 is due to Meyer, [Mey72].
Define S on Σ2 by the representation

μ : π1Σ2 −→ Sp(2; R),

μ(a1) = ( −5 1
− 27

2
5
2

)
, μ(a2) = ( −4 −1

33 8

)
, μ(b1) = ( −4 1

−33 8

)
, μ(b2) = ( −5 −1

27
2

5
2

)
,

where π1Σ2 = 〈a1, a2, b1, b2|[a1, b1][a2, b2] = 1〉. If H 2(Σ2) = Q〈γ 〉, 〈γ, [Σ2]〉 =
1, then S has the property that the first Chern class

c1(SC) = −γ,

where [S]K = [S∗
C
] − [SC] ∈ KU(Σ2), [Mey72]. If ξ is any complex line bundle

on Σ2, then
c̃h(ξ) = e2c1(ξ) = 1 + 2c1(ξ).

Hence

c̃h[S]K = c̃h([S∗
C
] − [SC])

= 1 + 2c1(S∗
C
) − 1 − 2c1(SC)

= −2c1(SC) − 2c1(SC)

= −4c1(SC)

= 4γ

and by Meyer’s formula

σ(Σ2;S) = 〈c̃h([S]K) ∪ �(Σ2), [Σ2]〉 = 〈4γ, [Σ2]〉 = 4.
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8.3.2 L-Classes for Singular Spaces with Boundary

The present section reviews the construction of homology L-classes of stratified
spaces with boundary as well as their relation to the L-classes of the boundary.
Recall that every self-dual complex of sheaves S• ∈ Db

c (X) on a closed oriented
pseudomanifold X of dimension n has a set of L-classes

Li(S•) ∈ Hi(X; Q),

uniquely determined by the requirements L0(S•) = σ(S•) ∈ H0(X) ∼= Z (X con-
nected, σ the signature of S•) and Li−n+m(j !S•) = j !Li(S•) for j : Ym ↪→ Xn

a normally nonsingular inclusion with trivial normal bundle, j ! : Hi(X; Q) →
Hi−n+m(Y ; Q) the map given by intersection of cycles with Y (see Sect. 8.2.3, note
that j !S• is a self-dual sheaf on Y ). The intersection chain sheaf S• = IC•̄

m(X) is
self-dual for X a Witt space and we obtain L-classes

Li(X) = Li(IC•̄
m(X)) ∈ Hi(X; Q)

for Witt spaces X. If n − i is odd, then Li = 0.

Let (Mn, ∂M) be a compact oriented smooth manifold with boundary. The Hirze-
bruch L-classes �i of M are the L-classes of the tangent bundle T M of M in coho-
mology

�i(M) = �i(T M) ∈ H 4i (M; Q).

By Poincaré duality H 4i (M) ∼= Hn−4i (M, ∂M), and we have dual homology
L-classes

Li(M) ∈ Hi(M, ∂M; Q),

so that Ln−4i = �i ∩ [M], where [M] ∈ Hn(M, ∂M) is the fundamental class. This
illustrates that the correct address for L-classes of singular spaces X with boundary
is relative homology H∗(X, ∂X).

Now let (Xn, ∂X) be a compact oriented Whitney stratified Witt space with
boundary and Sk be a k-sphere with base point p ∈ Sk. The cohomotopy set
πk(X, ∂X) = [(X, ∂X), (Sk, p)] is a group for 2k > n + 1 and in that range the
Hurewicz map is rationally an isomorphism

πk(X, ∂X) ⊗ Q ∼= Hk(X, ∂X; Q). (8.12)

Fix a point q ∈ Sk, q �= p. A given continuous map f : (X, ∂X) → (Sk, p) is
homotopic rel ∂X to a map f̃ , the restriction of a smooth map on an open neigh-
borhood of X in the ambient manifold implicit in the Whitney stratification, such
that f̃ is transverse regular to q and f̃ −1(q) ⊂ int X is transverse to each stratum
of X (in fact the modification of f takes place only in f −1(Uq) ⊂ int X, where
Uq ⊂ Sk is a small open neighborhood of q). Transversality implies that f̃ −1(q) is a
Witt space. Thus the intersection chain sheaf IC•̄

m(f̃ −1(q)) is self-dual and f̃ −1(q)



212 8 Methods of Computation

has a well-defined signature σ(f̃ −1(q)). Alternatively, observe that as transversality
implies the normal nonsingularity of the inclusion i : f̃ −1(q) ↪→ X, the restriction
i!IC•̄

m(X) is a self-dual complex of sheaves on f̃ −1(q) and hence has a signature.
If f, g : (X, ∂X) → (Sk, p) are homotopic transverse maps, then the pre-image
H−1(q) ⊂ int X under a transverse homotopy rel ∂X, H : X×[0, 1] → Sk is a Witt
bordism between f −1(q) and g−1(q), so that the map

λk(X) : πk(X, ∂X) → Z

[f ] �→ σ(f̃ −1(q))

is a well-defined homomorphism. Under the identification (8.12), λk(X) induces a
map

λk(X) ⊗ Q : Hk(X, ∂X; Q) −→ Q

defining an element Lk(X) ∈ Hk(X, ∂X; Q) ∼= Hom(Hk(X, ∂X; Q), Q), the L-
class of the Witt space (X, ∂X). The restriction 2k > n+1 is removed by considering
products of (X, ∂X) with spheres.

The main purpose of this section is to establish a relation between the L-class
of X and the L-class of the boundary ∂X. What we will prove is that Lk+1(X) hits
Lk(∂X) under the boundary homomorphism on homology. Consequently, the push-
forward of the L-class of the boundary into H∗(X) vanishes.

Proposition 8.3.2 Let (X, ∂X) be a compact oriented Whitney stratified Witt space
with boundary, Lk+1(X) its (k + 1)-th L-class and Lk(∂X) the k-th L-class of the
boundary. With ∂∗ : Hk+1(X, ∂X; Q) → Hk(∂X; Q) the homology boundary oper-
ator, we have

∂∗Lk+1(X) = Lk(∂X).

Proof. Given f : ∂X → Sk transverse to p ∈ Sk. We shall describe how the coho-
motopy coboundary operator

δ∗ : πk(∂X) −→ πk+1(X, ∂X)

acts on [f ].
Write c∂X for the cone on ∂X and view Dk+1 ∼= cSk. Then f extends over the

cones as
cf : c∂X −→ cSk ∼= Dk+1.

Let q = (p, 1
2 ) ∈ cSk and N be an open collar neighborhood of ∂X in X. Consider

the collapse maps
X −→ X/(X − N) ∼= c∂X

and
Dk+1 −→ Dk+1/Sk ∼= Sk+1.

Denote the images of p and q under the latter collapse again by p, q ∈ Sk+1. Then
δ∗[f ] is represented by the composition

g : (X, ∂X) → (c∂X, ∂X)
cf→ (Dk+1, Sk) → (Sk+1, p).
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Observe that g is transverse to q, since in fact g−1(q) = f −1(p)×{ 1
2 } when regarded

as a subvariety of the collar N ∼= ∂X × [0, 1). If

λk(∂X) : πk(∂X) −→ Z

is the L-class of ∂X and

λk+1(X) : πk+1(X, ∂X) −→ Z

is the L-class of X, then

λk+1(X)(δ∗[f ]) = λk+1(X)[g] = σ(g−1(q)) = σ(f −1(p)) = λk(∂X)[f ]
and so

λk+1(X) ◦ δ∗ = λk(∂X).

The commutative diagram

πk(∂X) ⊗ Q
δ∗⊗Q−−−−→ πk+1(X, ∂X) ⊗ Q

∼=
⏐
⏐
�

⏐
⏐
�∼=

Hk(∂X; Q) −−−−→
δ∗
H

Hk+1(X, ∂X; Q)

shows
(λk+1(X) ⊗ Q) ◦ δ∗

H = λk(∂X) ⊗ Q.

In other words, if Lk+1(X) ∈ Hom(Hk+1(X, ∂X), Q) is the element defined by
λk+1(X) ⊗ Q and Lk(∂X) ∈ Hom(Hk(∂X), Q) is the element defined by λk(∂X) ⊗
Q, then

Hom(δ∗
H , Q)(Lk+1(X)) = Lk(∂X)

and the commutative square

Hom(Hk+1(X, ∂X), Q)
Hom(δ∗

H ,Q)−−−−−−−→ Hom(Hk(∂X), Q)

∼=


⏐
⏐



⏐
⏐∼=

Hk+1(X, ∂X; Q) −−−−→
∂∗

Hk(∂X; Q)

implies

∂∗Lk+1(X) = Lk(∂X). ��

8.3.3 Representability of Witt Spaces

We show that results of Sullivan and Siegel imply that at odd primes, Witt bordism
is representable by smooth oriented bordism. This fact will be used subsequently to
pull back calculations on singular spaces to calculations on smooth spaces.

Let ΩSO∗ (X,A) denote bordism of smooth oriented manifolds and let
ΩWitt∗ (X,A) denote Witt space bordism.
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Proposition 8.3.3 For compact PL-pairs (X,A), the natural map

ΩSO∗ (X,A) ⊗ Z[ 1
2 ] −→ ΩWitt∗ (X,A) ⊗ Z[ 1

2 ]
is surjective.

Proof. Considering the signature as a map σ : ΩSO∗ (pt) → Z[ 1
2 ] makes Z[ 1

2 ] into
an ΩSO∗ (pt)-module and we can form the homology theory

ΩSO∗ (X,A) ⊗ΩSO∗ (pt) Z[ 1
2 ].

Let ko∗(X,A) denote connected KO homology. Sullivan [Sul70b] constructs a nat-
ural isomorphism of homology theories

ΩSO∗ (X,A) ⊗ΩSO∗ (pt) Z[ 1
2 ] �−→ ko∗(X,A) ⊗ Z[ 1

2 ]
(for compact PL-pairs). Siegel [Sie83] shows that Witt spaces provide a geometric
description of connected KO homology at odd primes: He constructs a natural iso-
morphism of homology theories

ΩWitt∗ (X,A) ⊗ Z[ 1
2 ] �−→ ko∗(X,A) ⊗ Z[ 1

2 ].

Now ΩSO∗ (X,A) ⊗ΩSO∗ (pt) Z[ 1
2 ] being a quotient of ΩSO∗ (X,A) ⊗ Z[ 1

2 ] yields a
natural surjection

ΩSO∗ (X,A) ⊗ Z[ 1
2 ] −→ ΩSO∗ (X,A) ⊗ΩSO∗ (pt) Z[ 1

2 ].
The statement follows from the commutative diagram

ΩSO∗ (X,A) ⊗ΩSO∗ (pt) Z[ 1
2 ] �−−−−→ ko∗(X,A) ⊗ Z[ 1

2 ]


⏐
⏐



⏐
⏐∼=

ΩSO∗ (X,A) ⊗ Z[ 1
2 ] −−−−→ ΩWitt∗ (X,A) ⊗ Z[ 1

2 ]
��

Theorem 8.3.4 Let Xn be a closed oriented Whitney stratified normal Witt space of
even dimension with singular set Σ, and let (S, φ) be a Poincaré local system on
X − Σ, strongly transverse to Σ. Then

σ(X;S) = ε∗(c̃h([S]K) ∩ L(X)) ∈ Z

where L(X) ∈ H2∗(X; Q) is the total L-class of X.

Proof. First note that σ(X;S) is indeed defined: By Proposition 8.2.22, S extends as
a Poincaré local system over all of X. Thus if Lk is the link of an odd-codimensional
stratum of X, then the restriction S|Lk−Σ is a constant sheaf, and

IHm̄
k (Lk;S) = 0,
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since X is a Witt space (dim Lk = 2k). Therefore (as pointed out in Sect. 8.2.4)

φ : DS[−n] �−→ S

extends to a self-duality isomorphism

φ̄ : DIC•̄
m(X;S)[n] �−→ IC•̄

m(X;S)

and the twisted signature σ(X;S) is defined.
Next, we show that the expression

ε∗(c̃h([S]K) ∩ L(X)) (8.13)

is a bordism invariant of (Xn,S, φ) for globally defined Poincaré local systems
(S, φ). Let (Y n+1, ∂Y ) be a compact oriented Witt space with boundary ∂Y, sin-
gular set ΣY , and (T , ψ) a Poincaré local system on all of Y. By naturality,

c̃h([T |∂Y ]K) = j∗c̃h([T ]K) ∈ H 2∗(∂Y ; Q)

with j : ∂Y ↪→ Y the inclusion. Thus,

ε∗(c̃h([T |∂Y ]K) ∩ L(∂Y )) = 〈c̃h([T |∂Y ]K), L(∂Y )〉
= 〈j∗c̃h([T ]K), L(∂Y )〉
= 〈c̃h([T ]K), j∗L(∂Y )〉.

Now j∗L(∂Y ) = 0 by Proposition 8.3.2 and we have

ε∗(c̃h([T |∂Y ]K) ∩ L(∂Y )) = 0,

proving (8.13) to be bordism invariant.
The twisted signature σ(X;S) is a bordism invariant as well: We prove this

using geometric bordism of spaces covered by self-dual sheaves as developed in
Sect. 8.2.2. Let (Y n+1, ∂Y ), ΣY be as above and (T , ψ) be a Poincaré local system
on Y − ΣY , strongly transverse to ΣY . Consider the diagram of inclusions

∂Y − ΣY
j |−−−−→ Y − ΣY

i|←−−−− (int Y) − ΣY
⏐
⏐
�

⏐
⏐
�

⏐
⏐
�

∂Y
j−−−−→ Y

i←−−−− int Y

The restriction
j |∗ψ : j |∗T × j |∗T −→ R∂Y−ΣY

induces a self-duality isomorphism in the derived category Db
c (∂Y )

ψ̄∂ : DIC•̄
m(∂Y ; j |∗T )[n] �−→ IC•̄

m(∂Y ; j |∗T )

as T being strongly transverse to ΣY implies that T extends as a Poincaré local
system over Y (Proposition 8.2.22), so is constant on links of odd-codimensional
strata, and
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σ(∂Y ; T |∂Y−ΣY
) = σ(IC•̄

m(∂Y ; j |∗T ), ψ̄∂ ).

The triple (∂Y, IC•̄
m(∂Y ; j |∗T ), ψ̄∂ ) is of the type considered in Sect. 8.2.2. The

restriction to the interior

i|∗ψ : i|∗T × i|∗T −→ Rint Y−ΣY

induces a self-duality isomorphism in Db
c (int Y)

ψ̄0 : DIC•̄
m(int Y ; i|∗T )[n + 1] �−→ IC•̄

m(int Y ; i|∗T ).

Thus, the triple (Y n+1, IC•̄
m(int Y ; i|∗T ), ψ̄0) is an admissible bordism in the sense

of Sect. 8.2.2. The boundary of such a bordism was defined to be (see Definition
8.2.7)

∂(Y n+1, IC•̄
m(int Y ; i|∗T ), ψ̄0) = (∂Y, j !Ri!IC•̄

m(int Y ; i|∗T ), ∂ψ̄0),

where ∂ψ̄0 is induced by j∗Ri∗(ψ̄0) under the canonical identification

j∗Ri∗A• �−→ j !Ri!A•[1],
for any A• ∈ Db

c (int Y), Lemma 8.2.6. Now

∂(Y n+1, IC•̄
m(int Y ; i|∗T ), ψ̄0) = (∂Y, IC•̄

m(∂Y ; j |∗T ), ψ̄∂ )

(cf. also [Ban02, Lemma 4.4]). Thus Proposition 8.2.8 implies

σ(∂Y ; T |∂Y−ΣY
) = σ(IC•̄

m(∂Y ; j |∗T ), ψ̄∂ ) = 0.

We return to the given Xn, (S, φ) on X − Σ, strongly transverse to Σ. Consider
the identity map

[X 1−→ X] ⊗ 1 ∈ ΩWitt
n (X) ⊗ Z[ 1

2 ].
By Proposition 8.3.3,

ΩSO∗ (X) ⊗ Z[ 1
2 ] −→ ΩWitt∗ (X) ⊗ Z[ 1

2 ]
is onto. Hence there exists a smooth oriented manifold Mn, a continuous map f :
M → X and r, s ∈ Z such that

[M f−→ X] ⊗ r

2s
= [X 1−→ X] ⊗ 1 ∈ ΩWitt

n (X) ⊗ Z[ 1
2 ]

and we have

r[M f−→ X] = 2s[X 1−→ X] ∈ ΩWitt
n (X).

Let (S̄, φ̄) denote the extension of (S, φ) to X, Proposition 8.2.22. On M, we con-
sider the Poincaré local system (f ∗S̄, f ∗φ̄). Then

2sσ (X;S) = rσ (M; f ∗S̄) (bordism invariance)
= rε∗(c̃h([f ∗S̄]K) ∩ L(M)) (by Atiyah and Meyer)
= 2sε∗(c̃h([S]K) ∩ L(X)) (bordism invariance). ��
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Invariants of Non-Witt Spaces

9.1 Duality on Non-Witt Spaces: Lagrangian Structures

In Sect. 6.4, we have defined a Witt space to be a pseudomanifold such that the
middle-perversity, middle-dimensional intersection homology groups of all links of
odd-codimensional strata vanish, that is, if IHm̄

l (Link(x)) = 0 for all x ∈ Xn−2l−1−
Xn−2l−2 and all l ≥ 1. As we have seen, this condition characterizes the self-duality
of IC•̄

m(X). If X has only strata of even codimension, for example if X is complex
algebraic, then it is automatically a Witt space. The suspension X3 = ΣT 2 has two
singular points which form a stratum of odd codimension 3. The space X3 is not Witt,
since the middle Betti number of the link T 2 is 2. Consequently, the sheaf complex
IC•̄

m(X3) is not self-dual. It was the self-duality of IC•̄
m that allowed us to construct

invariants such as the signature σ(X) and the L-class L(X) of a Witt space X. Thus
the following fundamental task arises:

Develop an obstruction theory for the existence of self-dual intersection ho-
mology theories for non-Witt spaces, and, provided the obstructions vanish,
construct these theories.

Let LK be a collection of closed, oriented, topological pseudomanifolds. We can
then form the bordism group ΩLK

i whose elements are represented by closed, ori-
ented i-dimensional pseudomanifolds whose links are all homeomorphic to (finite
disjoint unions of) elements of LK. Two spaces X and X′ represent the same bor-
dism class, [X] = [X′], if there exists an (i + 1)-dimensional, oriented, compact
pseudomanifold-with-boundary Y i+1 such that all links of Y − ∂Y are in LK and
∂Y ∼= X � −X′ under an orientation-preserving homeomorphism. (The boundary is,
as always, collared in a stratum-preserving way.) If, for instance,

LK = {S1, S2, S3, . . .},
then ΩLK∗ is bordism of manifolds. If

LK = Odd ∪ {L2l | IHm̄
l (L) = 0},
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where Odd is the collection of all homeomorphism types of odd-dimensional, ori-
ented, closed pseudomanifolds, then ΩLK∗ = ΩWitt∗ . The question is: Which other
spaces can one throw into this LK, yielding an enlarged collection LK′ ⊃ LK, such
that one can still define a bordism invariant signature

σ : ΩLK′
∗ −→ Z

so that the diagram

ΩWitt∗
σ � Z

ΩLK′
∗
�

σ

�
commutes, where

ΩWitt∗ −→ ΩLK′
∗

is the canonical map induced by the inclusion LK ⊂ LK′? Note that σ(L) = 0 for
every L ∈ LK. Suppose we took an LK′ that contains a manifold P with σ(P ) �= 0,
e.g. P = CP 2n. Then

[P ] = 0 ∈ ΩLK′
∗

since P is the boundary of the cone on P , and the cone on P is an admissible bordism
in ΩLK′

∗ , as the link of the cone-point is P and P ∈ LK′. Thus, in the above diagram,

[P ] σ� σ(P ) �= 0

0
�

σ

�

This argument shows that the desired diagonal arrow cannot exist for any collection
LK′ that contains any manifolds with nonzero signature. Thus we are naturally lead
to consider only links with zero signature, that is, links whose intersection form on
middle-dimensional homology possesses a Lagrangian subspace. In the following,
we shall formalize the notion of a Lagrangian structure along strata of odd codimen-
sion. We will show that every Verdier self-dual sheaf close to IC•̄

m and IC•̄
n possesses

Lagrangian structures, and conversely, that Lagrangian structures serve as the build-
ing blocks for such self-dual sheaves. This can be carried out functorially, so that
ultimately one obtains an equivalence of categories between self-dual sheaves close
to IC•̄

m and IC•̄
n and a fibered product of categories of Lagrangian structures. The

equivalence thus encodes both the obstruction theory and the constructive technol-
ogy that we set out to develop in the task stated above. This theory was introduced
in [Ban02], and the present section is a summary thereof.
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Let Xn be an n-dimensional pseudomanifold with a fixed stratification X =
Xn ⊃ Xn−2 ⊃ Xn−3 ⊃ · · · ⊃ X0 ⊃ X−1 = ∅ such that Xj is closed in X

and Xj − Xj−1 is an open manifold of dimension j. Set Uk = X − Xn−k and let
ik : Uk ↪→ Uk+1 denote the inclusion. Assume k is odd and A• ∈ Db

c (Uk). Note that
n̄(k) = m̄(k) + 1. We will work here with real coefficients.

9.1.1 The Lifting Obstruction

Definition 9.1.1 The lifting obstruction O(A•) associated with A• is defined to be

O(A•) = Hn̄(k)−n(Rik∗A•)[n − n̄(k)] ∈ Db
c (Uk+1)

Thus, O(A•) is a complex concentrated in dimension n̄(k) − n. If A• satisfies
a stalk condition Hi (A•) = 0 for i > n̄(k − 1) − n, then the support of the lifting
obstruction O(A•) is contained in Uk+1−Uk = Xn−k−Xn−k−1. We shall henceforth
use the shorthand notation

m̄A• = τ≤m̄(k)−nRik∗A•, n̄A• = τ≤n̄(k)−nRik∗A•, s = n̄(k) − n.

Consider the mapping cone C• of the canonical morphism m̄A• → n̄A•. The distin-
guished triangle

m̄A• � n̄A•

C• �

�

[1]

induces a long exact sequence of cohomology sheaves, which shows that C• ∼=
O(A•). Thus the lifting obstruction fits into a distinguished triangle

m̄A• � n̄A•

O(A•)

�

�

[1] (9.1)

This triangle induces a long exact sequence on hypercohomology groups so that
H∗(X;O(A•)) can be used to decide whether a class in H∗(X; n̄A•) can be lifted to
a class in H∗(X; m̄A•). The lifting obstruction is obviously a covariant functor

O : Db
c (Uk) −→ Db

c (Uk+1).

9.1.2 The Category SD(X) of Self-Dual Sheaves Compatible with IH

Assume X is oriented, i.e. assume we can and do fix an isomorphism D
•
U2

∼=−→
RU2[n]. We assume furthermore that the strata and links are also given orientations
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that are compatible with the orientation of X under the stratum-preserving homeo-

morphism U × c◦Lx

∼=−→ Nx, where x ∈ Xn−k − Xn−k−1, U is an open neighbor-
hood of x in Xn−k − Xn−k−1, c◦Lx is the open cone on the link Lx at x and Nx is
a neighborhood of x in X. We define the category of complexes of sheaves suitable
for studying intersection homology type invariants on non-Witt spaces. The objects
of this category should satisfy two properties: On the one hand, they should be self-
dual, on the other hand, they should be as close to the middle perversity intersection
chain sheaves as possible, that is, interpolate between IC•̄

m(X) and IC•̄
n(X). Given

these specifications, we adopt the following definition:

Definition 9.1.2 Let SD(X) be the full subcategory of Db
c (X) whose objects L•

satisfy the following axioms:

(SD1): (Normalization) L• has an associated isomorphism ν : RU2[n] ∼=→ L•|U2 .

(SD2): (Lower bound) Hi (L•) = 0, for i < −n.

(SD3): (Vanishing condition for the upper middle perversity n̄) Hi (L•|Uk+1) = 0,

for i > n̄(k) − n, k ≥ 2.

(SD4): (Self-Duality) L• has an associated isomorphism d : DL•[n] ∼=→ L• such
that Dd[n] = (−1)nd and d|U2 is compatible to the orientation under normal-
ization so that

RU2[n] ν−−−−→∼=
L•|U2

orient

�
⏐
⏐∼= ∼=

�
⏐
⏐d|U2

D
•
U2

Dν−1[n]−−−−−→∼=
DL•|U2 [n]

commutes.

The reader may want to compare this set of axioms with [AX] of Definition
4.1.27: The axioms for SD(X) equal the axioms for IC•̄

n, except that the costalk
vanishing axiom (or attaching condition) has been replaced by the self-duality re-
quirement. Note that if X is a Witt space and L• ∈ SD(X), then IC•̄

m(X) ∼= L• ∼=
IC•̄

n(X). In general, SD(X) may or may not be empty, and we have to analyze the
structure of SD(X) more closely to be able to decide for which spaces X the cate-
gory SD(X) is not empty. Axioms (SD3) and (SD4) imply that any L• ∈ SD(X)

satisfies the m̄-costalk condition, i.e.

Hi (j !
xL•) = 0 for i ≤ m̄(k) − k + 1, x ∈ Xn−k − Xn−k−1,

where jx : {x} ↪→ X is the inclusion of a point. This fact, together with (SD3)
and Proposition 8.1.10, shows that for E•, F• ∈ SD(Uk+1), restriction induces an
injection

HomDb
c (Uk+1)

(E•, F•) ↪→ HomDb
c (Uk)

(E•|Uk
, F•|Uk

).

This establishes the important principle that morphisms between objects in SD(X)

are uniquely determined by their restrictions to the top stratum. Let A• ∈ SD(Uk).
Then d induces isomorphisms
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Dm̄A•[n] ∼=−→ n̄A•, Dn̄A•[n] ∼=−→ m̄A•

which are dual to each other. Thus, applying the dualizing functor D to the lifting
obstruction triangle (9.1), d induces a self-duality isomorphism δ for the lifting ob-
struction:

δ : DO(A•)[n + 1] ∼=−→ O(A•).

Let us describe the relation of objects in SD(X) to IC•̄
m(X) and IC•̄

n(X). Given
L• ∈ SD(Uk+1), we shall construct certain natural morphisms

m̄(L•|Uk
)

a−→ L• b−→ n̄(L•|Uk
).

Consider the adjunction L• → Rik∗i∗k L•. Over Uk, this is an isomorphism. For the
inclusion jk : Uk+1 − Uk ↪→ Uk+1, we have that

Hi (j∗
k L•) → Hi (j∗

k Rik∗i∗k L•)

is an isomorphism when i ≤ m̄(k) − n, as L• satisfies the m̄-costalk condition. It
follows that

τ≤m̄(k)−nL• ∼=−→ τ≤m̄(k)−nRik∗i∗k L•

is an isomorphism.

We define a to be the composition of the inverse morphism m̄L•|Uk

∼=−→
τ≤m̄(k)−nL• with the canonical map τ≤m̄(k)−nL• → L•:

m̄L•|Uk

∼=� τ≤m̄(k)−nL•

L•
�

a

�

Note that on Uk, a is the identity: a|Uk
= 1L•|Uk

.

To construct b, consider the canonical map τ≤n̄(k)−nL• → L•. This is a quasi-
isomorphism by (SD3). Adjunction induces τ≤n̄(k)−nL• → τ≤n̄(k)−nRik∗i∗k L• and
we define b to be the composition

L• ∼=� τ≤n̄(k)−nL•

n̄L•|Uk

�

b

�

Note that on Uk, b is the identity: b|Uk
= 1L•|Uk

.

Now given L• ∈ SD(X), we can apply this method inductively, starting with
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m̄(L•|X−X0)
a−→ L• b−→ n̄(L•|X−X0),

to obtain morphisms

IC•̄
m(X)

α−→ L• β−→ IC•̄
n(X),

factoring the canonical morphism IC•̄
m(X) → IC•̄

n(X), such that

IC•̄
m(X)

α−−−−→ L•

∼=
�
⏐
⏐ ∼=

�
⏐
⏐d

DIC•̄
n(X)[n] Dβ[n]−−−−→ DL•[n]

(where d is given by (SD4)) commutes. Hence, the objects of SD(X) are precisely
the self-dual interpolations between IC•̄

m(X) and IC•̄
n(X).

9.1.3 Lagrangian Structures

We are interested in understanding the structure of sheaves in SD(X). The main
tool in this analysis and indeed the building blocks for objects in SD(X) are cer-
tain locally constant sheaves called Lagrangian structures which we will regard as
complexes in the derived category concentrated in one dimension. Fix some k odd,
k ≥ 2. We state the definition first and then provide further discussion and intuition.

Definition 9.1.3 Let A• ∈ SD(Uk). Recall that the lifting obstruction O(A•) is self-
dual. A Lagrangian structure is a morphism L −→ O(A•), L ∈ Db

c (Uk+1), which
induces injections on stalks and has the property that some distinguished triangle
on L −→ O(A•) is a nullbordism (see Definition 8.1.11) for the self-dual lifting
obstruction.

This means precisely the following: First of all, some triangle on φ : L −→
O(A•) has to be of the form

L φ � O(A•)

DL[n + 1]

�

φ′

�

[1]
γ (9.2)

and we require Dγ [n + 1] = ±γ [−1].
Let LA → O(A•),LB → O(B•) be Lagrangian structures. A morphism of

Lagrangian structures is a commutative diagram in Db
c (Uk+1)

LA −−−−→ O(A•)
⏐
⏐
�

⏐
⏐
�O(f )

LB −−−−→ O(B•)
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for some f : A• → B•. It follows from the fact that the lifting obstruction is a
functor that the composition of morphisms of Lagrangian structures is well-defined.
Thus Lagrangian structures form a category

Lag(Uk+1 − Uk).

The notation Uk+1 − Uk in the argument is chosen to reflect supp(L) ⊂ Uk+1 − Uk

for a Lagrangian structure L → O(A•), A• ∈ SD(Uk).

Let us explain the terminology “Lagrangian” structure. Given a locally constant
sheaf H on a manifold M, together with a nonsingular pairing

φ : H ⊗ H −→ RM,

let us call a subsheaf E ⊂ H Lagrangian if, for every x ∈ M, the stalk Ex is a
maximally self-annihilating (i.e. Lagrangian) subspace of Hx with respect to φx.

Now let A• ∈ SD(Uk), and i : Uk ↪→ Uk+1, j : Uk+1 − Uk ↪→ Uk+1 be inclusions.
Put Σ = Uk+1 − Uk and H = Hs(j∗Ri∗A•) (with s = n̄(k) − n). Then H is a local

system on the open stratum Σ. The self-duality isomorphism δ : DO(A•)[n+1] ∼=−→
O(A•) induces a nonsingular pairing

δ′ : H ⊗ H −→ RΣ.

We shall show that a Lagrangian subsheaf E ⊂ H gives rise to a Lagrangian structure
L → O(A•). Consider the exact sequence

0 −→ E
α−→ H

β−→ Q −→ 0 (9.3)

where Q = H/E, α is the inclusion and β the quotient map. As E is Lagrangian, δ′
induces a nonsingular pairing E ⊗ Q → RΣ such that

E
α� H

⊗ ⊗
Q �β

H
⏐
⏐
�

⏐
⏐
�δ′

RΣ RΣ

(9.4)

commutes. Let L = E[−s], Q = Q[−s], regarded as objects in the derived category
and concentrated in dimension s. Then α and β induce unique morphisms L →
O(A•), O(A•) → Q respectively, which we shall again denote by α, β. Now if
A is any local system on a manifold M, then DA[−dim M] = A∗ ⊗ orM, where
A∗ is the local system with stalks A∗

x = Hom(Ax, R) and orM is the orientation
sheaf, see [B+84, V, 7.10(4)]. In the present case it follows that DL[n + 1] = L∗,
DO(A•)[n + 1] = O(A•)∗ and DQ[n + 1] = Q∗, as Σ is oriented. The pairings in

(9.4) induce isomorphisms O∗ ∼=−→ O, Q∗ ∼=−→ L such that
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L α−−−−→ O

∼=
�
⏐
⏐

�
⏐
⏐∼=

Q∗ β∗
−−−−→ O∗

commutes. The short exact sequence (9.3) gives rise to a standard triangle in the
derived category and we obtain an isomorphism of triangles

L α−−−−→ O β−−−−→ Q +1−−−−→
∼=
�
⏐
⏐δ0 ∼=

�
⏐
⏐δ ∼=

�
⏐
⏐Dδ0[n+1]

DQ[n + 1] Dβ[n+1]−−−−−→ DO[n + 1] (−1)n+1Dα[n+1]−−−−−−−−−−→ DL[n + 1] +1−−−−→
Using Dδ0[n + 1], we finally arrive at a triangle

L α−→ O α′−→ DL[n + 1] +1−→
and a diagram

L α−−−−→ O α′−−−−→ DL[n + 1] +1−−−−→
∥
∥
∥ ∼=

�
⏐
⏐δ

∥
∥
∥

L Dα′[n+1]−−−−−−→ DO[n + 1] (−1)n+1Dα[n+1]−−−−−−−−−−→ DL[n + 1] +1−−−−→
which defines the desired Lagrangian structure. Conversely, given a Lagrangian
structure it is clear that it gives rise to a Lagrangian subsheaf for the relevant local
system. We prefer to use the definition of Lagrangian structures as stated, because it
is better adapted to the triangulation of the derived category and to Verdier duality.

9.1.4 Extracting Lagrangian Structures from Self-Dual Sheaves

We demonstrate that every self-dual complex of sheaves in SD(X) has naturally as-
sociated Lagrangian structures. More precisely, we will construct a covariant functor

Λ : SD(Uk+1) −→ Lag(Uk+1 − Uk).

Suppose we are given L• ∈ SD(Uk+1). Put

L = Hs(L•)[−s] ∈ Db
c (Uk+1).

Then L is a mapping cone on the morphism

m̄(L•|Uk
)

a−→ L•

so that we have a distinguished triangle
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m̄L•| a � L•

L

�

�

[1] (9.5)

As the square

DL•[n] Da[n]−−−−→ Dm̄L•|[n]
d

⏐
⏐
�∼= ∼=

⏐
⏐
�

L• b−−−−→ n̄L•|
commutes, we see that the triangle obtained from dualizing triangle (9.5) is isomor-
phic to

L• b � n̄L•|

DL[n + 1]

�
�

[1]

Since ba is a factorization of the canonical morphism m̄L•| → n̄L•|, we have a tri-
angle

m̄L•| ba � n̄L•|

O(L•|)

�

ω

�

[1]
ω′ (9.6)

Applying the octahedral axiom to the configuration of triangles consisting of (9.6)
and

m̄L•| a � L• b � n̄L•|

L

�

�

[1]

DL[n + 1]

�

�

[1]

produces a distinguished triangle

L φ � O(L•|)

DL[n + 1]

�

φ′

�

[1]
γ (9.7)
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It can be shown (see Theorem 2.4 of [Ban02]) that

L φ−→ O(L•|)
is a Lagrangian structure. We set

Λ(L•) := (L φ−→ O(L•|)) ∈ Lag(Uk+1 − Uk).

Let f : L•
1 → L•

2 be a morphism, L•
1, L•

2 ∈ SD(Uk+1). Then we have a diagram

L•
1

∼=−−−−→ τ≤n̄(k)−nL•
1

τ≤(adj)−−−−→ τ≤n̄(k)−nRik∗i∗k L•
1 = n̄L•

1|
f

⏐
⏐
�

⏐
⏐
�

⏐
⏐
�n̄f |

L•
2

∼=−−−−→ τ≤n̄(k)−nL•
2

τ≤(adj)−−−−→ τ≤n̄(k)−nRik∗i∗k L•
2 = n̄L•

2|
where the upper horizontal composition is b1 : L•

1 → n̄L•
1| and the lower horizontal

composition is b2 : L•
2 → n̄L•

2|. As 1
adj−→ Rik∗i∗k is a natural morphism of func-

tors, the above diagram commutes. Hence we have a commutative square on derived
sheaves

Hs(L•
1)

Hs (b1)−−−−→ Hs(n̄L•
1|)

Hs (f )

⏐
⏐
�

⏐
⏐
�Hs (n̄f |)

Hs(L•
2)

Hs (b2)−−−−→ Hs(n̄L•
2|)

(9.8)

that is, a morphism

L1
φ1−−−−→ O(L•

1|)
⏐
⏐
�

⏐
⏐
�O(f |)

L2
φ2−−−−→ O(L•

2|)
of Lagrangian structures, which we define to be

Λ(f ) ∈ HomLag(Uk+1−Uk)(Λ(L•
1),Λ(L•

2)).

This completes the construction of the functor Λ.

9.1.5 Lagrangian Structures as Building Blocks for Self-Dual Sheaves

We will explain how a given self-dual sheaf on Uk, and a Lagrangian structure along
the adjacent lower dimensional pure stratum Uk+1 − Uk, naturally give rise to a
self-dual sheaf on the union Uk+1.

Let us write MS(X) for the monomorphism category associated with the cate-
gory Sh(X) of sheaves on X, that is, objects of MS(X) are injective sheaf maps
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E
φ−→ F,

E, F ∈ Sh(X), and morphisms in MS(X) are commutative squares

E1
φ1−−−−→ F1

g1

⏐
⏐
�

⏐
⏐
�g2

E2
φ2−−−−→ F2

Fix an integer p. Let Db
c (X) � MS(X) denote the twisted product category whose

objects are pairs

(A•, E
φ−→ F)

with A• ∈ Db
c (X), φ injective and F = Hp(A•), and whose morphisms are pairs

(f, (g1, g2))

with f : A• → B• a morphism in Db
c (X), g2 = Hp(f ) and the diagram

E1
φ1−−−−→ Hp(A•)

g1

⏐
⏐
�

⏐
⏐
�g2=Hp(f )

E2
φ2−−−−→ Hp(B•)

commutes. There is a modified truncation functor

τ≤p(·, ·) : Db
c (X) � MS(X) −→ Db

c (X)

with the following properties:

1. There are canonical morphisms

τ≤p−1 −→ τ≤p(·, ·) −→ τ≤p

which factor the canonical τ≤p−1 → τ≤p and are quasi-isomorphisms in dimen-
sions < p.

2. There exists a canonical isomorphism

Hp(τ≤p(A•, E))
∼=−→ E

such that
Hp(τ≤p(A•, E)) −−−−→ Hp(τ≤pA•)

⏐
⏐
�∼=

∥
∥
∥

E
φ−−−−−−−→ Hp(A•)

commutes.
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Thus, τ≤p(·, ·) can be viewed as an “interpolation” between τ≤p−1 and τ≤p, taking
a specified subsheaf of the cohomology sheaf at the cut-off dimension into account.
We will apply this notion of truncation in constructing a functor � which associates
to a self-dual sheaf A• ∈ SD(Uk) and a Lagrangian structure φ : A → O(A•) a
self-dual sheaf A• � A ∈ SD(Uk+1). Let SD(Uk) � Lag(Uk+1 − Uk) denote the
twisted product of categories whose objects are pairs

(A•,A φ−→ O(A•)),

A• ∈ SD(Uk), φ ∈ Lag(Uk+1 −Uk), and whose morphisms are pairs with first com-
ponent a morphism f ∈ HomDb

c (Uk)
(A•, B•) and second component a commutative

square

A φA−−−−→ O(A•)

l

⏐
⏐
�

⏐
⏐
�O(f )

B φB−−−−→ O(B•)
(We will usually denote such a pair simply by (f, l).)

Define

A• � A := τ≤s(Rik∗A•, Hs(A)
Hs (φ)−→ Hs(Rik∗A•)).

(Recall s = n̄(k) − n; in the notation A• � A, we suppress the map φ.)
Also, given f : A• → B• and

A φA−−−−→ O(A•)

l

⏐
⏐
�

⏐
⏐
�O(f )

B φB−−−−→ O(B•)

let
f � l := τ≤s(Rik∗f, Hs(l))

where we wrote Hs(l) to abbreviate the commutative square

Hs(A) −−−−→ Hs(O(A•))

Hs (l)

⏐
⏐
�

⏐
⏐
�Hs (Rik∗f )

Hs(B) −−−−→ Hs(O(B•))

By the properties of the modified truncation functor, there are canonical morphisms

m̄A• −→ A• � A −→ n̄A•

which factor the canonical m̄A• → n̄A•. Moreover, there is a canonical isomorphism

Hs(A• � A)
∼=−→ Hs(A)
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which is induced by a morphism

A• � A −→ A

such that the diagram
A• � A −−−−→ n̄A•

⏐
⏐
�

⏐
⏐
�

A φ−−−−→ O(A•)
commutes. Evidently, (A• � A)|Uk

∼= A•. It can be shown that A• � A fits into a
distinguished triangle

m̄A• � A• � A

A

�
�

[1]

One then checks that A• � A ∈ SD(Uk+1): Axioms (SD1)–(SD3) being clearly
satisfied, the main point is to verify (SD4). That is, one has to construct a self-duality
isomorphism

d : D(A• � A)[n] ∼=−→ A• � A.

To do this, apply the octahedral axiom to the following three triangles: The triangle
on φ, which contains DA[n + 1] as the third term (cf. the definition of a Lagrangian
structure), the triangle on the canonical m̄A• → n̄A•, which contains O(A•) as the
third term, and the above triangle containing A• � A. The Verdier dual of this last
triangle is then isomorphic to the triangle produced by the octahedral axiom. This
isomorphism induces d . Thus, � is a covariant functor

� : SD(Uk) � Lag(Uk+1 − Uk) −→ SD(Uk+1).

9.1.6 A Postnikov System

We discuss here the main result concerning the algebraic structure of the category
SD(X) of self-dual sheaves compatible with intersection homology theory on non-
Witt spaces. The functors Λ and � will be used in constructing an equivalence of
categories between SD(X) and a Postnikov system whose fibers are categories of
Lagrangian structures along the various pure singular strata of odd codimension.

Consider the functor

(i∗k ,Λ) : SD(Uk+1) −→ SD(Uk) � Lag(Uk+1 − Uk).

One can show (Theorem 2.8 of [Ban02]) that there is an isomorphism of functors

�(i∗k ,Λ) ∼= 1SD(Uk+1).
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Conversely (Theorem 2.9 of [Ban02]), there is an isomorphism of functors

(i∗k ,Λ)� ∼= 1SD(Uk)�Lag(Uk+1−Uk).

Let Const(U2) denote the category whose single object is the constant sheaf RU2 on
U2 and whose morphisms are sheaf maps

RU2 → RU2 .

An induction on the codimension k then proves the following Postnikov-type decom-
position of the category SD(X):

Theorem 9.1.4 For n = dim X even, there is an equivalence of categories

SD(X) � Lag(X1 −X0)� Lag(X3 −X2)� · · ·� Lag(Xn−3 −Xn−4)� Const(U2).

For n = dim X odd, there is an equivalence of categories

SD(X) � Lag(X0) � Lag(X2 − X1) � · · · � Lag(Xn−3 − Xn−4) � Const(U2).

The use of real coefficients is not essential, one could work over any field k of
characteristic �= 2. Of course for general k (e.g. k = C the complex numbers),
the signature of a bilinear ±1-symmetric pairing is not available, but all we need to
construct self-dual sheaves is the notion of a Lagrangian subspace for such a pair-
ing on a k-vector space. The use of field coefficients, however, is essential. One
reason is related to Borel–Moore–Verdier duality (we need identifications such as
Hk(X;DA•) ∼= Hom(H−k(X; A•), k)), another is related to the very definition of a
self-dual sheaf: If k is a field of characteristic �= 2, we may define self-duality as the
existence of a quasi-isomorphism d : A• → DA•[n] together with a homotopy from
d to ±Dd[n]. For more general coefficient rings, one would have to provide higher
coherencies (a homotopy from the previous homotopy to its dual, etc.), see [Wei94].

Further obvious modifications of the axiomatics given include the use of twisted
coefficients on the top stratum. For simplicity, we normalize objects of SD(X) to be
the constant sheaf of rank one on the top stratum, cf. Definition 9.1.2, axiom (SD1).
Replacing (SD1) by a relaxed version permitting arbitrary local systems S (over k,

of finite rank) with a nonsingular pairing S ⊗ S −→ k (i.e. Poincaré local systems),
one obtains a more general category S̃D(X) for which Theorem 9.1.4 is valid (with
Const(U2) changed to allow for twisting).

9.2 L-Classes of Non-Witt Spaces

We have seen in the previous section that a closed, oriented topological pseudoman-
ifold Xn, not necessarily a Witt space, has generalized Poincaré self-duality if, and
only if, it possesses Lagrangian structures along all strata of odd codimension. The
latter condition is equivalent to SD(X) �= ∅, where SD(X) is the category of self-
dual sheaves interpolating between IC•̄

m(X) and IC•̄
n(X). In the present section we

will construct L-classes
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Lk(X) ∈ Hk(X; Q)

for non-Witt spaces X with generalized Poincaré self-duality, i.e. with SD(X) �= ∅.
Let X be such a space and choose any IC•

L ∈ SD(X), given by a collection of
Lagrangian structures L. Assume that X is Whitney stratified. Using the construction
of Sect. 8.2.3, the self-dual sheaf IC•

L has L-classes

Lk(IC•
L) ∈ Hk(X; Q).

In [Ban06b] we prove:

Theorem 9.2.1 The L-classes

Lk(X) = Lk(IC•
L) ∈ Hk(X; Q),

IC•
L ∈ SD(X), are independent of the choice of Lagrangian structure L.

Thus a non-Witt space has a well-defined L-class L(X), provided SD(X) �= ∅.

Since L0 is the signature, we have in particular:

Corollary 9.2.2 The signature

σ(X) = σ(IC•
L),

IC•
L ∈ SD(X), is independent of the choice of Lagrangian structure L.

We will sketch the proof of Theorem 9.2.1 for the basic case of a two strata space
Xn ⊃ Σs, X − Σ is an n-dimensional manifold and Σs an s-dimensional mani-
fold, n even, s odd. (For the general case, we ask the reader to consult [Ban06b].)
Given IC•

L0
, IC•

L1
∈ SD(X), determined by Lagrangian structures L0,L1, respec-

tively, along Σ , the central problem is to prove equality of the signatures σ(IC•
L0

) =
σ(IC•

L1
), since then the result on L-classes will follow from the fact that they are

determined uniquely by the collection of signatures of subvarieties with normally
nonsingular embedding and trivial normal bundle, see Proposition 8.2.11. To prove
equality of the signatures, we use bordism theory: We construct a geometric bordism
Yn+1 from X to −X and cover its interior with a self-dual sheaf complex S•, which,
when pushed to the boundary, restricts to IC•

L0
on X, and restricts to IC•

L1
on −X.

One then uses the techniques of Sect. 8.2.2, particularly Proposition 8.2.8, to deduce
equality of the signatures. A topologically trivial h-cobordism Yn+1 = X ×[0, 1] al-
ready works, but of course not with the natural stratification. Our idea is to “cut” the
odd-codimensional stratum at 1

2 , which enables us to “decouple” Lagrangian struc-
tures because the stratum of odd codimension then consists of two disjoint connected
components. This forces the introduction of a new stratum at 1

2 , but its codimension
is even and presents no problem. The stratification of Y with cuts at 1

2 is thus defined
by the filtration Yn+1 ⊃ Ys+1 ⊃ Ys, where Ys+1 − Ys = Σs × [0, 1

2 ) � Σs × ( 1
2 , 1]

and Ys = Σs × { 1
2 }. The sheaf S• will be constructible with respect to this stratifica-

tion. On Y − Ys+1, S• is RY−Ys+1 [n + 1], the constant real sheaf in degree −n − 1.
To extend to Ys+1 − Ys, we use the Postnikov system Theorem 9.1.4, and the La-
grangian structure whose restriction to Σs × [0, 1

2 ) is the pullback of L0 under the
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first factor projection and whose restriction to Σs ×( 1
2 , 1] is the pullback of L1 under

the first factor projection. Finally, we extend to Ys by the Deligne-step (pushforward
and middle perversity truncation), which produces a self-dual sheaf S•, since Ys is
of even codimension.

9.3 Stratified Maps

In Sect. 8.2.5, we have used the sheaf-theoretic Cappell–Shaneson decomposition
Theorem 8.1.7 to obtain a formula that computes the pushforward of L-classes under
a stratified map, where the target space of the map has only strata of even codimen-
sion. Let us recall that formula: If f : Ym → Xn is a stratified map such that m − n

is even, Y compact, X has only even-codimensional strata and S• ∈ Db
c (Y ) is a

self-dual sheaf, then

f∗Lk(S•) =
∑

V ∈X
j∗Lk(V ; HV (S•)),

where X is the collection of all connected components of pure strata of X and the
HV (S•) are local coefficient systems over the components V of pure strata. These
local systems have been described in detail in Sect. 8.1.2.

Example 9.3.1 Here is a simple example that illustrates that nonzero contributions
in the above sum can indeed arise from strata of positive codimension. Take Y =
CP 2, X = CP 2/CP 1 = S4, and let f : Y → X be the quotient map. We stratify
Y as Y4 = Y ⊃ Y2 = CP 1 and X as X4 = X ⊃ X0 = {x0}, where x0 is the image
of CP 1 under f . It follows that f is a stratified map. We take S• to be the constant
sheaf R[4], which is self-dual on CP 2. For k = 0, the above formula computes the
signature:

1 = σ(Y ) =
∑

V ∈X
σ(V ; HV ) = σ(S4; HS4−{x0}) + σ({x0}; H{x0}).

The local system HS4−{x0} is untwisted because S4 −{x0} ∼= R
4 is simply-connected.

Thus, by Proposition 8.2.19,

σ(S4; HS4−{x0}) = σ(S4)σ ((HS4−{x0})pt ) = 0 · σ((HS4−{x0})pt ) = 0.

Consequently, the contribution comes from the 0-dimensional stratum of X,

σ({x0}; H{x0}) = 1.

The present section investigates target spaces X that are allowed to have strata of
odd codimension. We will for instance prove:

Theorem 9.3.2 Let Xn and Ym be closed, oriented, Whitney stratified pseudomani-
folds such that m − n is even and SD(Y ) �= ∅ (for instance Y a Witt space). If
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f : Y → X is a stratified map and X has only strata of odd codimension (except for
the top stratum), then

f∗Li(Y ) = Li(X;S), (9.9)

where S is a local coefficient system on the top stratum of X.

(See Definition 9.1.2 for the category SD(Y ).) This formula then asserts, in sharp
contrast to the situation where X has only strata of even codimension, that the strata
of odd codimension never contribute terms to the pushforward of the L-class of Y .

We shall write D(X) = Db
c (X) for the derived category of bounded complexes

of sheaves that are constructible with respect to the stratification of X. Given any
function p̄ : X → Z, (p̄D≤0(X), p̄D≥0(X)) is the p̄-perverse t-structure on X,
p̄τ≤0 : D(X) → p̄D≤0(X) and p̄τ≥0 : D(X) → p̄D≥0(X) are the corresponding
t-structure truncations, and p̄P (X) is the heart (the abelian category of p̄-perverse
sheaves on X). The dual perversity q̄ is

q̄(S) = −p̄(S) − dim(S), S ∈ X .

It is pointed out in [BBD82] that the Verdier dualizing functor D restricts as

D : p̄D≤0(X) −→ q̄D≥0(X), D : p̄D≥0(X) −→ q̄D≤0(X),

and there is an isomorphism of functors

Dp̄H 0 ∼= q̄H 0D,

with p̄H 0 : D(X) → p̄P (X) denoting p̄-perverse cohomology. In fact, one has the
following precise statement:

Lemma 9.3.3 In D(X), there are isomorphisms

Dp̄τ≤k ∼= q̄ τ≥−kD and Dp̄τ≥k ∼= q̄ τ≤−kD.

9.3.1 The Category of Equiperverse Sheaves

We will define a category EP(X) of equiperverse sheaves on Xn (possibly not Witt)
which is big enough so that every self-dual sheaf on X is bordant to an equiperverse
sheaf, yet small enough so that on the class of non-Witt spaces to be considered in this
section (see Sect. 9.3.2), every self-dual equiperverse sheaf is given by Lagrangian
structures.

Let X be a stratified, oriented, topological pseudomanifold without boundary.
It is natural to ask the following question: What is the set of perversities r̄ such
that every object of SD(X) is r̄-perverse? In other words, for which r̄ is SD(X) ⊂
r̄P (X)? For S ∈ X with k = codim S even, the stalk condition (SD3) implies r̄(S) ≥
n̄(k) − n and the costalk condition (using self-duality) implies r̄(S) ≤ n̄(k) − n + 2.

Thus r̄(S) may have three values,

r̄(S) ∈ {n̄(k) − n, n̄(k) − n + 1, n̄(k) − n + 2}.
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When one speaks of the category of perverse sheaves on a space with only even-
codimensional strata, then one refers to r̄P (X) with the middle value

r̄(S) = n̄(k) − n + 1 = 1
2 codim S − dim X,

since this value yields a self-dual perversity. The situation for S ∈ X with k =
codim S odd is quite different. The stalk condition gives the same lower bound as
before, but the costalk condition produces r̄(S) ≤ n̄(k) − n + 1 as an upper bound,
so that r̄(S) may have precisely the two values

r̄(S) ∈ {n̄(k) − n, n̄(k) − n + 1}.
Definition 9.3.4 Throughout the remainder of the present Sect. 9.3, p̄, q̄ : X → Z

will denote the perversity functions given by

p̄(S) =
{

n̄(codim S) − n + 1, codim S even,

n̄(codim S) − n, codim S odd,

q̄(S) = n̄(codim S) − n + 1

if S ∈ X is not contained in the top stratum, and p̄(S) = q̄(S) = −n for S a
component of the top stratum.

We note that p̄ and q̄ are dual, since for S ∈ X , k = codim S odd, the dual value
is

p̄∗(S) = −p̄(S) − dim S − dim X

= −( 1
2 (k − 1) − n) − (n − k) − n

= n̄(k) − n + 1

= q̄(S).

By construction, we have

SD(X) ⊂ p̄P (X) ∩ q̄P (X). (9.10)

Definition 9.3.5 The category of equiperverse sheaves on X is the full subcategory

EP(X) = p̄D≤0(X) ∩ q̄D≥0(X) ⊂ D(X).

If X is a space with only even-codimensional strata, for example a complex al-
gebraic variety, then p̄ = q̄ and EP(X) = p̄P (X) = q̄P (X) is the usual category
of perverse sheaves. There is an obvious inclusion p̄P (X) ∩ q̄P (X) ⊂ EP(X). The
converse inclusion is implied by q̄D≥0 ⊂ p̄D≥0 and p̄D≤0 ⊂ q̄D≤0. Thus we can
represent equiperverse sheaves as

EP(X) = p̄P (X) ∩ q̄P (X). (9.11)

Dually to Definition 9.3.5, we set EP ∗(X) = p̄D≥0(X) ∩ q̄D≤0(X). Verdier dual-
ity defines an equivalence of categories D[n] : EP(X) � EP ∗(X). The obvious
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inclusion p̄P (X) ∩ q̄P (X) ⊂ EP ∗(X) is not strict, as we have D[n] : EP ∗(X) →
p̄P (X) ∩ q̄P (X) and D[n] preserves the subcategory p̄P (X) ∩ q̄P (X). Hence

EP(X) = EP ∗(X).

The category EP is additive, since p̄P and q̄P are.

9.3.2 Parity-Separated Spaces

Definition 9.3.6 A parity-separation on a stratified space X is a decomposition

X = oX ∪ eX

into open subsets oX, eX ⊂ X such that oX with the induced stratification has only
strata of odd codimension (except for the top stratum), and eX with the induced
stratification has only strata of even codimension.

Alternatively, X has a parity-separation iff the closure S of any stratum S ∈ X ,

different from the top stratum, contains only strata of its own kind with respect to the
parity of codimension. If X = oX ∪ eX is a parity-separation, then oX will denote
the set of components of pure strata of oX and eX will denote the set of components
of pure strata of eX.

Example 9.3.7 Let K be a real quadratic number field and OK the ring of algebraic
integers in K . The Hilbert modular group Γ = PSL2(OK) acts on the product
H × H of two upper half planes by

(z, w) �→
(

az + b

cz + d
,
aw + b

cw + d

)

,

where denotes the nontrivial element of the Galois group Gal(K/Q). The Hilbert
modular surface of K is the orbit space X4 = (H × H)/Γ. It is noncompact and
has finitely many singular points, the cusps. Various compactifications have been
studied: The reductive Borel–Serre compactification X has the advantage that the
Hecke operators extend to this compactification. In constructing X, one adjoins cer-
tain boundary circles to X. One obtains a stratification X4 ⊃ X1 ⊃ X0 ⊃ ∅ by
taking X1 − X0 to be the disjoint union of the boundary circles and X0 to be the

cusps. The links of the components of X1 −X0 are tori; hence X
4

is not a Witt space.
However, it possesses a parity-separation: Take oX = X4 − X0 and take eX to be
the union of small open neighborhoods of the cusps in X. It is shown in [BK04] that
SD(X) �= ∅.

Let DD(X) denote the full subcategory of D(X) containing all objects invariant
under the action of D[n], i.e. DD(X) contains all self-dual sheaves on X (without
any stalk restrictions).
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Proposition 9.3.8 If X possesses a parity-separation, then

DD(oX) ∩ EP(oX) = SD(oX),

i.e. any self-dual equiperverse sheaf on a space with only odd-codimensional strata
(excluding the top stratum) is isomorphic to a sheaf IC•

L(X;S) determined by La-
grangian structures L (see Theorem 9.1.4) and given on the top stratum by a local
coefficient system S.

Proof. Any object of SD(oX) is in EP(oX) by (9.10) in Sect. 9.3.1 and using EP =
p̄P ∩ q̄P (see (9.11)). Any object of SD(oX) is in DD(oX) by (SD4). Let S• ∈
DD(oX) ∩ EP(oX). Since S• ∈ p̄D≤0(oX), we have Hi (S•|U2∩oX) = 0 for i >

p̄(U2 ∩ oX) = −n, and since S• ∈ q̄D≥0(oX), we have Hi (S•|U2∩oX) = 0 for i <

q̄(U2 ∩ oX) = −n, establishing (SD1). We prove the lower bound axiom (SD2) by
induction on the codimension k of strata. The induction start is furnished by (SD1).
Suppose that Hi (S•|Uk

) vanishes for i < −n. If j denotes the open inclusion j :
Uk ↪→ Uk+1 and i : Uk+1 − Uk ↪→ Uk+1 denotes the inclusion of the complement,
then the distinguished triangle

i!S• � i∗S•

i∗Rj∗j∗S•�

�

[1]

induces an exact sequence

Hm(i!S•) −→ Hm(i∗S•) −→ Hm(i∗Rj∗j∗S•).

If m < −n, then Hm(i!S•) = 0 since S• ∈ q̄D≥0 and the value of q̄ on a component
of Uk+1−Uk is larger than −n. The term Hm(i∗Rj∗j∗S•) vanishes when m < −n by
the induction hypothesis. Thus Hm(S•|Uk+1) = 0 for m < −n. The stalk condition
(SD3) is verified by observing that since oX has only strata of odd codimension, the
value of p̄ on any component of a stratum of oX is given by n̄(k) − n, where k is the
codimension (see Definition 9.3.4). Finally, (SD4) is equivalent to S• ∈ DD .

Remark 9.3.9 The inclusion SD(X) ⊂ DD(X) ∩ EP(X) holds for any pseudo-
manifold X, but it is generally strict if X has singular strata of even codimension:
Let Xn be a two-strata space with singular stratum Σ, a manifold of dimension
n − 2c. The sheaf

S• = j∗RΣ [n − c],
where j : Σ ↪→ X is the closed inclusion, is self-dual on X,

DXS•[n] = DX(j∗RΣ [n − c])[n] ∼= j!(DΣRΣ)[c]
∼= j∗RΣ [dim Σ][c] ∼= j∗RΣ [n − 2c][c]
∼= S•,
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and is equiperverse as S•|X−Σ = 0 and Hi (S•|Σ) = 0 for i > p̄(Σ) = c − n.

However, S• /∈ SD(X) since Hi (S•|Σ) ∼= RΣ �= 0 for i = c − n, violating axiom
(SD3).

9.3.3 An Algebraic Bordism Construction

Let Ω(X) be the abelian group of algebraic bordism classes of self-dual sheaves
on X. (Bordism of self-dual sheaves was defined in Definition 8.1.11.) The bordism
class of S• ∈ DD(X) will be written as [S•] (thus the self-duality isomorphism will
be suppressed in the notation).

Theorem 9.3.10 Let Xn be a topological stratified pseudomanifold and S• any self-
dual sheaf in D(X). Then

[S•] = [P•] ∈ Ω(X)

for some equiperverse sheaf P•.

Proof. Given S• ∈ DD(X), we embed the canonical morphisms

p̄τ≤0S• −→ S• −→ q̄ τ≥0S•

in distinguished triangles:

p̄τ≤0S• � S• � q̄ τ≥0S•

p̄τ≥1S•

�

v

�

[1]

(q̄τ≤−1S•)[1]

�

�

w

[1]

We claim that
q̄ τ≤−1S• u−→ S• v−→ p̄τ≥1S•, (9.12)

where u = w[−1], sets up an elementary bordism. If D is any triangulated category
and (D≤0,D≥0) a t-structure on it, then HomD(X, Y ) = 0 whenever X ∈ D≤0 and
Y ∈ D≥1. Now q̄ τ≤−1S• ∈ q̄D≤−1 ⊂ p̄D≤0, p̄τ≥1S• ∈ p̄D≥1 and so

HomD(X)(
q̄τ≤−1S•, p̄τ≥1S•) = 0,

which implies vu = 0. The duality Dv[n] = u follows from Lemma 9.3.3. Thus
(9.12) induces a bordism from S• to a self-dual sheaf C•

u,v,

[S•] = [C•
u,v] ∈ Ω(X).

The remaining task is to show that C•
u,v is equiperverse. Since vu = 0, there exists a

lift u′ of u,
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p̄τ≤0S•

q̄ τ≤−1S• u�

u′

�

S•
�

and C•
u,v is isomorphic to the mapping cone C•

u′ of u′. The lift is unique as
Hom(q̄τ≤−1S•, (p̄τ≥1S•)[−1]) = 0. The relation q̄D≤−1 ⊂ p̄D≤0 implies an iso-
morphism of functors

q̄ τ≤−1 ◦ p̄τ≤0 ∼= q̄ τ≤−1.

Under this identification, we recognize u′ as the canonical morphism

q̄ τ≤−1(p̄τ≤0S•) u′−→ p̄τ≤0S•.

From the distinguished triangle

q̄ τ≤−1(p̄τ≤0S•) � p̄τ≤0S•

q̄ τ≥0(p̄τ≤0S•)

�

�

[1]

we conclude
C•

u,v
∼= C•

u′ ∼= q̄ τ≥0p̄τ≤0S•.

Clearly, P• = q̄ τ≥0p̄τ≤0S• is in q̄D≥0. Since P• is self-dual and D[n] maps
q̄D≥0 → p̄D≤0, P• is also in p̄D≤0 and hence equiperverse. ��

9.3.4 Characteristic Classes and Stratified Maps

Theorem 9.3.11 Let Xn be a stratified pseudomanifold with parity-separation X =
oX ∪ eX and S• ∈ D(X) a self-dual sheaf. Then

[S•] = [P•] ∈ Ω(X)

with
P•|oX ∼= IC•

L(oX; oS) ∈ SD(oX)

and
P•|eX ∼=

⊕

Z∈eX
j∗IC•̄

m(Z;SZ)[ 1
2 codim Z].

Here, oS is a local coefficient system on the top stratum of oX, IC•
L is a self-dual in-

tersection chain sheaf on oX determined by a Lagrangian structure L (see Theorem
9.1.4), Z is the closure of Z, j : Z ↪→ eX is the inclusion, SZ is a local coefficient
system on Z, and IC•̄

m is the middle perversity intersection chain sheaf.
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To paraphrase: The result says that only strata of even codimension can contribute
terms in the decomposition, while the strata of odd codimension will never contribute
any terms.

Proof. (of Theorem 9.3.11) By Theorem 9.3.10, [S•] = [T•] ∈ Ω(X) with T• ∈
EP(X). The latter sheaf has restrictions U• = T•|oX ∈ EP(oX) ∩ DD(oX) and
V• = T•|eX ∈ EP(eX) ∩ DD(eX). According to Proposition 9.3.8, U• ∈ SD(oX),

and by Theorem 9.1.4
U• ∼= IC•

L(oX; oS)

for some Lagrangian structure L and local coefficient system oS. For the piece con-
taining only strata of even codimension, EP(eX) = q̄P (eX), and the decomposition

[V•] = [V•
0] ∈ Ω(eX),

V•
0

∼=
⊕

Z∈eX
j∗IC•̄

m(Z;SZ)[ 1
2 codim Z]

is the central result of [CS91]. The overlap oX ∩ eX is contained in the top stratum,
so that

U•|oX∩eX
∼= V•

0|oX∩eX.

Now q̄P (X) is a stack. Therefore there exists a sheaf P• on X such that P•|oX ∼= U•
and P•|eX ∼= V•

0. ��
Theorem 9.3.12 Let Xn and Ym be closed, oriented, Whitney stratified pseudoman-
ifolds such that m − n is even and SD(Y ) �= ∅ (for instance Y a Witt space). If
f : Y → X is a stratified map and X has only strata of odd codimension (except for
the top stratum), then

f∗L(Y ) = L(X;SX−Σ).

Proof. Let S• ∈ SD(Y ) be any sheaf on Y such that L(Y ) = L(S•) (e.g. S• =
IC•̄

m(Y ) if Y is Witt). The pushforward Rf∗S•[ 1
2 (n − m)] is again self-dual on X,

since f is proper. As X has only strata of odd codimension, it admits a parity-
separation X = oX ∪ eX with eX = ∅. By Theorem 9.3.11, Rf∗S•[ 1

2 (n − m)]
is bordant to IC•

L(X;SX−Σ) for some Lagrangian structure L. Then f∗L(S•) =
L(Rf∗S•[ 1

2 (n − m)]) = L(IC•
L(X;SX−Σ)) = L(X;SX−Σ), since bordism pre-

serves L-classes (Proposition 8.2.12), and using Theorem 9.2.1. ��

9.4 The Presence of Monodromy

In Sect. 8.3, we have seen that the signature σ(X;S) of a Witt space X with coeffi-
cients in a globally defined Poincaré local system S can be computed as

σ(X;S) = ε∗(c̃h([S]K) ∩ L(X)) ∈ Z.

(This is Theorem 8.3.4.)
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In [Ban06a], the Witt hypothesis on X is removed and it is shown that the above
formula continues to hold for an arbitrary Whitney stratified pseudomanifold X, as
long as it still possesses an L-class:

Theorem 9.4.1 Let Xn be a closed, oriented, Whitney stratified pseudomanifold and
let S be a nondegenerate, symmetric local system on X. If X possesses Lagrangian
structures along the strata of odd codimension (so that L(X) ∈ H∗(X; Q) is de-
fined), then

L(X;S) = c̃h[S]K ∩ L(X). (9.13)

For the special case of the twisted signature σ(X;S) = L0(X;S), one has there-
fore

σ(X;S) = 〈c̃h[S]K,L(X)〉. (9.14)

In geometric situations such as the ones considered in the previous Sect. 9.3, the
local system S is typically only given on the top stratum X − Σ . If it extends, as a
local system, over the entire space, then (9.13) can be used to compute the twisted
L-classes. A necessary, and on normal spaces also sufficient, condition for the ex-
istence of a unique extension is that S is strongly transverse to the singular set Σ ,
see Definition 8.2.21 and Proposition 8.2.22. This holds automatically on the class
of supernormal spaces, for which there exists a well understood classification the-
ory, [CW91] and [Wei94]. Our requirement that the local system be defined on the
entire space cannot be eliminated without substitute, because formulae (9.13) and
(9.14) will become false in general: In [Ban04], we construct four-dimensional orb-
ifolds with isolated singularities, together with local systems on their top stratum,
such that these systems do not extend to the entire space, and the difference between
the left- and right-hand side of (9.14) is given by a nonvanishing rho-invariant. These
examples are particularly striking, since the underlying spaces have rather weak sin-
gularities, being rational homology manifolds. A brief summary of the construction
goes like this: Starting out with a lens-space L = Lp(1, 1) and classifying map

L
l−→ BZp = L∞

p , there exists a smooth, compact 4-manifold M
f−→ L∞

p whose

boundary is a number of copies of L
l−→ L∞

p . Using Atiyah–Patodi–Singer, there

exists a character Zp
α−→ U(1) with rho-invariant ρα(L) �= 0. Via f , this pulls back

to a local coefficient system S on M . Since ρα(L) �= 0, we have σ(M;S) �= σ(M).
Let X be the space obtained from M by attaching cones on each of the boundary
components of M . Then X is the global quotient of a manifold by an action of Zp

and σ(X;S) �= σ(X) = 〈c̃h[S]K,L(X)〉.
We must confine ourselves here to a mere sketch of the proof of Theorem 9.4.1.

By the Thom–Pontrjagin construction, the primary objective is to establish (9.14).
The basic strategy now is still inspired by the proof of Theorem 8.3.4 for Witt spaces.
To obtain the latter theorem, we used Witt bordism. This suggests that here we should
use the bordism theory based on pairs (X, IC•

L(X)), where X is a stratified pseudo-
manifold and IC•

L(X) ∈ SD(X) is given by a Lagrangian structure L (cf. Sect.
8.2.2). This bordism theory is called signature homology S∗(−) and has been con-
structed topologically by Minatta [Min04], following a suggestion of Kreck. The co-
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efficients are S4k(pt) ∼= Z, given by the signature, and zero otherwise. (These coeffi-
cient groups were already introduced in [Ban02], Chap. 4, where they were denoted
by ΩSD∗ .) The pertinent feature for us is that the canonical map ΩSO∗ (X) → S∗(X)

is at odd primes surjective, allowing us to pull back signature calculations to smooth
manifolds, starting with the identity map in S∗(X). The following problem arises: If
a stratified non-Witt space X carries perverse self-dual sheaves extending constant
coefficients on the top stratum, then it is not automatically clear that it also carries
perverse self-dual sheaves extending a nonconstant local system S on the top stra-
tum. (If X has only strata of even codimension, then this is true: The Deligne formula
for the middle perversity yields a self-dual extension, both when applied to constant
coefficients and when applied to S.) We avoid these monodromy difficulties alto-
gether by constructing a piecewise linear version SPL∗ (−) of topological signature
homology. As pointed out in, among other places, [Sul04] (Sect. 2), the simplicial
stratification of a PL space has the virtue of rendering all link bundles trivial.



10

L2 Cohomology

Jeff Cheeger discovered, working independently of Goresky and MacPherson
and not being aware of their intersection homology, that Poincaré duality on trian-
gulated pseudomanifolds equipped with a suitable Riemannian metric on the top
stratum, can be recovered by using the complex of L2 differential forms on the
top stratum. The connection between his and the work of Goresky and MacPher-
son was pointed out by Dennis Sullivan in 1976. We shall give a brief introduction to
Cheeger’s theory based on [Che80]. Further references include [Che79] and [Che83].

Let (Mn, g) be a Riemannian manifold without boundary, where g denotes the
metric. Let Ωk(M) denote the vector space of smooth differential k-forms on M .
The differential

d : Ωk(M) −→ Ωk+1(M)

is a linear map such that d2 = 0. This yields a complex (Ω•(M), d), whose coho-
mology spaces

Hk
DR(M) = Hk(Ω•(M))

are called the de Rham cohomology of M . Now assume that M is oriented. Then the
Hodge ∗-operator is a linear map

∗ : Ωk(M) −→ Ωn−k(M)

such that ∗2 = (−1)k(n−k). The volume form dV = ∗1, where 1 is the constant
function. One then defines

δ = (−1)n(k+1)+1 ∗ d∗ : Ωk(M) −→ Ωk−1(M).

Clearly,
δ2 = 0, ∗δ = (−1)kd∗, δ∗ = (−1)k+1 ∗ d.

The Laplacian on forms is the endomorphism

Δ = δd + dδ : Ωk(M) −→ Ωk(M).

When M is compact, we can define an inner product (·, ·) on k-forms by
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(ω, η) =
∫

M

ω ∧ ∗η.

With respect to this inner product, (dω, η) = (ω, δη), i.e. δ is the adjoint of d . This
characterizes δ, since (·, ·) is positive definite. It follows that Δ is self-adjoint. A
k-form ω is called harmonic, if Δω = 0. For compact M , Δω = 0 implies dω = 0
and δω = 0. (The converse, of course, is always true.) Let

Hk(M) = {ω ∈ Ωk(M) | dω = δω = 0}.
Theorem 10.0.1 (The Hodge decomposition) If M is a compact, oriented, Rie-
mannian manifold, then Hk(M) is finite-dimensional and there is an orthogonal sum
decomposition

Ωk(M) = Δ(Ωk(M)) ⊕ Hk(M).

From this one deduces that there is a unique harmonic form in each de Rham
cohomology class, and the k-th de Rham cohomology vector space is isomorphic to
Hk(M).

Let (M, g) be an oriented Riemannian manifold, not necessarily compact.

Definition 10.0.2 A k-form ω ∈ Ωk(M) is L2, if
∫

ω ∧ ∗ω < ∞.

Let Ωk
(2)(M) be the vector space of all ω ∈ Ωk(M) which are L2 and such that

dω is L2 as well. This yields a complex (Ω•
(2)

(M), d), whose cohomology spaces

Hk
(2)(M) = Hk(Ω•

(2)(M))

are called the L2 cohomology of M . Let

Hk
(2)(M) = {ω ∈ Ωk

(2)(M) | dω = δω = 0}.
Inclusion induces a natural map

Hk
(2)(M) −→ Hk

(2)(M).

Definition 10.0.3 Let (M, g) and (M ′, g′) be two Riemannian n-manifolds triangu-
lated smoothly by T and T ′, respectively. A piecewise smooth quasi-isometry is a
homeomorphism f : M ′ → M such that

1. there exist smooth subdivisions S of T and S′ of T ′ for which the restriction of
f to each closed top-dimensional simplex of S′ is a diffeomorphism onto some
closed top-dimensional simplex of S, and

2. there exists a constant C so that for every closed top-dimensional simplex of S′,

1

C
g′ ≤ f ∗(g) ≤ Cg′.
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Definition 10.0.4 A metric collar is a smoothly triangulated Riemannian manifold
piecewise smoothly quasi-isometric to (0, 1) × Lm, where Lm is some triangulated
Riemannian manifold and (0, 1)×Lm is given the product metric. Define pmc(L) =
(0, 1) × L to be equipped with the metric

dr2 + r2g,

where g is the metric on L. A punctured metric cone is a smoothly triangulated
Riemannian manifold piecewise smoothly quasi-isometric to pmc(L). A Riemannian
i-handle is a smoothly triangulated Riemannian manifold piecewise smoothly quasi-
isometric to (0, 1)n−i × pmc(Li−1) with the product metric; (0, 1)n−i is flat.

Cheeger proceeds to prove Stokes’ theorems for metric collars and punctured
metric cones which we will not state here. In order to establish an isomorphism of
H ∗

(2) with the linear dual of IHm̄∗ , one needs suitable Poincaré lemmas for metric
collars and punctured metric cones:

Lemma 10.0.5 (Poincaré lemma for metric collars)

Hi
(2)((0, 1) × L) ∼= Hi

(2)(L).

Lemma 10.0.6 (Poincaré lemma for punctured metric cones) For i ≤ m
2 ,

Hi
(2)(pmc(Lm)) ∼= Hi

(2)(L).

For i ≥ m+1
2 ,

Hi
(2)(pmc(Lm)) = 0.

In Sect. 4.1.3, we used Borel–Moore chains, i.e. infinite chains, to define piece-
wise linear intersection homology, because this is the chain model that sheafifies
readily. One may of course use finite PL chains also; we denote the resulting in-
tersection homology groups for the lower middle-perversity m̄ by IHc∗ (X). These
groups then satisfy

IHc
i ((0, 1) × L) ∼= IHc

i (L)

as well as the local vanishing result

IHc
i (c◦Lm) =

{
IHc

i (Lm), i ≤ m
2 ,

0, i ≥ m+1
2 .

At this point, one certainly gets the idea that middle-perversity intersection homol-
ogy and L2 cohomology are closely related. The reader may wish to compare this
with the local vanishing results for Borel–Moore type middle-perversity intersection
homology, e.g. Examples 4.1.14 (4.1) and 4.1.15 (4.2). The next item on the agenda
is to get Mayer–Vietoris sequences for L2 cohomology.

Definition 10.0.7 Let U ⊂ M be an open subset of a manifold M whose closure U

is a manifold with boundary ∂U . We say that ∂U is collared, if there exists an open
neighborhood V of ∂U in M and a piecewise smooth quasi-isometry between V and
a metric collar (−1, 1) × L which maps {0} × L onto ∂U .
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Lemma 10.0.8 Let U,V ⊂ M be open subsets such that U∪V = M and the closure
of U ∩ V in U is a manifold with boundary collared in U . Then the Mayer–Vietoris
sequence

· · · −→ Hi
(2)(M) −→ Hi

(2)(U) ⊕ Hi
(2)(V ) −→ Hi

(2)(U ∩ V ) −→ · · ·
is exact.

Definition 10.0.9 A Riemannian pseudomanifold is a triple (Xn, d, g), where

1. X is a stratified PL-pseudomanifold with smooth top stratum X − Σ ,
2. (X, d) is a metric space,
3. (X − Σ, g) is a Riemannian manifold, and
4. d|X−Σ is induced by g.

Example 10.0.10 Let Xn be a closed, triangulated pseudomanifold. That is, each
(n − 1)-simplex is the face of precisely two n-simplices, and every point is contained
in some closed n-simplex. We will describe how any such X can be endowed with
the structure of a Riemannian pseudomanifold. Let Xi denote the i-skeleton, i.e. the
union of all simplices of dimension ≤ i. Set Σ = Xn−2. Then X − Σ is a manifold.
Let K denote the simplicial complex with |K| ∼= X. Now take every simplex in K

to be a regular Euclidean simplex, e.g. assign to every simplex a Euclidean metric
with all edge lengths equal to 1. Glue these metric simplices back together so that
|K| ∼= X, but this time, use isometries to glue the faces. At this stage, K is a so-called
metric simplicial complex. Let us define a distance function d such that (|K|, d) is
a metric space. A piecewise geodesic γ in K is a path γ : [a, b] → |K|, where
[a, b] is subdivided into a finite number of subintervals so that the restriction of γ

to each closed subinterval is a path lying entirely in some closed simplex σ of K

and that restricted path is the unique geodesic (in our case, Euclidean straight line)
connecting its endpoints in the metric of σ . The length of γ is the sum of the lengths
of the geodesics into which it has been partitioned. Set

d(x, y) = inf
γ

length(γ ),

where the infimum is taken over all piecewise geodesics in K with γ (a) = x,

γ (b) = y. For a general metric simplicial complex, this is only a pseudometric. In
our case however, since we have only used finitely many isometry types to build |K|,
Theorem 7.19 of [BH99] applies and allows us to conclude that (|K|, d) is indeed a
geodesic metric space. It remains to discuss the Riemannian metric g on |K| − Σ .
Every open n-simplex carries the smooth flat Euclidean metric by the construction
above. An (n − 1)-simplex τ ∈ K is the face of precisely two n-simplices σ and σ ′.
We lay out these two regular n-simplices next to each other in R

n so that they form a
bipyramid with base τ , and then restrict the Euclidean metric on R

n to it. This shows
that the Riemannian metrics on the interiors of σ and σ ′ extend smoothly across τ to
give a smooth, flat Riemannian metric on the interior of σ ∪τ σ ′, which, of course,
induces d . Thus, we obtain a smooth, flat Riemannian metric g on |K| − Σ which
induces d||K|−Σ . This method does not extend further, because an (n − 2)-simplex
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Fig. 10.1. The flat metric on S2 − Σ .

may be the face of more than two n-simplices and one cannot necessarily lay out 3
or more n-simplices in R

n so that their union reflects the way they are glued together
in |K| at the (n − 2)-simplex.

More generally, we shall consider metrics piecewise smoothly quasi-isometric
to g.

Example 10.0.11 Figure 10.1 illustrates the above process for X = S2, triangulated
as the boundary of a tetrahedron (left). Here Σ = {A,B,C,D}. On the right, S2−Σ

is laid out flatly in R
2 and edges labeled by the same endpoints are to be identified

isometrically. The Euclidean metric on R
2 induces the flat metric on S2 − Σ . Note

that this metric cannot be smoothly extended into Σ to give a smooth Riemannian
metric on S2, because this would contradict Gauss–Bonnet.

Let (X, d, g) be a Riemannian pseudomanifold with d, g as in Example 10.0.10.
Let σ be some simplex in X and let x be an interior point of σ . Then the link L(σ)

of σ at x is itself a pseudomanifold, and indeed a Riemannian pseudomanifold as
follows: If ε > 0 is sufficiently small, then the union of all line segments in X,
emanating from x, of length ≤ ε and normal to σ has as its boundary a space Lε(x)

which is PL-homeomorphic to L(σ) and which is a union of simplices of curvature
1 with totally geodesic faces. Such a metric is piecewise smoothly quasi-isometric to
a piecewise flat metric, and thus L(σ) is a Riemannian pseudomanifold. The union
of line segments itself is isometric to a metric cone cL(σ) on L(σ), and x has a
neighborhood which is quasi-isometric to U×c◦L(σ) with the product metric, where
U is an open subset of the interior of σ and has the induced metric.

Definition 10.0.12 A handle decomposition of a Riemannian pseudomanifold
(X, d, g) is an open cover {Ui} of X − Σ such that for every i, (Ui, g|Ui

) is a Rie-
mannian j -handle for some j .

Example 10.0.13 Let (X, d, g) be a Riemannian pseudomanifold with d, g as in
Example 10.0.10 (or piecewise smoothly quasi-isometric to this). Then we have seen
that every point x ∈ X has an open neighborhood quasi-isometric to U × c◦L(σ)

with the product metric, where U is an open subset of the open simplex that con-
tains x. Then

U × (c◦(L(σ ) − Σ) − {c})
is a Riemannian handle, because c◦(L(σ ) − Σ) − {c} is a punctured metric cone
pmc(L(σ ) − Σ). Thus we obtain a handle decomposition for (X, d, g).
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Definition 10.0.14 (Cheeger) A Riemannian i-handle (0, 1)n−i × pmc(Li−1) is
called admissible, if either i is even, or if i = 2k + 1, Hk

(2)(L
2k) = 0. A Riemannian

pseudomanifold is called admissible, if it possesses a handle decomposition contain-
ing only admissible handles.

This admissibility condition corresponds precisely to the Witt condition of Defi-
nition 6.4.2, though Cheeger and Siegel were working independently.

Theorem 10.0.15 (Cheeger’s Hodge Theorem) Let Xn be a closed, admissible, Rie-
mannian pseudomanifold. Then Hi

(2)(X − Σ) is finite-dimensional and the natural
map

Hi
(2)(X − Σ) −→ Hi

(2)(X − Σ)

is an isomorphism.

Proof. This is proven by an induction on handles. Surjectivity of the map follows
from the finite-dimensionality of H ∗

(2)(X − Σ). The L2 cohomology of all handles
is finite-dimensional by the Poincaré lemmas for metric collars and punctured met-
ric cones. Using the Mayer–Vietoris sequence, H ∗

(2)
(X − Σ) is finite-dimensional.

Injectivity of the natural map follows if Stokes’ theorem holds in the L2 sense. This
in turn is again proven inductively over handles, starting from the Stokes’ theorems
for metric collars and punctured metric cones. ��

Set
Hi

(2)(X) := Hi
(2)(X − Σ).

As a corollary to the Hodge theorem, one obtains

Corollary 10.0.16 (Generalized Poincaré duality for admissible pseudomanifolds)
Let Xn be a closed, admissible, oriented, Riemannian pseudomanifold. The pairing

Hi
(2)

(X) ⊗ Hn−i
(2)

(X) −→ R

[ω] ⊗ [η] �→ ∫
X−Σ

ω ∧ η

is nonsingular.

Let ω ∈ Ωi
(2)

(X − Σ). Then
∫
ξ
ω is defined for almost all intersection chains

ξ ∈ ICc
i (X) (though not all) and Stokes’ theorem holds. This induces a map

Hi
(2)(X) −→ (IHc

i (X))∗.

Theorem 10.0.17 (Cheeger) Let Xn be a closed, admissible, oriented, Riemannian
pseudomanifold. The map

Hi
(2)(X) −→ (IHc

i (X))∗

is an isomorphism.

Proof. Induct over the handles using the Mayer–Vietoris sequence and the two
Poincaré lemmas. ��
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Without the admissibility condition, Hi
(2)(X

n) and Hn−i
(2) (Xn) need not have the

same rank. Cheeger points out that sometimes Poincaré duality can be restored
by imposing ∗-invariant ideal boundary conditions, meaning that in the middle-
dimensional space of harmonic L2 forms on even-dimensional links, one should
choose a maximal self-annihilating subspace under the wedge product. This is a
precursor of the purely topological notion of a Lagrangian structure, introduced in
[Ban02] and discussed in Sect. 9.1 of this book. To the author’s knowledge, the prob-
lem of somehow using Lagrangian subspaces to restore Poincaré duality occurred
to a number of people independently, among them Cheeger, Morgan, Goresky and
MacPherson. It was brought to the author’s attention by Sylvain Cappell.



References

[Ati69] M. F. Atiyah, The signature of fibre-bundles, Global Analysis; Papers in honor of
K. Kodaira (D. C. Spencer and S. Iyanayaga, eds.), Princeton Univ. Press, Prince-
ton, 1969, pp. 73–84.

[B+84] A. Borel et al., Intersection cohomology, Progr. Math., no. 50, Birkhäuser Verlag,
Boston, 1984.

[Ban02] M. Banagl, Extending intersection homology type invariants to non-Witt spaces,
Memoirs Amer. Math. Soc. 160 (2002), no. 760, 1–83.

[Ban04] M. Banagl, The signature of partially defined local systems in dimension four,
preprint, 2004.

[Ban06a] M. Banagl, Computing twisted signatures and L-classes of non-Witt spaces, Proc.
London Math. Soc. (3) 92 (2006), 428–470.

[Ban06b] M. Banagl, The L-class of non-Witt spaces, Annals of Math. 163 (2006), no. 3,
743–766.

[BBD82] A. Beilinson, J. Bernstein, and P. Deligne, Faisceaux pervers, analyse et topologie
sur les espaces singuliers, Astérisque 100 (1982), 1–171.

[BCS03] M. Banagl, S. E. Cappell, and J. L. Shaneson, Computing twisted signatures and
L-classes of stratified spaces, Math. Ann. 326 (2003), no. 3, 589–623.

[BH99] M. R. Bridson and A. Haefliger, Metric spaces of non-positive curvature,
Grundlehren Math. Wiss., no. 319, Springer Verlag, 1999.

[BK04] M. Banagl and R. Kulkarni, Self-dual sheaves on reductive Borel–Serre compact-
ifications of Hilbert modular surfaces, Geom. Dedicata 105 (2004), 121–141.

[Bre97] G. E. Bredon, Sheaf theory, second ed., Grad. Texts in Math., no. 170, Springer
Verlag, 1997.

[Bry93] Jean-Luc Brylinski, Loop spaces, characteristic classes and geometric quantiza-
tion, Progr. Math., no. 107, Birkhäuser Verlag, Boston, 1993.

[Che46] S. S. Chern, Characteristic classes of Hermitian manifolds, Ann. of Math. 47
(1946), 85–121.

[Che79] J. Cheeger, On the spectral geometry of spaces with cone-like singularities, Proc.
Natl. Acad. Sci. USA 76 (1979), 2103–2106.

[Che80] J. Cheeger, On the Hodge theory of Riemannian pseudomanifolds, Proc. Sympos.
Pure Math. 36 (1980), 91–146.

[Che83] J. Cheeger, Spectral geometry of singular Riemannian spaces, J. Differential
Geom. 18 (1983), 575–657.



252 References

[CHS57] S. S. Chern, F. Hirzebruch, and J.-P. Serre, The index of a fibered manifold, Proc.
Amer. Math. Soc. 8 (1957), 587–596.

[CS91] S. E. Cappell and J. L. Shaneson, Stratifiable maps and topological invariants, J.
Amer. Math. Soc. 4 (1991), 521–551.

[CSW91] S. E. Cappell, J. L. Shaneson, and S. Weinberger, Classes topologiques carac-
téristiques pour les actions de groupes sur les espaces singuliers, C. R. Acad. Sci.
Paris Sér. I Math. 313 (1991), 293–295.

[CW91] S. E. Cappell and S. Weinberger, Classification de certaines espaces stratifiés, C.
R. Acad. Sci. Paris Sér. I Math. 313 (1991), 399–401.

[Fri03] G. Friedman, Stratified fibrations and the intersection homology of the regular
neighborhoods of bottom strata, Topology Appl. 134 (2003), 69–109.

[GM80] M. Goresky and R. D. MacPherson, Intersection homology theory, Topology 19
(1980), 135–162.

[GM83] M. Goresky and R. D. MacPherson, Intersection homology II, Invent. Math. 71
(1983), 77–129.

[GM99] S. I. Gelfand and Yu. I. Manin, Homological algebra, Springer Verlag, 1999.
[God58] Roger Godement, Topologie algébrique et théorie des faisceaux, Hermann, Paris,

1958.
[Gun66] R. C. Gunning, Lectures on Riemann surfaces, Mathematical Notes, Princeton

University Press, Princeton, New Jersey, 1966.
[Har66] R. Hartshorne, Residues and duality, Lecture Notes in Math., no. 20, Springer

Verlag, 1966.
[HBJ92] F. Hirzebruch, Th. Berger, and R. Jung, Manifolds and modular forms, Aspects of

Math., vol. E20, Vieweg, 1992.
[Hir69] F. Hirzebruch, The signature of ramified coverings, Collected Math. Papers in

Honor of Kodaira, Tokyo University Press, Tokyo, 1969, pp. 253–265.
[HR96] B. Hughes and A. A. Ranicki, Ends of complexes, Cambridge Tracts in Math., no.

123, Cambridge University Press, 1996.
[HW41] W. Hurewicz and H. Wallman, Dimension theory, Princeton Univ. Press, Prince-

ton, N.J., 1941.
[Ive86] Birger Iversen, Cohomology of sheaves, Universitext, Springer Verlag, 1986.
[Kin85] H. C. King, Topological invariance of intersection homology without sheaves,

Topology Appl. 20 (1985), 149–160.
[Kle89] S. L. Kleiman, The development of intersection homology theory, A century of

mathematics in America, part II, Hist. Math., 2, Amer. Math. Soc., Providence,
RI, 1989, pp. 543–585.

[Kod67] K. Kodaira, A certain type of irregular algebraic surfaces, J. Anal. Math. 19
(1967), 207–215.

[KS90] Masaki Kashiwara and Pierre Schapira, Sheaves on manifolds, Grundlehren Math.
Wiss., no. 292, Springer Verlag, 1990.

[Lef26] S. Lefschetz, Intersections and transformations of manifolds, Trans. Amer. Math.
Soc. 28 (1926), 1–29.

[Lüc02] W. Lück, A basic introduction to surgery theory, ICTP Lecture Notes Series,
vol. 9, Part 1, Abdus Salam International Centre for Theoretical Physics, Trieste,
2002, school “High-dimensional manifold theory” in Trieste, May/June 2001.

[McC75] C. McCrory, Cone complexes and PL-transversality, Trans. Amer. Math. Soc. 207
(1975), 1–23.

[Mey72] W. Meyer, Die Signatur von lokalen Koeffizientensystemen und Faserbündeln,
Bonner Math. Schriften 53 (1972).



References 253

[MH73] J. Milnor and D. Husemoller, Symmetric bilinear forms, Springer, 1973.
[Min04] A. Minatta, Hirzebruch homology, Ph.D. thesis, Ruprecht-Karls Universität Hei-

delberg, 2004.
[MM79] I. Madsen and J. Milgram, The classifying spaces for surgery and cobordism of

manifolds, Ann. of Math. Studies, vol. 92, Princeton Univ. Press, Princeton, 1979.
[MS74] J. W. Milnor and J. D. Stasheff, Characteristic classes, Ann. of Math. Studies,

no. 76, Princeton University Press, 1974.
[Poi95] H. Poincaré, Analysis situs, Journal de l’École, Polytechnique 1 (1895), 1–121,

Reprinted in Oeuvres de H. Poincaré VI, 193–288.
[Poi99] H. Poincaré, Complément à l’analysis situs, Rend. Circ. Matem. Palermo 13

(1899), 285–343, Reprinted in Oeuvres de H. Poincaré VI, 290–337.
[Pon47] L. S. Pontrjagin, Characteristic cycles on differentiable manifolds, Mat. Sb. N.S.

21 (63) (1947), 233–284, Amer. Math. Soc. Transl. 32 (1950).
[Ran92] A. A. Ranicki, Algebraic L-theory and topological manifolds, Cambridge Tracts

in Math., no. 102, Cambridge University Press, 1992.
[Ran02] A. A. Ranicki, Algebraic and geometric surgery, Oxford Math. Monographs, Ox-

ford University Press, 2002.
[Sie83] P. H. Siegel, Witt spaces: A geometric cycle theory for KO-homology at odd

primes, Amer. J. Math. 105 (1983), 1067–1105.
[Sti36] E. Stiefel, Richtungsfelder und Fernparallelismus in n-dimensionalen Mannig-

faltigkeiten, Comment. Math. Helv. 8 (1936), 305–353.
[Sul70a] D. Sullivan, A general problem, p. 230, Manifolds, Amsterdam, Lecture Notes in

Math., no. 197, Springer Verlag, 1970.
[Sul70b] D. Sullivan, Geometric topology notes, part I, MIT, Cambridge, MA, 1970.
[Sul04] D. Sullivan, René Thom’s work on geometric homology and bordism, Bull. Amer.

Math. Soc. 41 (2004), no. 3, 341–350.
[Ver66] J. L. Verdier, Dualité dans la cohomologie des espaces localement compacts,

vol. 300, Sém. Bourbaki, 1965–66.
[Wei94] S. Weinberger, The topological classification of stratified spaces, Chicago Lec-

tures in Math., Univ. of Chicago Press, Chicago, 1994.
[Whi35] H. Whitney, Sphere-spaces, Proc. Natl. Acad. Sci. USA 21 (1935), 464–468.



Index

Abelian category 8, 27, 147
acyclic sheaf 12
adapted objects 61
additive

functor 11
additive category 8
adjunction morphisms 6
algebraic integers 235
arf invariant 115
assembly map 114
attaching axiom 89

alternative form 91

bordant 100, 169
bordism

of pseudomanifolds with prescribed links
217

of self-dual sheaves 169
of smooth oriented manifolds 100
of Witt spaces 135
Pinch 138

Borel–Moore homology 75
boundary of sheaf with duality 186

C-soft 61
category

of equiperverse sheaves 234
of Lagrangian structures 223
SD 220

Cauchy–Riemann equations 14
characteristic numbers 102
Chern classes 101
cohomological dimension 63
cohomological functor 32, 36, 37, 150

cohomology
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